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LOAD CONTROL IN ATM NElWORKS 

ABSTRACT 
This paper conskiers preventive load control in ATM net- 

works. A one link performance evaluation based on onloff trafic 
sources is carried out. Approximative modek are derive4 and a 
specific admksion control algorithm based on one of the modeh 
is presented and the obtained transfer eficiency is derived. A 
Flow Enforcement function to supervise each connection is sug- 
gested and the correspondence between modelling parameters, 
flow enforcement parameters and parameters used by the admis- 
sion control algorithm is considered 

1. INTRODUCTION 
In a future B-ISDN based on the Asynchronous Bansfer 

Mode ( A m ,  a large variety of services with different charac- 
teristics, such as bandwidth demand, burstiness and quality of 
service (QOS) requirements will be integrated. This implies that 
new challenges will face the network designers. This contribution 
will address the problems related to load control in ATM net- 
works and approximative models conceming performance will 
be elaborated in detail. 

S. B. Jacobsen, K. Moth, L. Dittmann 

K. Sallberg 
U M T E L ,  S-223 70 Lund, Sweden 

Technical University of Denmark 

ATM is considered as a packet-oriented switching and mul- 
tiplexing technique, which potentially offers full bandwidth flex- 
ibility at a high transmission rate and a higher transfer efficiency 
than a Synchronous "tansfer Mode (STM)  through statistical 
multiplexing. The gain in bandwidth utilisation and - more im- 
portant - achieved bandwidth flexibility will cost in a more 
complicated Load Control mechanism. 

may be partitioned into two categories: 

reactive load control by the use of backwards signal- 
ling during connection phase to reduce or even termi- 
nate individual connections during intervals of high 
load on the actual part of the network. As explained in 
[ 11 the use of reactive load control in high speed ATM 
network introduces major problems. 

preventive load control (PLC) guarantees a certain 
Quality of Service (QOS) during the duration of a 
connection by admission or blocking of new connec- 
tion requests. A key function of the PLC is the Flow 
Enforcement (FE) function which sometimes is de- 
noted the police function. 

1) 

2) 

In general it is possible to employ both categories in the same 
network. Howewer, this paper considers preventive load control, 
only. 

At connection set-up phase, the requested connection is 
specified by a set of parameters (denoted Flow Enforcement 
Parameter, FEP), and on each link on the route through the ATM 
network a dcscision is taken whether or not to accept the re- 
quested connection. This local descision is taken by the algorithm 
called Admission Control (AC). The criterion of admission is 

based on sets of parameters describing the aggregated traffic on 
the link and a set of parameters describing the requested new 
connection. It should be noticed that no steps are taken to use the 
momentary load state on the links. The estimated load state only 
changes when a new connection is established or disconnected. 
Moreover, the concept fully relies on the FEPs declared during 
connection set-up - there will be no changes in AC criteria 
whether or not the users utilise the allocated bandwidth provided 
through the declared FEPs. This idea makes the AC independent 
of actual connection behaviour such that it can be based solely 
on the declared FEPs. 

In order to maintain a certain QOS within the network, the 
FE function is needed to supervise that the characteristics de- 
clared during set-up are not violated. The function bounds the 
characteristics of a connection and, thereby, prevents that the AC 
underestimates the load state of the link. 

The most well-known FE algorithm is the Leaky Bucket [2], 
but lately a number of altemative algorithms such as the Running 
Window and Exponentially Weighted Moving Average have 
been introduced. 

A second type of function is proposed in [3] to be used by the 
user of a connection to adapt to the characteristics declared at 
connection set-up. The function is called Flow Throttling and 
further details can be found in [3]. 

In the following section a background is given and the 
assumptions for the following analysis of the link performance 
are motivated. The objective of the analysis is to get a better 
understanding of the QOS and transfer efficiency in an ATM 
network, but also to show the principle of AC and evaluate the 
resulting performance for some traffic mixes. In section 3, a 
number of approximative models are presented and evaluated. 
Section 4 explains and evaluates the AC and FE concept in more 
detail by applying the results obtained in section 3. 

2 NEMIORKASPECTS 
The approach to be taken in the rest of the paper is illustrated 

in fig. 1. A terminal generates a certain traffic, described by an 
equivalent model with a parameter set (m,p). At the entrance of 
the network the cell stream is supervised by the FEwith parameter 
set (Dm,Dp). There is a one-to-one correspondence between the 
(m,p) and (Dm.Dp), which will be illustrated in section 4. 

2.1 Basic Assumptions on lhffic 
Three different. levels of traffic analysis has been identified 

when dealing with performance analysis in an integrated broad- 
band communication environment. That is the cell level, the burst 
level and the connection (call) level, see [4]. The time scale differs 
significantly among the three levels - see fig. 2. 

At the cell level the individual cells and the structures of the 
switches are taken into account and queueing theory is used to 
obtain performance data. The analysis is based on the assumption 
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LOAD CONTROL IN ATM N W O R K S  

Nehrvork 

Figure I A terminal generates a certain traffic, described 
by the equivalent model with parameter set (m,p). The 

traffic is enforced based on the FEP (O,,D,) 

.-- ..--- --.. Cell 
0rd.r 01 rmgn*la 1 1 1 1  1 1 1  I 

t3 n*rousmb 

Figure 2 Illustration of the different traffic levels 
and the associated time scales 

that the number of bursts is fured. [4], [ 5 ]  and [6] discusses 
performance at the cell level. 

At the burst level the number of established connections is 
assumed fixed, but the cell rate is varying due to intemal varia- 
tions in each source. In [4] the burst scale is investigated using 
the theory of large deviations while [7] uses an approximation 
based on a multi-server loss system. 

At the connection level the number of established connec- 
tions is varying. [8],[9] and [lo] calculates the blocking prob- 
ability in the connection scale in different contexts. 

In this paper only the burst level and the cell level is con- 
sidered. 

2.1.1 Source models 
Various kinds of traffic ranging from CBO services to bursty 

or variable bitrate services is expected to be offered to the 
ATM-network. 

An important requirement for a source model is therefore 
versatility. The model should include both smooth and bursty 
traffic. However, it is desirable if an analytical solution of the 
corresponding queueing model exists such that the quality of 
service can be derived. 

A source model which is versatile and for which an analytical 
solution exists, is the ordoff model. In this model a source can be 
in two states, an on-state in which the source is transmitting cells 
with a fmed rate p, and an off-state in which the source is silent. 
The duration of the on-state (off-state) is exponentially dis- 
tributed with mean h, (ton). 

This model has successfully been used to describe voice 
traffic with silence removal, see [ll] and [12], and in [ 13) a video 
source has been modelled as a number of independent ordoff 
sources. Si and Mark has in [14] suggested the corresponding 
discrete ordoff model as the basis for source modelling in an 
integrated network. 

2.13 Multiple concatenated Links 
Models for evaluation of the quality of service exist in the 

case of a single link. An example is the ordoff model (see section 
3). However, the original characteristics of the cell stream will 
change as the cells of a given connection passes through a number 
of links due to multiplexing of cells. 

The difficult issue of describing this change in characteristics 
is beyond the scope of this paper. Our analysis therefore concerns 
a single link performance evaluation, and is based on a single cell 
multiplexer with a queue served according to the FCFS discip 
line. 

Furthermore it is expected that the preventive load control 
approach will ensure small delays in the buffers. This implies that 
the cell streams will only experience minor changes in charac- 
teristics when passing a link. 

2.2 Quality of service (QOS) 
In an integrated broadband network, different services will 

have different requirements of QOS. Voice traffic has restrictive 
delay requirement but can accept a moderate cell loss ratio. High 
speed data might be very sensitive to cell loss but very delay- 
tolerant. For services using coding techniques in which cell loss 
induces loss of synchronisation, the absolute time between cell 
losses might be more important than the loss ratio itself. 

To take into account all kinds of different QOS requirements 
is beyond the scope of this paper. We have chosen to use the cell 
loss ratio as a measure for the QOS. The models applied in later 
sections can also estimate delay fractiles such that the approach 
taken is applicable in this case too. 

Full integration of services implies that the most restictive 
QOS requirements must be applied to all services. In our calcu- 
lations we have therefore chosen a restrictive cell loss ratio of 

2 3  lhnsfer efficiency 
Primarily, the cost of a network and the cost of using it is due 

to several causes. One parent of cost is managing the network - 
that is management of connection requests, maintenance, man- 
aged flexibility etc. Another parent is the needed network capac- 
ity: the networks must be dimensioned in order to ensure a certain 
QOS. The needed network capacity is determined by the user 
demand and the bandwidth utilisation which the network can 
demonstrate. The transfer efficiency is the average utilisation 
with respect to bandwidth of a single ATM link - the maximum 
of this is a guide-line of what may be. expected from an ATM 
network. The link transfer efficiency will be different on different 
links, but this section only refers to a qualitative average for 
describing the issue. 

First, there is a number of well known contributions to 
transfer efficiency reduction: 

- 
- 

ATM cell overhead (approximately: 10%) 

synchronisation cells for providing framed or periodic 
ATM. For example, this amounts to a 1% reduction if 
each 135’th cell is used for synchronisation 

In this paper the effective payload is chosen to 135 Mbit/s in 
order to compensate for the efficiency deficiencies mentioned 
above. 

Now some others aspects of transfer efficiency related to 
ATM are: 

- admission control. The AC only allocates a certain per- 
centage of the link bandwidth to ensure a limitation of the 
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cell loss probability at ATM cell multiplexers. Examples 
of achieved transfer efficiency are given in section 4 

network architecture options like service segregation, 
virtual paths (networks) tend to decrease the total avail- 
able bandwidth due to a reduced effect from statistical 
multiplexing 

- 

- in future costumer premisis networks (CPN), some 
sources may not utilise their allocated bandwidth pro- 
vided through their declared FEPs. A margin may be 
needed in order to limit cell loss in the FE function 

When only single link performance has been evaluated for 
AC there will be a diminished fidelity to the FEP's of a connection 
after passage of multiple ATM links. For CBO services this 
requires a margin between declared FEP's and the FEP's used for 
AC at all links on the route. For bursty services the declared FEP's 
may be used. 

3. UNK PERFORMANCE NALUATION 
In this section four models to evaluate the cell loss ratio are 

presented. First a fluid flow queueing model which calculates loss 
rates for a number of different on/off sources is presented. This 
model serves as a reference model. Then the arrival process is 
approximated by a number of identical ordoff sources and loss 
formulas are found by the fluid flow model. Finally two approxi- 
mative models are presented. They both approximate the actual 
queueing system with a corresponding multi-server loss system. 
The multi-server model which aggrees best with the reference 
model is then used to obtain a simple AC algorithm. 

The traffic input is in all cases modelled as independent on/off 
sources as descibed in section 2.1.1. The sources are partitioned 
into a number of classes, all sources in a given class being 
statistically identical. 

Input parameters are: 

c: the number of classes 

The traffic of class i (i=l,..,c) is decribed by 

Nj: 

pi: 

the number of sources in class i 

the constant arrival rate in the on-state 

b(i): 

ai: 

the average duration of the on-state 

the fraction of time in which a source is in the on-state 

B: thebuffersize 

pout: the transfer rate of the output link 

3.1 Reference Model: Heterogeneous Fluid Flow 
In [15] and [la] a fluid flow queueing model for hetero- 

geneous on/off traffic is presented and in [16] formulas for time 
congestion and loss rates are given. A short description is given 
below. 

The input to the buffer is modelled as a fluid running into a 
reservoir (the buffer) and the departure from the buffer is the fluid 
running out of a hole in the bottom of the reservoir. 

The assumption about exponentially distributed on- and off 
durations implies the equilibrium buffer distniution can be found 
as solution to a set of fmt order differential equations. With the 
equilibrium buffer distribution known, the loss ratio is easily 
derived. 

The number of equations in the set of differential equations 
is: 

N (NI + lXNl+ 1) ...(N. + 1) (3.1) 

As the expression for N indicates, then this model requires 
considerable computation time, and it is not feasible to use it 
directly in the AC algorithm. 

33 One-step Approximation: Homogeneous Fluid 

In [7] it is suggested to approximate an arbitrary arrival 
process by a number of identical ordoff sources by matching the 
following three statistical parameters 

1) The mean arrival rate Q 

2) The variance of the arrival rate (d), and 

3) An asymptotic variance parameter v defined by: 

Flow 

(3.2) " I ] ] Vrr(N(O.0) 
I-- 

where N(0,t) is the number of cells arriving in the time 
interval (O,t), and Var(N(0,t)) is the variance of this random 
variable. 

The advantage of using these parameters is that they are 
additive, that is h1+2=h1+h2,~?1+2=C?1+~?2, and VI+~=VI+V~.  

Since a homogeneous ordoff stream is described by the four 
parameters N a,p,and toll, there is one degree of freedom when 
matching L,J,v. We have chosen the following additional con- 
straint: 

N=the number of established connections on the link 

When the arrival stream is on/off traffic appearing in c classes 
with parameter set as given in the start of this section, this yields 

N r ~ N I  (3.3) 
1.1 

Matching h,d,v for the homogeneous and heterogeneous 
stream yields: 

~g - a  - g~~hp, (3.4) 
,.I 

ZNMI-aPPL = v = twl&(I-&ht.o (3.6) 
1.1 

These formulas are proven in [7] and references in there. 

The cell loss ratio for the homogeneous approximation is 
obtained by applying the fluid flow model. Section 3.5 evaluates 
this model. 

33 Tko-Step Approximation: Binomial Multi-Serv- 

This approximation is to be viewed as an approximation of 
the homogeneous on/off stream, and therefore it is a two-step 
approximation of the original heterogeneous stream. 

er Approximation 

Consider a homogeneous ordoff stream with parameter set 
(N,a,p,bn) which is offered to the ATM multiplexer. 
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LOAD CONTROL IN ATM NETWORKS 

Let X denote the number of sources which at an arbitrary time 
is in the on-state. X is binomially distributed with parameters N 
and a, that is: 

(3.7) P(X - i) - Cy(1 -a)”.( 

where P denotes the probability and K(N,a) is the usual 
binomial coefficients. 

’b obtain a simple formula for the loss ratio we approximate 
the queueing system with a corresponding multi server system. 
The idea is that each source in the on-state will occupy a server. 
First we introduce the following assumption: 

The average number of cells arriving from a specific source 
during an on-state is much larger than the buffer capacity, that 
is pton>>B. 

Put 
n - [FJ w ~ = r c t x ~ c ~ c ” t ~ x . i n e g e r p n d x  0 . 8 )  

n = pout/p where n is the integer part of pout/p. 

that is n is the largest number of sources which can be in the 
on-state at the same time without introducing congestion. 

The system can now be viewed as a multi server system with 
n servers. With the above assumption cell losses will occur as 
soon as the number of sources in the on-state exceeds n. If the 
actual onduration is small or the peak rate is small such that the 
buffer is able to absorbe several bursts this model will overesti- 
mate the cell loss. 

In traditionel loss systems, the traditional Engset formula will 
give the blocking probability. However, since we are approximat- 
ing a queueing system, we use the formula 

0.9) 

The term Hi-n) is the rate at which cells are lost in state i, and 
the numerator therefore expresses the rate at which cells are lost. 
The denominator is the offered traffic. [7] uses a similar approach 
to find the loss ratio. 

In section 3.5 numerical examples are used to evaluate this 
model. 

3.4 Pascal Multi-Server Approximation 
Heterogeneous traffic offered to a multi-server loss system 

has been investigated intensively in the literature, see (81, [lo], 
(171, (181 and [19]. In this section we apply a technique, which 
has been used for calculating the probability distribution of the 
number of occupied servers in multi-server systems, to obtain 
approximate loss rates for the queueing problem. 

The link capacity part is divided into n basic bandwidth units 
(BBU) each of size b, such that but = bn. The link is now 
considered as a n server loss system, implying that the buffer is 
of negligible size. Each source in class i demands dj = pfi BBU’s 
in the on-state. It is assumed that pi is an integer multiple of b. 

In our case with heterogeneous odoff traffic the mean M and 
variance V of the arrival intensities is: 

8.10) 

0.11) 

According to [8 ] ,  [ 101, [ 171 and [ 191 it has been noticed that 
the steady state distribution of the number of occupied servers 
Q(i) is approximately invariant for different offered traffic with 
fixed mean and variance. An accurate candidate for Q(i) can be 
optained from a Pascal (negative binomial) amval process imply- 
ing the following recursion formula for Q(i) 

ai) = (u+(i-l)/l)Q(i-l) (3.12) 

in which the relation between a, p, M, and V is: 

(3.13) he 
a = -  V 

and 
U 
V 

/ 3 -  I - -  (3.14) 

Using this way of matching the original queueing system with 
the above loss system, we optain the following formula for loss 
ratio of class i traffic, 

(3. IS) 

where k=n-di. 

The overall loss ratio is then the weighted mean of the 
individual loss ratios. 

Since this model also uses an approximation to a loss system, 
it is expected that it will overestimate the cell loss when the 
on-duration or peak rate is small. Section 3.5 compares this model 
with those given in section 3.1,3.2 and 3.3. 

39 Numerical Examples 
Several calculations have been carried out to compare the 

above models. The following parameters have been chosen fixed: 

pout=135 Mbit/s (motivated in section 2.3) 

Buffersize B=88 

Small buffers has the advantage of introducing only small 
delay, small delay jitter, and small changes in the characteristics 
of the cell streams.The disadvanges is a potentially small network 
efficiency due to potential cell loss. However, our calculations 
shows that the increase in network efficiency which can be 
obtained by increasing the buffersize is small. Fig. 3 shows the 
obtained transfer efficiency @ased on the reference model) as a 
function of the buffersize. 

In fig. 4 the cell loss probability is illustrated as a function of 
the traffic mix. The traffic appears in two classes, a class with 2 
Mbit/s sources, and a class with 10 Mbit/s sources. As the figure 
illustrates then all four models shows a significant increase in loss 
ratio when the proportion of 10 Mbit/s traffic is increased with a 
constant load of 0.52. The homogeneous approximation de- 
scribed in section 3.2 estimates the loss rate accurately, while the 
multi server approximations both overestimates the loss rate. 

In fig. 5 lhe loss ratio from fifty 2 h4bit/s and ten 10 Mbit/s 
sources offered to the multiplexer is illutrated as a function of the 
duration of the on-state for 10 h4bit/s sources. When the on-du- 
ration increases there is a dramatic increase in loss ratio. The 
homogeneous approximation only captures a minor part of this 
behaviour but for moderate and large durations it is in aggreement 
with the reference model. The multi server approximations are 
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due to the approximation of a loss system independent of the 
on-state duration. As expected, then the loss rate of the homo- 
geneous model converges to the binomial loss rate for large 
on-durations. 

In fig. 6 the loss ratio from a fixed mix of 2 Mbit/s and 10 
Mbit/s sources offered to the multiplexer is illustrated as a func- 
tion of the load. The increase in loss ratio based on the fluid flow 
models is dramatic in the range 0.35 to 0.45 and for higher load 
the curves flattens out. The homogeneous approximation accu- 
rately estimates the loss ratio except for low load while the 
multi-server approximations overestimate the loss ratio, the bi- 
nomial approximation being the most accurate, as in the previous 
cases. 

Fig. 7 illustrates the same as fig. 6 with the exception that one 
30 MbiVs bursty source is included in the traffic stream. 

From the figures the following conclusions can be made: 
- Bursty sources with high bitrates introduces a much 

higher cell loss ratio than less bursty sources with mod- 
erate bitrates. 
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4 ADl 
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The on-duration is, especially for bursty sources with 
high bitrates, a very important parameter 

The homogeneous approximation is over a wide range of 
system parameters sufficiently accurate. 

The binomial and pascal multi server approximation both 
overestimates the loss ratio, the binomial multi server 
model being the most accurate. 

IlSSlON CONTROL AND FLOW EN- 
CEMENT 

The term admission control refers to the local decision 
whether or not to accept a new connection on a specific link. The 
criterion is based on: 

1) A set of parameters for each of the existing connections 
on the link. 

2) A corresponding set of parameters for the new connec- 
tion. 

-3.00 3 

/ .* heterogen fluid flow 
.*--I-. homqen fluid flow 

a-. .-. binomtool multi server 
.-*-e-.-. parcol multi sewer 

-1a.w'1I . . .  . . . . . . . . . . . . . . . . . . . . . . .  
0.45 0.35 0.45 0. 5 

load 
Figure 7 

cbrr 1 
P w k  rote - 2 Mbit/s 
Meon rote - 1 Mbit/s 

Peok rate - IO Mbit/r 
Meon rote = 2 Mbit/m 
t . , - 5 m r  

ko; ma 

clars S 
Peak rote - 30 Ubit/r 
Mean rote = 3 Mbit/a 
L . - 2 m r  

Proceedings 
p.136 VolV 

Session A8 
Paper # 5 

Authorized licensed use limited to: Danmarks Tekniske Informationscenter. Downloaded on July 05,2010 at 12:25:34 UTC from IEEE Xplore.  Restrictions apply. 



This parameter set must be in close accordance with the 
FEP's and the parameters used to model the traffic sources, see 
fig. 1. In this paper where all sources are modelled as on/off 
sources it is natural to use the following three parameters: 

mean rate m, peak rate p, and peak duration toa. 

The mean and peak rates are simple and accepted parameters 
while the peak duration, which contains information of the cor- 
relation in the source is more complex 

If one of the multi-server models are to be used in the AC 
algorithm, only the mean and peak rate are to be used. 

There are two requirements to the admission control criterion: 

1) 

2) 

It must be simple to reduce call set-up time. 

It should be accurate or at least not underestimate the 
actual load on the link. 

In practice there are at least two different ways of adopting a 
AC criterion. 

1) If one of the peformance model is an analytical model 
in which approximations can be made to obtain a 
simple formula for the cell loss ratio, this is one way 
of adopting a AC criterion. 

On the basis of numerous evaluation examples it might 
be possible empirically to obtain a simple and accurate 
AC criterion. 

2) 

In the next two sections the first approach is used and eval- 
uated. 

4.1 An Admission Control Criterion Based on the 
Appr. Model 

Since the AC criterion have to be simple it is not feasible to 
use any of the fluid flow models, and therefore the most accurate 
of the multi-server approximations must be used. From section 
3.5 it is seen to be the binomial approximation. We therefore base 
the AC criterion on this model. 

Consider a link serving n virtual connections l,..,n. where the 
parameters for connection i is @i.mi) mi being the mean bitrate, 
Put 

(4.1) 

The parameter set (N,a,p) for the aggregate stream is: 

N - a  (4.2) 

I .-1+Nf (4.3) 

(4.4) 

(4.3) and (4.4) due to (3.5) and (3.6). 

4.1.1 An algorithm 
A request for a new connection with parameter set 

@n+l,mn+l) is made. Then the admission control algorithm is as 
follows: 

BEclIN 

I' 
8 ' 7  7; 

I'+Ny, 

p' r 2. 
"a" 

0' :- "($) 
ZL..~ ( i - n ) ~ ~ ( 1 - a ~ ~ ;  

N8' R.., - 
IF P.., < c " 
BSGW 

Acapc-; 

d r  d'; 

p :- p'; 

A r A'; 

8 := a': 
N :- N'; 

END 
-E rrjktmuuflpn: 

PID 

E denotes the maximum acceptable cell loss ratio. 

4 1  Evaluation Examples 
The maximum link utilisation depends on the traffic on the 

link and the r uired QOS. In this section we have chosen a cell 
loss ratio e=10- , motivated in section 2.2. "B 

Two examples of traffic have been considered. In example 
one two classes of traffic are present, a class of sources with mean 
and peak rate of respectively 1 Mbit/s and 2 Mbit/s, and a class 
of sources with mean and peak rate of 2 Mbit/s, 10 Mbit/s 
respectively. The number of sources in class one is kept 5 times 
the number of sources in class 2. Table 1 states the maximum 
obtained transfer efficiency when peak allocation of bandwidth 
is applied, when the admission criterion given in section 4.1 is 
applied, and with the heterogeneous fluid flow model. 

Twociumeadlnf&bpra\t 

-1: Sa*ntrcs.p -1 Mblllh.45, b-ls 
d.uZ x- p - 10 hibi1th.d~ t,s mm 

Table 1 Comparison of the transfer efficiency obtained 
for three different admission control algorithm with a mix 

of two different classes of traffic 

Example two differs from example one in only one respect, 
one bursty 30 Mbit/s (mean rate 3 Mbil/s) source is added to the 
traffic stream. lhble two states the results obtained. 

With the above mentioned traffic mixes the obtained transfer 
efficiency is rather low, and the gain obtained from statistical 
multiplexing, based on algorithm 4.1.1, is not remarkable. With 
the considerations made in section 2.3 the real efficiency might 
be even lower. However, with other traffic mixes the figures will 
be different. 

4 3  Flow Enforcement Parameters (FEP) 
As it was seen in the previous two sections then the actions 

taken by the AC algorithm are based on the peak bitrate and the 
mean bitrate of each of the connections. From the evaluation 

Session A8 
Paper # 5 

Proceedings 
VolV p.137 

Authorized licensed use limited to: Danmarks Tekniske Informationscenter. Downloaded on July 05,2010 at 12:25:34 UTC from IEEE Xplore.  Restrictions apply. 



LOAD CONTROL IN ATM “OAKS 

Pc*lllmtbn 
dhnd.rldth 

Admiriarmntml -0nanbol Allocation Framework for 8-ISDN, ISS ‘90, Stockholm, 
bvcdonwztiar4.2 th?rrhmcC&l Sweden. 

llgcriuun butdm 

0.28 

~~ ~ 

Gmrr RC 
effiatncy 

0.33 

024 0.29 036 

0.41 

examples in chapter 3 it is Seen that violation might lead to 
unacceptable QOS for all connections. 

It is therefore mandatory to introduce a flow enforcement 
function which supervises the peak bitrate and mean bitrate of the 
connections. 

A flow enforcement function to perform this could be imple- 
mented as two leaky buckets, one supervising the peak bitrate and 
one supervising the mean bitrate. 

Three parameters, the increment factor I, the decrement factor 
D, and the threshold value T characterizes the leaky bucket 
algorithm. The relation between decrement factor Dp @m), incre- 
ment factor I, and peak rate p (mean rate m) is: 

(4.5) 

where pout is the payload of the link. 

The threshold value Tp (’I”) can be viewed as a time constant. 
In case of peak rate monitoring it is chosen low, and in case of 
mean rate monitoring it is chosen high such that the source is 
allowed to exceed the mean bitrate for a considerable time. 

5. CONCLUSION 
In this paper preventive load control in an ATh4 network has 

been investigated. An admission control criterion, based solely 
on the parameter set for each established connection, declared 
during connection set up has been presented. The criterion has 
been evaluated by a fluid flow queueing model, and the obtained 
transfer efficiency is derived. A flow enforcement algorithm to 
supervise each individual connection is presented. 
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