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PROGRAM OF

The 128th Meeting of the Acoustical Society of America

4a RANN Anra

Stouffer Austin Hotel @ Austin, Texas @ 28 November—2 December 1994

NOTE: All Journal articles and Letters to the Editor are peer reviewed before publication. Program
abstracts, however, are not reviewed before publication, since we are prohibited by time and schedule.

MONDAY MORNING, 28 NOVEMBER 1994 SABINE ROOM, 8:00 AM. TO 12:15 P.M.

Session 1aA0

Acoustical Oceanography: Acoustic Inversions for Properties of Gaseous Sediments

Michael D. Richardson, Chair
Naval Research Laboratory, Stennis Space Center, Mississippi 39529-5004

Chair’s Introduction—8:00
Invited Papers

8:05

1aAO01. Biogeochemical processes controlling gas bubble production and distribution in organic-rich sediments.
Christopher S. Martens (Marine Sci., CB-3300, Univ. of North Carolina, Chapel Hill, NC 27599-3300), Daniel B. Albert (Univ.
of North Carolina, Chapel Hill, NC), Hannelore Fiedler (Forschungsanstalt der Bundeswehr fur Wasserschall und Geophysik, 2300
Kiel, Germany), and Friedrich Abegg (Geologisch-Palaontologisches Institut und Museum der Universitat Kiel, 2300 Kiel,
Germany)

Biogeochemical processes in organic-rich, muddy sediments often result in the net production of biogenic gases including methane.
In coastal sediments, methane production ultimately leads to near saturation gas concentrations and bubble formation. Rates of
production, oxidation, and transport processes, together with in situ temperature and pressure (depth), combine to determine the actual
sediment column depth of methane bubble occurrence. Recent studies along North Carolina’s Quter Banks and Eckernfoerde Bay in
the Baltic Sea reveal how these processes combine to control saturation gas concentrations and bubble distributions in the upper few
meters of coastal sediments. At the North Carolina site, gas production depths vary seasonally, resulting in a bubble layer whose
shallowest depth oscillates between 10- and 30-cm depth from summer to winter, respectively. Large quantities of gas escape the
sediments via diffusion and bubble ebullition during the warm months. Similar oscillations in the depth of the bubble (acoustic
absorption) layer appear to occur in the sediments of Eckernfoerde Bay; however, competing microbial processes prevent saturation
methane concentrations at depths above approximately 50 cm. Stable isotope measurements reveal that microbial methane oxidation
consumes methane transported above the bubble layer, resulting in little release of gas into the water column.

8:25

1aA02. Predictions of the acoustic response of free-methane bubbles in muddy sediments. Anthony P. Lyons, Michael E.
Duncan (Dept. of Oceanogr., Texas A&M Univ., College Station, TX 77843-3146), James A. Hawkins, Jr. (Naval Res. Lab.,
Stennis Space Center, MS 39529-5004), and Aubrey L. Anderson (Texas A&M Univ., College Station, TX 77843-3146)

The response of the sediments of Eckemfoerde Bay, Germany to acoustic remote sensing has been attributed to gas features found
within the sediment. The existence of features as small as 0.5 mm equivalent spherical radius has been confirmed by x-ray computed
tomography of cores taken and scanned under in siru pressures. The interaction of an acoustic pulse from the Acoustic Sediment
Classification System (ASCS) with this type of gassy sediment was modeled. The bubble scattering response included the effects of
shear modulus and nonspherical bubbles. Model predictions made using the observed gas feature distribution and normal incidence
ASCS data agree and show extended returns (greater than a pulse length) from the seafloor bubble layers as well as high attenuation
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within the bubble layers. These results show that the acoustic returns from the gas bubble layers are probably due to scattering and that
differences in level of return can be attributed to random variations in the distributions of scatterers.

8:45

1aA03. The effects of free-methane bubbles on the propagation and scattering of compressional and shear wave energy in
muddy sediments. Michael D. Richardson, Sean R. Griffin, Kevin B. Briggs (Naval Res. Lab., Stennis Space Center, MS
39529-5004), Aubrey L. Anderson, and Anthony P. Lyons (Texas A&M Univ., College Station, TX 77843-3146)

Free-methane bubbles cause significant scattering of acoustic energy in the soft sediments of Eckernfoerde Bay, Baltic Sea. In situ
and laboratory measurement of sediment geoacoustic and physical properties were made in an attempt to understand the physical
mechanisms responsible for this scattering, In situ shear wave velocities (at 100-500 Hz) increased from 5-7 near the surface to 15-20
m s~ ! at 2 m into the seafloor, whereas in sifu compressional wave velocities (at 38 and 58 kHz) varied little (~1425 m s™!) with depth.
Methane bubbles apparently caused significant attenuation of compressional waves at depths below 1 m, whereas shear wave
aitenuation was unaffected by gas and decreased with depth. Compressional waves (at 400 kHz) in cores (1%—5% free gas) maintained
at in situ pressures were highly attenuated but show little evidence of velocity dispersion. Comparison of geoacoustic data with theory
suggest that primary control of the interaction of acoustic profilers with this gassy seafloor is by bubbles larger than about 1 mm
diameter and that the observed high-frequency scattering can be described by models of the seafloor bubbles as individual scatters of
acoustic energy. Response of the seafloor as a medium with modified bulk propagation properties would occur at lower frequencies
than those used in the Eckernfoerde experiments.

9:08

1aA04. Modeling of high-frequency acoustic wave scattering by sediment gas voids. Dajun Tang (Dept. of Appl. Ocean Phys.
and Eng., Woods Hole Oceanographic Inst., Woods Hole, MA 02543)

Scattering by volumetric inhomogeneities of marine sediments comes in many forms. It is found in a 1993 CBBL-SRP experiment
conducted in Eckernfoerde Bay, Germany, that high-frequency backscattering is caused by gas voids buried at about a meter beneath
the seafloor [Tang et al., J. Acoust. Soc. Am. (to be published)]. The backscattering strength at 40 kHz is estimated to be —10 dB.
Assuming the gas voids do not resonate, a simple scattering model is developed based on the Kirchhoff approximation to calculate the
backscattering and bistatic scattering strength. Acoustic ray bending due to the sound-speed discontinuity at the water—bottom interface
as well as sediment attenuation are taken into account. We find that at 40 kHz, only those gas voids whose exposed cross section is
larger than the acoustic wavelength contribute to backscattering significantly. The gas void distribution is estimated based on data from
the few cores obtained in situ. The model results are compared with backscattering data, and it is intended that this model be used to
compare with bistatic scattering data in the future. [Work supporied by ONR through NRL.]

9:25~-9:40 Break

Contributed Papers

9:40 attenuation, sediment density values from diver-collected cores, and values
for interface roughness parameters from underwater photogrammetry were
used to calculate the parameters for the composite roughness model. The
model prediction for scattering strength from the sediment—water interface
fell well below the measured value, indicating that volume scattering from

1aA0S. Geophysical ground-truthing experiments in Eckernfoerde
Bay. Angela Davis, Dei Huws, and Ron Haynes (School of Ocean Sci.,
Univ. College of North Wales, Menai Bridge, Gwynedd LL59 S5EY, U.K.)

During the 1994 Coastal Benthic Boundary Layer Special Research
Program’s (CBBLSRP) experiment in Eckernfoerde Bay, multichannel
digital seismic and electrical resistivity data were collected using surface
and bottom towed arrays. Profiling with a bottom towed sledge yielded
shear wave velocity and electrical resistivity data indicative of the struc-
tural strength of the sediment and of the properties of the sediment’s pore
space. Shear wave velocities for the gassy mud were, as expected, ex-
tremely low, ranging from <10 at the surface to around 16 m/s at 2 m.
Variations in electrical properties were correlatable with lithological
change. It is anticipated that analysis of reflection responses will provide
significant additional geotechnical ground-truthing.

9:55

1aA06. High-frequency bottom backscattering: Volume scattering
from gassy mud. Kevin B. Briggs, Michael D. Richardson (Seafloor
Sci. Branch, Naval Res. Lab., Stennis Space Center, MS 39529), and
Darrell R. Jackson (Appl. Phys. Lab., Seattle, WA 98195)

Bottom backscattering data at 40 kHz were collected from a stationary
tripod deployed in a muddy embayment characterized by subsurface meth-
ane gas. Near-surface sediment geoacoustic, physical, and roughness prop-
erties were measured concurrently with the acoustic data in order to com-
pare model predictions with measured backscatter strength as a function of
grazing angle. In situ values for sediment compressional wave velocity and
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within the sediment was the dominant process. Data obtained by other
investigators reveal a layer of free methane located approximately 1 m
below the sediment—water interface. These gas bubbles were evidently
responsible for the high level of backscattering observed. A fit of the
volume scattering component of the composite-roughness model to the
data provides a measure of the contribution of these bubbles to acoustic
backscatter.

10:10

13A07. Double monapole resonance of a gas-filled cavity in a
sediment. Steven G. Karg}, Kevin L. Williams (Appl. Phys. Lab., Univ.
of Washington, 1013 N.E. 40th St., Seattle, WA 98105), and Raymond
Lim (Coastal Systems Station, Panama City, FL. 32407-7001)

The monopole response of a gas-filled, spherical cavity in a sediment
is investigated. The sediment is a saturated, poroelastic medium and we
assume that its dynamical behavior satisfies a homogeneous Biot theory.
Our method entails the scattering of an incident, (fast) longitudinal field
that preferentially excites a monopole response of the cavity. Our main
result demonstrates that a gas-filled, spherical cavity in a saturated, po-
roelastic medium exhibits two distinct monopole resonances. These reso-
nances arise from the two distinct longitudinal modes of propagation in
saturated, poroelastic medium as described by Biot’s theory. The sensitiv-
ity of these resonances to various environmental parameters (such as per-
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meability and porosity) will be presented and discussed. [Work supported
by ONR.]

10:25

1aAO8. Acoustic backscatter from bubbles confined in sediment
pores. Frank A. Boyle and Nicholas P. Chotiros (Appl. Res. Labs., Univ.
of Texas at Austin, P.O. Box 8029, Austin, TX 78713-8029)

A model for acoustic backscatter from trapped gas bubbles in sandy
sediments was recently presented [F. A. Boyle and N. P. Chotiros, I.
Acoust. Soc. Am. 93, 2397(A) (1993)]. One of the assumptions was that
trapped bubbles respond to an ambient acoustic field as if they were free
bubbles surrounded by an infinite volume of water. A refinement to this
model includes the effects of solid particles surrounding and constraining
the fluid around the bubbles. A new expression for the sediment backscat-
tering strength accounts for fluid confinement in pores. This confinement
affects sediment acoustic impedances, bubble resonances, and scattering
cross sections. Biot fast and slow compressional waves are treated sepa-
rately. [Work supported by Naval Res. Lab., Stennis Space Center.]

10:40

1aA09. Bistatic acoustic scattering from trapped gas bubbles in
sandy sediments. Frank A. Boyle and Nicholas P. Chotiros (Appl. Res.
Labs., Univ. of Texas at Austin, P.O. Box 8029, Austin, TX 78713-8029)

A technique based on acoustic reciprocity has recently been used to
calculate backscattering strengths of marine sediments [F. A. Boyle and N.
P. Chotiros, J. Acoust. Soc. Am. 93, 2397(A) (1993)]. The method begins
with computation of the pressure induced at an element of scattering vol-
ume in the sediment. The pressure returned to a projector is then obtained
via a reciprocal relationship between source and scatterer. A similar tech-
nique is developed to permit the calculation of bistatic scattering strengths.
This technique is combined with a Biot model for acoustic penetration and
a scattering model involving trapped bubble resonance scattering, to arrive
at a bistatic sandy sediment acoustic scattering model. [Work supported by
Naval Res. Lab. Stennis Space Center under the MCM Tactical Environ-
mental Data System (MTEDS) project.]

10:55

1aA010. Experimental determination of broadband propagation
under known geophysical conditions. Mohsen Badiey (Office of Naval
Res., 800 N. Quincy St., Arlington, VA 22217-5666), Mike Steele (Bolt
Beranck and Newman Syst. and Technol, Arlington, VA 22209),
William Carey (Adv. Res. Project Agency, Arlington, VA 22203-1714),
and Pejhan Peymani (Bolt Beranek and Newman Syst. Technol.,
Arlington, VA 22209)

Acoustic propagation experiments were conducted with explosives, an
air gun, and a continuous source on the New Jersey Continental shelf near
the AMCOR borehole 6010. This particular area was extensively surveyed
by Davies et al. [Marine Geol. 108, 323-343 (1992)] and is the site of
previous acoustic experiments by Carey et al. [Saclantcen, CP 42, al-a27
(1993)]. Environmental measurements of temperature, conductivity, salin-
ity, sound speed, and bathymetry were made and the signals were received
on a vertical array at a sufficient distance from the known source positions.
Frequency-time analysis allows for the determination of the dispersive
group velocities. The relative position of the sources provides for the
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assessment of sub-bottom variations on the acoustic propagation. Prelimi-
nary results are presented and interpreted in light of normal-mode theory.

11:10

1aAO11. A dynamic penetrometer for rapid assessment of seafloor
parameters. T. Akal (SACLANT Undersea Res. Ctr, 19138 San
Bartolomeo, La Spezia, Italy) and R. D. Stoll (Lamont-Doherty Earth
Observatory of Columbia Univ., Palisades, NY 10964)

Information on geoacoustic and geotechnical parameters of the seafloor
is important in sonar performance evaluation as well as in engineering
applications. Since measurement of these parameters using traditional
methods usually involves some rather elaborate experimental procedures,
there is the need for a simple system that can remotely measure some of
these parameters from a moving ship or aircraft. To accomplish this a new
technique using a probe similar to the expendable bathythermograph
(XBT) has been developed wherein the thermistor used to measure water
temperature is replaced by an accelerometer. When the probe first impacts
the bottom there is rapid deceleration controlled by the shear strength of
the sediment, followed by a period of damped oscillation with frequency
dependent on the geoacoustic properties of the sediment. Thus when the
impact signature is fully analyzed it is possible to obtain information on
both the shearing strength of the bottom as well as the geoacoustic prop-
erties. At present a series of laboratory and field tests are being carried out
in a cooperative program at Lamont-Doherty Earth Observatory and
SACLANT Centre. Preliminary results of this work are presented in this
paper. [Work supported by ONR.]

11:25

1aA012. Shear wave attenuation estimates from inversion of Scholte
wave data. Hassan B. Ali and Michael K. Broadhead (Code 7173,
Naval Res. Lab., Stennis Space Center, MS 39529-5004)

On the basis of the correlation between sediment stratigraphy and
modal dispersion, inversion of Scholte wave data allows one o estimate
the shear wave velocities within the sediments. In some cases, this may be
a sufficient characterization of the sediments. However, shear velocities
contain only part of the wave information, and this will not generally
suffice for recovery of the full measured time series. In realistic sediments,
a propagating pulse will also be affected by the attenuation profile of the
medium. Moreover, the amplitudes of the constituent frequencies will gen-
erally be attenuated differently, resulting in distortion of the pulse. Using
the results of recent deep-water measurements, examples are presented of
the relationship between sediment stratigraphy and Scholte wave modal
dispersion. The modeling is then extended to examination of seismogram
parameters, using iterative analysis of the shear attenuation profiles and
exploitation of the spectral properties of the time series. It is shown that the
shear Q profile is crucial in achieving an adequate match to the measured
data, but some degree of nonuniqueness is possible. [Work supported by
Office of Naval Res., Prog. Element No. 0601153N, with technical man-
agement provided by the Naval Res. Lab.]

11:40-11:45 Break
11:45-12:15
PANEL DISCUSSION:

Panel Moderator: Michael D. Richardson
Panel Members: Anthony P. Lyons, Christopher S. Martens, Dajun Tang
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MONDAY MORNING, 28 NOVEMBER 1994

SAN ANTONIO ROOM, 9:00 A M. TO 12:00 NOON

Session 1aPA

Physical Acoustics: Thermoacoustics

Robert M. Keolian, Chair
Physics Department, Naval Postgraduate School, Monterey, California 93943

Contributed Papers

9:00

1aPAl. Numerical study of various thermoacoustic refrigerator
configurations. Thomas I. Hofler (Phys. Dept., Naval Postgraduate
School, Monterey, CA 93943)

The results of numerical models and optimizations for various configu-
rations of thermoacoustic refrigerators will be presented. The refrigeration
goals are large-scale refrigeration with low temperature span, high effi-
ciency, and reasonably high power density. The physical equations used
are the usual plane wave Rott formulation with improved solutions for the
heat exchangers and shaped resonator ducts. The primary emphasis will be
on solutions having the highest system efficiency, excluding losses asso-
ciated with electrical drivers and secondary heat exchange.

9:15

1aPA2. Simplified model for the study of nonlinear processes in
thermoacoustic engines. A. Prosperetti and M. Watanabe (Dept. of
Mech. Eng., Johns Hopkins Univ., Baltimore, MD 21218)

Upon integrating the governing equations over the cross section of a
thermoacoustic device, a simplified one-dimensional model is obtained.
While only approximate, this model renders the study of nonlinear effects
very amenable to analysis. In particular, for a thermoacoustic prime mover,
the stability limits are calculated and the steady-state amplitude is esti-
mated on the basis of a weakly nonlinear theory. For larger amplitudes,
numerical results are presented. The marked propensity of the system to
develop shock waves is found to be a very strong factor limiting its effi-
ciency. [Work supported by the Office of Naval Research.]

9:30

1aPA3. A nonlinear analysis of a simple thermoacoustic system.
Ronald E. Kumon (Appl. Res. Labs., Univ. Texas at Austin, 10000 Burnet
Rd., Austin, TX 78713)

A simple thermoacoustic system was studied to try to better understand
the interaction between the temperature, pressure, and velocity modes of
the system. The system considered was a one-dimensional “tube,” closed
and isothermal at both ends and filled with a helium gas. Initially, the gas
is static but with a sinusoidal temperature distribution. To obtain a simpli-
fied model of the system, a Galerkin-type method was applied to the full
hydrodynamic equations in one spatial dimension and the ideal gas law
equation of state. By substituting highly truncated sine and cosine series in
the spatial variable with time-dependent amplitudes into the aforemen-
tioned PDEs, the model was reduced to a set of coupled nonlinear ODEs.
First, these equations were linearized and examined for series expansions
with different number of terms. Next, the nonlinear ODEs were studied.
Finally, these results were compared with direct finite-difference calcula-
tions using MacCormack’s method to integrate the full hydrodynamic
equations.

9:45
1aPA4. Experimental study of acoustic turbulence and streaming in

a thermoacoustic stack. D. Felipe Gaitan, Ashok Gopinath, and
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Anthony A. Atchley (Phys. Dept., Naval Postgraduate School, Monterey,
CA 93943)

Recent developments in thermoacoustic devices have generated a re-
newed interest in finite amplitude standing waves and the nonlinear effects
associated with them. In a typical thermoacoustic device, a stack and two
heat exchangers are placed inside a resonator approximately midway be-
tween the velocity and pressure antinodes. These elements, consisting of
closely spaced rigid plates, present both a discontinuity in the fluid fiow
and a rigid boundary with which the fluid can interact. Under these con-
ditions, at least two well-known effects may occur: acoustic streaming and
turbulence. These effects are of particular interest since they could signifi-
cantly affect the thermoacoustic heat transport inside the stack. In this
study, the fluid velocity inside and near a stack was measured qualitatively
and quantitatively using a stroboscopic lamp and a laser Doppler veloci-
meter, respectively. Measurements under different conditions will be pre-
sented and discussed. [Work supported by ONR.]

10:00

1aPAS. Numerical modeling of unsteady flow in the neighborhood of
a thermoacoustic stack. A. S. Worlikar and O. M. Knio (Dept. of
Mech. Eng., Johns Hopkins Univ., Baltimore, MD 21218)

A low-Mach-number compressible flow model for the simulation of
acoustically driven flow fields within thermoacoustic couples is con-
structed. The model is based on the assumption that length of the thermoa-
coustic stack is much smaller than the wavelength of the driving standing
wave. The latter assumption is used to obtain a simplified description of
the impact of acoustic waves while retaining all of the essential features of
the unsteady flow developing in the neighborhood of solid boundaries.
Results of numerical simulations are presented which illustrate the nonlin-
ear response of the flow to different driving amplitudes and frequencies.
[Work supported by the Office of Naval Research.]

10:15

1aPA6. Experimental visualization of heat transfer and fluid flow
processes in a thermoacoustic device. C. Herman, C. Bartscher, M.
Wetzel, and M. Volejnik (Dept. of Mech. Eng., Johns Hopkins Univ.,
Baltimore, MD 21218-2686)

Different visualization techniques are used to gain insight into the heat
transfer and fluid flow processes in a thermoacoustic refrigerator model.
For this purpose, an enlarged model of a thermoacoustic device, with
transparent viewing windows in regions of interest, was built. The model
operates with air at atmospheric pressure as the working fluid. The cross
section of the resonant tube is rectangular to obtain essentially two-
dimensional flow and temperature fields and to allow transillumination of
the stack region with parallel laser light. On-line holographic interferom-
etry combined with high-speed cinematography is used to analyze and
measure the unsteady oscillating temperature fields in the stack region. The
design also allows the visualization of the flow fields by smoke injection
and the visualization of the temperature distribution on the stack plates
using thermochromatic liquid crystals. The results of the visualization ex-
periments provide new information on the stability and transition of the
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flow in the stack region and on the heat transfer processes. [Work sup-
ported by the Office of Naval Research.]

10:30-10:45 Break

10:45

1aPA7. A thermoacoustic pin stack. F. Scott Nessler and Robert M.
Keolian (Dept. of Phys., Code PH/Kn, Naval Posigraduate School,
Monterey, CA 93943)

A comparison of the pin stack geometry with a conventional rolled
geometry for thermoacoustic engines is being made in a modular prime
mover test rig. By decreasing viscous energy losses, it is hoped that the pin
stack will improve the efficiencies of thermoacoustic engines. The stack
will consist of over two thousand 75-um wires, separated by 750 gm, in a
hexagonal lattice hand sewn between two finned copper heat exchangers.
A temperature gradient will be applied to the stack and the neon working
fluid by holding one exchanger at 300 K and the other at 77 K. A small
acoustic driver in the rig will allow us to measure the quality factor Q
below onset as a function of the neon pressure. [Work supported by ONR.]

11:00

1aPA8. Thermoacoustic sound source in the Helmholtz limit.
Richard Raspet, Jay A. Lightfoot, James R. Belcher, and Henry E. Bass
(Dept. of Phys. and Astron., Univ. of Mississippi, University, MS 38677)

Thermoacoustic engines are placed in resonant cavities for O amplifi-
cation. Variations in the cross-sectional area of the resonator serve to re-
duce device volume and to minimize nonlinear distortion by detuning
higher harmonics. In the case of a thermoacoustic sound source, these
cross-sectional variations in the resonator area may be carried to an ex-
treme such that the resonator approaches the Helmholtz limit. This limit
produces a dimensionally compact, low-frequency thermoacoustic sound
source. A thermoacoustic sound source in the Helmholtz limit has been
constructed. The measured particle velocity and acoustic pressure in the
device will be compared to Helmholtz idealization. [Work supported by
ONR.]

11:15

1aPA9. Radial versus plane wave thermoacoustic engines: Which is
best? W. Patrick Amott (Atmospheric Sci. Ctr., Desert Res. Inst., P.O.
Box 60220, Reno, NV 89506), lJay Lightfoot, Richard Raspet, and
Henry E. Bass (Univ. of Mississippi, University, MS 38677)

Most previous work in thermoacoustics has considered placing the
elements in plane wave resonators. The lowest radial or breathing mode of
a cylindrical resonator is also potentially useful for producing thermo-
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acoustic sound sources or refrigerators. An immediate advantage of the
radial geometry is the separation of higher modal frequencies from the
higher harmonics of the fundamental when the engine is working at large
amplitude. Criteria recently developed for deciding which geometry is best
will be presented. This will be followed by a comparison of plane and
radial wave refrigerators and sound sources. The short stack approximation
for both geometries will be used in the comparison. Our derivation of this
approximation is not limited by the additional boundary layer approxima-
tion. [Work supported by ONR.]

11:30

1aPA10. Design of a radial mode thermoacoustic prime mover
(sound source) and experimental observations, Jay A. Lightfoot
(Dept. of Phys. and Astron., Univ. of Mississippi, University, MS 38677),
W. Patrick Arnott (Univ. of Nevada, Reno, NV 89506), Richard
Raspet, James R. Belcher, and Henry E. Bass (Univ. of Mississippi,
University, MS 38677)

Experimental thermoacoustics has been limited in the past to plane
wave systems. Swift briefly discussed the radial mode thermoacoustic en-
gine, but no working models have been built. Radial modes of a cylindrical
resonator are naturally anharmonic; thus harmonic generation at high
sound-pressure levels by nonlinear processes tend to be less resonance
enhanced in the radial mode, potentially leading to higher sound-pressure
levels in the fundamental radial mode of oscillation. A radial mode prime
mover which is theoretically optimized for a 60% helium, 40% argon gas
mixture (mole fraction) at atmospheric pressure has been constructed. De-
tails of the design and construction, measurement of the power dissipa‘ed
in the hot heat exchanger (required for onset of self oscillation) as a
function of ambient pressure, and harmonic distortion of the fundamental
mode of oscillation will be presented. [Work supported by ONR.]

11:45

1aPA1l. Investigation of parametric drive of a longitudinal gas filled
resonance tube. Richard Raspet, Bruce Denardo, James Brewster, and
John Kordomenos (Dept. of Phys. and Astron., Univ. of Mississippi,
University, MS 38677)

High-power drives for thermoacoustic refrigerators are being investi-
gated by several groups. Theoretical calculations have been performed of
the feasibility of parametrically driving a longitudinal resonance tube by
modulating the temperature with a high-power laser. Parametric drives are
promising since the drive mechanism is distributed over the entire volume
of gas and because the response may become large before saturation oc-
curs. Although it is demonstrated that laser drive is not attractive as a
practical means of high-power drive for longitudinal resonators, much
interesting physics has been considered in the analysis of the proposed
system and will be discussed. [Work supported by ONR.]
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MONDAY AFTERNOON, 28 NOVEMBER 1994 SABINE ROOM, 1:30 TO 6:15 P.M.

Session 1pAO

Acoustical Oceanography: Moderate-to-High Frequency Inversions for Sediment Properties

Darrell R. Jackson, Chair
Applied Physics Laboratory, University of Washington, Seattle, Washington 98105

Chair’s [ntroduction—1:30
Invited Papers

1:35

1pAO1. Three-dimensional velocity flunctuation structure of the seabed imaged by high-frequency crosswell tomography.
Tokuo Yamamoto (Appl. Marine Phys. Div., RSMAS, Univ. of Miami, Miami, FL 33149)

High-resolution images of the compressional wave velocity fluctuation structure of the seabed are inverted from the travel times
measured by high-frequency (1-50 kHz) crosswell acoustic tomography experiments at three different sites in shallow water. The
three-dimensional power spectra of the velocity fluctuations are determined from the velocity images. The velocity fluctuation spectra
are anisotropic in general, i.e., the fluctuation frequency in the vertical direction is much higher than in the horizontal direction. The
aspect ratio of the two ranges from 4 to 10. In addition, the major and minor axes of anisotropy are often tilted from the vertical and
the horizontal direction. The angle of tilt, called dip, is found as large as 30°. The intensity of the fluctuation spectrum depends on the
sediment type. These parameters of the three-dimensional power spectrum affect the scatlering of acouslic waves. The strong
dependence of acoustic backscattering on the grazing and azimuthal angle observed by Jackson and Briggs (1993) is excellently
predicted when the anisotropy and the dip structure of the velocity fluctuations are incorporated in an analytical model of scatlering
by sediment volume fluctuation (Yamamoto, this meeting). [Work supported by ONR.]

1:55

1pAQ2. FM sonar characteristics for normal-incidence sediment classification. Steven G. Schock and Lester R. LeBlanc (Dept.
of Ocean Eng., Florida Atlantic Univ., Boca Raton, FL 33431)

The prediction of sediment properties from normal-incidence acoustic measurements made with a broadband sub-bottom profiler
requires that several acouslic parameters be estimated from the reflection data using independent numerical techniques to reduce the
large potential ervars of any one parameter. Examples of acoustic parameters that are combined empirically to estimate the vertical
profiles of physical sediment properties are acoustic impedance, interlayer volume scattering, and attenuation. From the analysis of
normal-incidence data collected in many depositional environments, the characteristics of a quantitative sub-bottom profiler for
estimating impedance and volume scattering include: (1) the acoustic bandwidth of the transmitted pulse must be at least 2 oct for the
reliable measurement of signal phase from interlayer refiections; (2) the two-way transmission/reception beam should be a cone with
a width between 15° and 20° at the 3-dB down points to ensure that interlayer reflection amplitude to volume and surface scattering
noise ratios are at least 6 dB (narrower beamwidths result in reflection amplitude measurement errors from sensor motion or seaflaor
slopes less than 5°); (3) the transmitted pulses contain energy from 500 Hz to 10 kHz to ensure most interlayer impedance gradients
can be accurately measured.

2:15

1pAO3. Acoustic prediction of sediment impedance. Douglas N. Lambert, Donald J. Walter (Naval Res. Lab., Code 7431, Stennis
Space Center, MS 39529), William R. Bryant, Niall C. Slowey (Texas A&M Univ., College Station, TX 77843), and John C.
Cranford (Neptune Sci., Inc., Slidell, LA 70458)

The Naval Research Laboratory has been developing a normal-incidence, high-frequency (15-30 kHz), narrow beamwidth (6°—
12°), high-resolution (>92-dB dynamic range) seismic system with the capability to predict, in near real time, acoustic impedance of
the upper several meters of the seafloor using inversion techniques. Acoustic impedance, predicted in a series of ten selectable time
windows, is then used to estimate other sediment properties through empirical relationships. A series of ground truth sediment cores
have been collected along a seismic trackline in the southwestern Baltic Sea with sediment types varying from glacial till to soft,
methane gas-charged clayey silts. Comparison of the high-resolution seismic data to sediment structure determined from the cores
shows excellent carrelauon for both 15- and 30-kHz data. The comparison of laboratory-measured sediment geotechnical properties
and acoustically estimated properties shows good carrelation in the surficial sediments and somewhat less correlation with depth in the
sediments. Since gas bubbles within the sediment are strong acoustic reflectors at these frequencies, the use of standard algorithms for
nongassy sediments can lead to overestimation of predicted impedance values.

2:35

1pAO4. Measurements of relative bottom backscattering strength by a digital side scan sonar. Guather Fechner and Ingo H.
Stender (Forschungsanstalt der Bundeswehr fur Wasserschall-und Geophys., D-24148 Kiel, Germany)

A conventional side scan sonar gives only a qualitative image of seafloor backscatter distribution. It does not allow quantitative
measurements of the boitom backscattering strength. Because of the advantages of the side scan sonar (imaging and profiling capacity
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and easy handling), a conventianal 100-kHz side scan sonar was redesigned. Signal generation and transducers remained unchanged.
The received raw signal is amplified, digitized at 20 kHz, and stored on a 486 personal computer. Data are displayed as color coded
images on screen and hard copy. Attenuation with distance and angle dependency (using Lambert’s law) are compensated. This digital
attachment provides relative backscatter data. On the muddy seafloor of the CBBL/JOBEX experimental site in Eckernforde Bay the
digital side scan sonar shows a rather uniform bottom with low backscatter values. The spatial variation is less than 8 dB, mainly
caused by trawl marks on the bottom. But inside one pockmark the backscatter strength varies as much as 28 dB. This high variation
cannot be attributed to sediment changes; all sediment samples inside the pockmark were mud. The strong backscatter is presurably
caused by the gassy layer inside the pockmark which nearly coincides with the water—sediment interface.

2:55

1pAOS. Acaustic characterization of marine sediments: State of the art. Anatoliy N. Ivakin (N. N. Andreev Acoust. Inst.,
Shvernika 4, Moscow 117036, Russia)

A review of recent theoretical and experimental investigations of sound scattering from the seafloor and analysis of methods for
remote acoustic characterization of marine sediments are presented. For narrow-band signals, echo characteristics have explicit
relationships (in some simple cases they are known) to the reflection and scattering coefficients, which can be related in turn to the
material parameters of the medium and used for determination of bottom properties. For wideband signals, the relations between the
medium and conventional echo characteristics are not so evident. Moreover, one must introduce other characteristics, such as the
two-frequency scattering function. Methods for the determination of bottom parameters in this case are not sufficiently studied up to
now, but some advantages of wideband signals can be used such as their high spatial resolution and the possibility of their analysis in
the time-frequency domain. The second aspect of the problem is connected with modeling the process of sound interaction with
different bottom media. Several geoacoustic models for moderate to high frequencies are considered, taking into account regular
sediment stratification and different types irregularity: roughness of the interfaces, volume inhomogeneities, and discrete scatterers.

1n MNN DA

3:15-3:30 Break

Contributed Papers

3:30

1pAO6. Correlation of acoustic impedance and volume scattering
with sediment mean grain size and bulk density. Darryl L. DeBruin,
Lester R. LeBlanc, and Steven G. Schock (Ctr. for Acoust. and Vib., Dept.
of Ocean Eng., Florida Atlantic Univ., 500 NW 20th St., Boca Raton, FL
33431)

Using high-resolution sonar data, a rule base classifier model is devel-
oped to correlate acoustic impedance and volume scattering with sediment
mean grain size and bulk density. The acoustic impedance is inverted from
the impulse response of the sonar data and the scattering strength is cal-
culated between detected layers using a scattering model. Synthetic data
and field data are used to demonstrate the high-resolution layer detection
method, based on a local least-squares fit, that extracts the impulse re-
sponse of the acoustic data. This analysis is heuristically constrained to
estimate solutions within the resolution bounds of the sonar data. The
classifier uses historic measurements, empirical relations, and fuzzy set
theory to build the rule base model that is used to correlate the acoustic
properties with sediment mean grain size and bulk density. Comparisons
between estimates of mean grain size and bulk density from the rule base
classifier model analysis of actual sonar data and geotechnical measure-
ments are made in various depositional environments. The sonar and core
data were acquired in Kiel Germany in collaboration with the Coastal
Benthic Boundary Layer research team.

345

1pAQ7. The characterization of near-surface sediments with
high-frequency acoustic pulses. James A. Hawkins, Warren T. Wood,
Douglas N. Lambert, and Donald J. Walter (Naval Res. Lab., Stennis
Space Center, MS 39523-5004)

The degree to which surficial and subsurficial (5—10 m) sediment prop-
erties can be determined from their acoustic response to high-frequency
(15-30 kHz) short-duration (0.1-0.3 ms) acoustic pulses has been inves-
tigated. The acoustic response of the sediment (echo) is assumed to be the
convolution of the source pulsc with the first several meters of the sedi-
ment represented in the time domain by a series of impulses for each
reflecting surface. The impedance for each is then determined with a stan-
dard deconvolution algorithm. The problem is first approached using a
synthetic earth model. The algorithm is next applied to field data collected
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with the Acoustic Sediment Classification System (ASCS). The results
indicate the ability to resolve reflecting horizons and determine the imped-
ance of the sediment surface and subsurface.

4:00

1pAO8. Simultaneous reconstruction of velocity structure and
boundary geometry in crosshole tomography. Subramaniam D.
Rajan, Henry Laible, and Cynthia J. Sellers (Woods Hole Oceanogr. Inst.,
Woods Hole, MA 02543)

In recent years, crosshole tomography has been used to infer the ve-
locity structure in the earth’s interior, ocean sediments, and in sea ice. In all
cases, velocity estimates were obtained from travel time data for the ear-
liest arrival. [n many instances, the field measurements contain not only the
information about this direct path but also about paths that have interacted
with the boundaries. If one were to use the information contained in such
boundary reflected paths, the resolution of the estimates could be consid-
erably improved. This, however, implies that one knows the boundary
geometry, which is generally not the case. An approach that one can take
is to jointly estimate the boundary geometry and the velocity structure in
the material. Different approaches that can be used to implement this idea
and evaluate the method using synthetic data and field data are presented.
[Work supported by ONR.]

4:15

1pAO9. Determination of physical properties of a porous seabed
from reflection amplitude data by using the genetic algorithm.
Altan Turgut (Inst. of Marine Sci., METU, P.O. Box 28, Erdemli-Icel,
Turkey)

A glabal optimization technique, the genetic algorithm, is effectively
used for the inversion of seabed properties from plane-wave reflection
data. The seabed is modeled as a porous viscoelastic medium using Biot’s
theory and the plane-wave reflection coefficient is calculated using the
analytical expressions derived by Stoll and Kan {J. Acoust. Soc. Am. 70,
149-156 (1980)]. A sensitivity analysis indicated that the plane-wave re-
flection shows strong dependency on the porosity, permeability, and shear
modulus of the seabed. Inversion of these parameters is primarily at-
tempted by assigning representative values to other Biot parameters which
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have secondary effects on the plane-wave reflection coefficient. Fast/slow
compressional and shear-wave speeds, and density of the seabed, are also
calculated using the inverted porosity, permeability, and shear modulus. An
experimental technique by using a towed array and chirp signals is also
discussed for effective and rapid surveying of the seafloor.

4:30

1pAO10. A structure function constraint for stable least-squares
inversion of reflection data. Kenneth E. Gilbert, Timothy J. Kulbago,
and P. Jason White (Appl. Res. Lab. and the Graduate Prog. in Acoust.,
Penn State Univ., P.O. Box 30, State College, PA 16804)

High-frequency seismic profiles often indicate that the near-surface
sediments in shallow water are layered on scales larger than about 0.5 m
but not on smaller scales. Consequently, for a meaningful least-squares
inversion of reflection data using a horizontally stratified sediment model,
the wavelengths in the insonifying wave should be long enough to “aver-
age out” the small-scale sediment structure. With such a finite wavelength
inversion, the sediment model must include some resolution constraints in
order to yield a stable inversion. A common approach, for example, is to
consider a stack of homogeneous layers where each layer is thicker than,
say, a quarter of a wavelength. An alternative constraint method based on
a structure function or, equivalently, an autocorrelation function, is pre-
sented. It is shown that with a structure function constraint, a stable inver-
sion is obtained even if the layered structure approaches a continuous
profile. Without the constraint, the inversion becomes meaningless as a
continuum is approached. [Work supported by NRL and ONR.]

4:45

1pAO11l. Interpreting and extracting sediment attenuation from
measured bottom loss data in the frequency range 500—-5000 Hz.
Charles W. Holland, Greg Muncill, and Peter Neumann (Planning Syst.,
Inc., 7923 Jones Branch Dr., McLean, VA 22102)

The angle of intromission is the angle at which there is total transmis-
sion across an interface. This phenomena occurs between two ideal (loss-
less) half-spaces when the sound speed in the transmitting medium is lower
and the density higher than in the incident medium. In low-energy envi-
ronments (i.e., where clay and silty-clay sediment types dominate) the
angle of intromission is often observed in measured bottom loss data. The
loss at and around the angle of intromission is observed to be a strong
function of attenuation in the host medium as well as the effects of gradi-
ents, random sedimentary layering, discrete sub-bottom reflecting hori-
zons, roughness, and volume inhomogeneities. The physical mechanisms
controlling reflection near the angle of intromission are explored in several
data sets to demonstrate the potential for inverting the measured data for
attenuation. [Work supported by the ONR/AEAS Program.)

5:00

1pAO12. Acoustical monitoring of sediment transport in the bottom
boundary layer at the inner continental shelf LEO-15 site. Peter
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Traykovski, James Lynch, James Irish, and Arthur Newhall (Woods Hole
Oceanogr. Inst., Woods Hole, MA 02543)

The bottom boundary layer (BBL) is of great importance in oceanog-
raphy as it determines the amount of frictional stress a flow encounters
from the ocean bottom, and it plays a major role in controlling sediment
transport processes. The backscatter of acoustical energy from suspended
sediments has proven to be a valuable tool in studying the BBL. Prelimi-
nary results from acoustical monitoring of sediment transport at the
“Long-Term Ecosystem Observatory” (LEQ-15) site located in 15 m of
water off of the southern New Jersey coast are presented. The acoustical
backscatter system that was deployed at this site during the winter and
spring of 1994 is capable of profiling the entire water column by using a
downward looking 5-, 2.5-, and 1-mHz sonars and a 1-mHz upward look-
ing sonar. The fine resolution images produced from this system resolved
several sediment suspension events and bottom feature movement was
observed. [Work supported by NOAA.]

5:15

1pAO13. The continuous spectrum and ambient noise inversions in
shallow water. Nicholas M. Carbone, Grant B. Deane, and Michael J.
Buckingham (Marine Phys. Lab.-0238, Scripps Inst. of Oceanogr., 9500
Gilman Dr., La Jolla, CA 92093-0238)

It has been demonstrated that the ambient noise field in the ocean over
continental shelf regions contains sufficient environmental information to
allow for inversion of the geoacoustic parameters of the seabed. In past
studies both compressional and shear wave speeds have been obtained
which are in good agreement with measurements made using independent
methods. Other factors which affect the coherence and influence the noise
inversions for basement parameters include the sea state and sound-speed
profile. We have observed that for low sea states, the ambient noise field
contains little or no contribution from the continuous spectrum. Theoretical
studies, on the other hand, indicate that the effect of the continuous spec-
trum is significant for soft seabeds. One explanation for its absence is that
at low sea states there are few surface acoustic events close to the obser-
vation point, implying that the standard statistical model used to calculate
the coherence is not valid for overhead sources. The density of surface
acoustic sources in relation to the spatial structure of the ambient noise
field will be explored. [Work supported by ONR.]

5:30-6:15

PANEL DISCUSSION:

Panel Moderator: Darrell R. Jackson

Panel Members: Anatoliy N. Ivakin, Douglas N. Lambert, Steven G.
Schock, Ingo H. Stender, Tokuo Yamamoto

128th Meeting: Acoustical Society of America 3224

/nloaded 27 Jun 2010 to 192.38.67.112. Redistribution subject to ASA license or copyright; see http://asadl.org/journals/doc/ASALIB-homelinfo/terms



MONDAY AFTERNOON, 28 NOVEMBER 1994 SAN ANTONIO ROOM, 1:45 TO 5:00 P.M.

Session 1pPA

Physical Acoustics: General Topics

Christopher L. Morfey, Chair
Institute of Sound and Vibration Research, University of Southampton, Southampton S017 1BJ, United Kingdom

Invited Paper

1:45

1pPAL. New frontiers in molecular acoustics of liquids. Armen Sarvazyan? (Dept. of Chem., Rutgers Univ., New Brunswick, NJ
08903)

The major accomplishments in molecular acoustics of liquid systems are summarized. The most promising direction in this field
is acoustical thermodynamics. The possibility of acoustical evaluation of thermodynamic parameters of liquids comes from the fact
that compressibility of the fluid is the second derivative of Gibbs free energy on pressure. Changes of enthalpy, entropy, free energy,
and their pressure and temperature derivatives (heat capacity, volume, expansibility, compressibility, etc.} can be calculated from the
pressure and temperature dependencies of sound velocity in the fluid by using additionally the data on the temperature dependencies
of density and heat capacity of the fluid at 1 atm. Another new area is related to the studies of the acoustic nonlinearity parameter B/A
which is a simple function of the pressure derivative of the bulk modulus and provides unique information on the character of
intermolecular forces in the liquid. In aqueous solutions B/A is significantly determined by the structure of water in the hydration shell
of the solute. The state of the art in the instrumentation for molecular acoustic studies is presented. New types of acoustical resonators
based on the use of cylindrical standing waves enabling one to make measurements in microliter volume samples will be described.
“Permanent address: Institute of Theoretical and Experimental Biophysics, Russian Academy of Sciences.

Contributed Papers

2:15

1pPA2. Matching pursuits with differential operator dictionaries.
Wade Trappe and Joseph D. Lakey (Appl. Res. Labs., Univ. of Texas at
Austin, P.O. Box 8029, Austin, TX 78713-8029 and Dept. of Math., Univ.
of Texas at Austin, P.O. Box 8029, Austin, TX 78712)

This paper will examine in brevity the matching pursuit algorithm
proposed by Mallat and Zhang, which yields an adaptive signal decompo-
sition that may be used to derive a phase plane representation of a signal.
Based on these ideas, and motivated by the application of wavelets to
linear differential operators, a new numerical method for solving differen-
tial equations is proposed which is based on performing a matching pursuit
algorithm in an operated dictionary. Using this new algorithm the nonho-
mogeneous Helmholtz differential operator with zero and nonzero bound-
ary conditions shall be examined. A classical differential equation arising
from acoustics shall be presented and solved using this new method. Re-
sults are presented for the one-dimensional case, and the extension to
higher dimensions is examined using the concept of tensor products to
construct a dictionary for higher dimensional Hilbert spaces.

2:30

1pPA3. Calculation of the transient acoustic wave field emitted by a
focused transducer with an arbitrary rim, Adrianus T. de Hoop (Delft
Univ. of Technol., Faculty of Elec. Eng., Mekelweg 4, 2628 CD Delft, The
Netherlands), Smaine Zeroug, and Sergio Kostek (Schlumberger-Doll
Res., Ridgefield, CT 06877-4108)

Closed-form analytic expressions are derived for the transient acoustic
wave field emitted by a focused transducer with an arbitrary rim. The
radiating part of the transducer is a spherical surface bounded by a simply
connected closed curve of arbitrary shape. Starting from the Kirchhoff—
Huygens representation of the emitted acoustic wave field, the expression
for the acoustic pressure is transformed into a line integral along the rim of
the transducer by employing the Maggi—Rubinowicz transformation in the
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Kirchhoff theory of diffraction by a black screen. The resulting line inte-
gral for the transient acoustic pressure is evaluated numerically to study the
shape of the beam emitted by the transducer in its dependence on the shape
of the rim and to analyze the resolving power of the transducer in ultra-
sonic applications. For a focused transducer with a circular rim, a closed-
form analytic expression is derived for the transient acoustic pressure on its
axis. These results serve as a check on the numerical results obtained for
the more general cases. For all cases, the acoustic pressure at the focus
admits a closed-form analytic representation. [Adrianus T. de Hoop per-
formed this research as a Visiting Scientist with Schlumberger-Doll Re-
search, Ridgefield, CT.]

2:45

1pPA4. Transient axial solution for the reflection of a spherical wave
from a paraboloidal mirror. Mark F. Hamilton (Dept. of Mech. Eng.,
Univ. of Texas at Austin, Austin, TX 78712-1063)

A method used previously [J. Acoust. Soc. Am. 93, 1256 (1993)] to
derive a transient axial solution for a spherical wave reflected from an
ellipsoidal mirror is applied to the case of a paraboloidal mirror. The
incident spherical wave is radiated from the focus of the mirror. A solution
for the impulse response of the reflected axial pressure is obtained in the
form h(z,t)=8(t—z/cy)—h (2) 8[t—1,(2)] — (co/zp)h . (2,t), where & is
the Dirac delta function, ¢, is sound speed, z is axial distance from the
base of the mirror, zy is distance to the focus, A, is the relative amplitude
of the edge wave, ¢, its relative time of arrival, and 4, is the wake. Simple
expressions are obtained for 4, and h,, . Beyond the focus, the geometrical
acoustics result h,~(1+d/z F)_l is recovered for the edge wave, where d is
the mirror depth. In the far field, &, becomes a delta function, the impulse
response reduces to h(z,¢) ~(2z%/coz)In(1+d/z,) 8" (¢ — z/cg), and the de-
rivative of the source waveform is thus obtained. Calculations for various
source waveforms are presented. Related measurements are discussed in
the following presentation by Gelin et al. (Paper 1pPAS). [Work supported
by ONR.]
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3:00

1pPAS. Experimental study of reflection of airborne, spark-produced
N waves by a paraboloidal dish. Lawrence J. Gelin, Jamie M.
Shorey, Daniel M. Hester, and David T. Blackstock (Appl. Res. Labs. and
Mech. Eng. Dept., Univ. of Texas at Austin, P.O. Box 8029, Austin, TX
78713-8029)

An experimental investigation of the transient response of a paraboloi-
dal reflector is reported. An inhomogeneous plane N wave was produced
by locating an electrical spark at the focus of a machined aluminum pa-
raboloidal reflector (focal length z,=5.08 cm, radius ¢=10.80 c¢m). A
second reflector (2=5.17 cm, a=10.05 cm) was constructed by spinning
a container of epoxy at constant speed and allowing it to cure. Peak pres-
sure P and arrival time were measured across the beam (fixed axial dis-
tance z measured from the reflector surface, variable radial distance r) and
along the axis. The range of measurements was r<80 mm and 20.74
mm<z<95.74 mm. Small-signal N waves (P =400 Pa, duration T=9 us)
were measured as well as stronger ones (P=1000 Pa, T=12 us). For
small-signal N waves the axial measurements generally confirm Hamil-
ton’s theoretical prediction (previous paper, 1pPA4) although the edge
waves are weaker than forecast. Transverse measurements agree with ray-
theory predictions off axis but are up to 10% low in the axial region. For
stronger N waves, transverse measurements of arrival time and peak pres-
sure show evidence of self-refraction (ray bending due solely to finite-
amplitude effects). [Work supported by ONR, ARL:UT IR&D program,
and NASA.]

3:15-3:30 Break

3:30

1pPA6. Extension of the Huygens—Fresnel principle to a virtual
space. Mitsuhiro Ueda (Intl. Cooperation Ctr. for Sci. and Technol.,
Tokyo Inst. of Technol., O-okayama, Meguro-ku, Tokyo 153, Japan)

The quantitative description of diffraction started with Fresnel, who
introduced the interference effect to Huygens’ principle where diffracted
waves are expressed by an integral of secondary wavelets over an opening
in an opaque screen. Although this diffraction formula is an approximate
one, it has given precise estimation of waves diffracted by the opening.
Most diffraction phenomena arise. from 3-D objects. However, attempts to
apply the diffraction theory to 3-D objects are unsuccessful since, in these
cases, the region for integration of secondary wavelets cannot be deter-
mined clearly. In order to explain the diffraction by polyhedrons, a hypo-
thetical observer is assumed at an observation point and the Huygens—
Fresnel principle is extended to a space seen by the observer virtually. In
this virtual space the observer can see real images and mirror images
through facets of the polyhedron and every point in real and mirror images
is considered as a center of the secondary wavelets. The new representation
of sound field diffracted by 3-D objects that satisfies both the wave equa-
tion and boundary conditions is derived by this extension [J. Acoust. Soc.
Am. 95, 23542362 (1994)]. The algorithm to obtain solutions from this
representation will be discussed in detail.

3:45

1pPA7. Transient acoustic wave fields in continuously layered fluids
with attenuation. Martin D. Verweij (Lab. of Electromagn. Res., Dept.
of Elec. Eng., Delft Univ. of Technol., P.O. Box 5031, 2600 GA Delft, The
Netherlands)

The space-time domain acoustic wave field in an isotropic, lossy, con-
tinuously layered fluid is analyzed using a method that employs a combi-
nation of higher-order WKBJ asymptotics and the Cagniard-De Hoop
method of inversion. The loss behavior of the fluid is described with the
aid of general temporal compliance and inertia memory functions. The
continuous layering of the medium manifests itself in the acoustic wave
speed, the density of mass, and both memory functions, which are inde-
pendent, continuous functions of the vertical coordinate. After the appli-
cation of forward transformations, higher-order WKBJ asymptotic repre-
sentations of the transform domain solution are derived. The coefficients
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that occur in these representations satisfy a recurrence scheme, which is
well suited for implementation in a symbolic manipulation program. The
transform domain WKBJ asymptotic representations are analytically trans-
formed back to the space-time domain with the aid of the Cagniard—De
Hoop method. Numerical results for several configurations with an intri-
cate loss behavior are presented.

4:00

1pPAS8. Dependence of axial propagation modes on piezoelectric
coupling coefficients in a piezoelectric continuously twisted
structurally chiral medium (PCTSCM). Steven F. Nagle and
Akhlesh Lakhtakia (227 Hammond Bldg., Dept. of Eng. Sci. and
Mechan., Penn State Univ., University Park, PA 16802)

The material properties of a piezoelectric continuously twisted struc-
turally chiral medium (PCTSCM) vary helicoidally along the axial direc-
tion. Monochromatic axial wave propagation in a PCTSCM has been
solved exactly [A. Lakhtakia, Appl. Acoust. (in press)]. It is shown that
specific axial propagation modes are related to specific piezoelectric cou-
pling coefficients. By a judicious choice of these coefficients, onc may
contro] certain sets of modes independently of other sets of modes. Since
the degree of piezoelectric coupling can be engineered, PCTSCMs are
promising candidates for future transduction devices. Emphasis has been
placed on PCTSCMs with hexagonal symmetries. Graphical support of the
conclusions will be presented. [Work supported by NSF.]

4:15

1pPA9. Elastic-constant determination of small, near-isotropic
crystals using resonant ultrasound spectroscopy: New quasicrystal
results. P. S. Spoor, J. D. Maynard (Dept. of Phys., Penn State Univ.,
University Park, PA 16802), B. Golding (Michigan State Univ., East
Lansing, MI 48824), and A. R. Kortan (AT&T Bell Labs., Murray Hill,
NI 07974)

If a material is very nearly isotropic, quantifying the residual anisot-
ropy may be quite difficult using methods such as pulse superposition or
neutron scattering, when only a small sample is available. However, reso-
nant ultrasound spectroscopy using piezoelectric film transducers allows
precise (<0.1%) measurement of elastic constants even on very small
(<0.25 mg), fragile samples. This is of interest in the study of icosahedral
quasicrystals, which should theoretically be isotropic, but have closely
related phases which are crystalline. Results on several samples of quasi-
crystalline and cubic AlCuLi will be presented, and use of rotations of the
elastic tensor and Monte Carlo style error simulations to aid in the data
analysis will be discussed. [Work supported by NSF Grant No. DMR-
9306791 and by ONR.]

4:30

1pPA10. Measurements of ultrasonic attenuation and sound velocity
in a single crystal of (La,_,Sr.),CuQ,. Hong Zhang, M. J.
McKenna, Bimal K. Sarma, Moises Levy (Dept. of Phys., Univ. of
Wisconsin—Milwaukee, Milwaukee, WI 53201), T. Kimura, K. Kishio,
and K. Kitazawa (Univ. of Tokyo, Tokyo, Japan)

Measurements of the ultrasonic attenuation and sound velocity were
made at frequencies of 32 and 87 MHz in a large single crystal of
(Lag 4255t 475)2Cu0, (~4x4x4 mm?), which exhibits a sharp (AT~1 K)
superconducting transition at 37 K. For longitudinal waves propagating
along the ¢ axis, the sound velocity shows a sharp softening, Av/v~100
ppm, concurrent with the sharp superconducting transition in the suscep-
tibility measurements. Following this transition, the susceptibility exhibits
a small tail extending to 27 K, where a smaller softening, Av/v~20 ppm,
has been observed in the velocity measurements. Accompanying the
~100-ppm velocity drop, there is a signature in the attenuation; following
this feature, the attenuation changes as the temperature is decreased fur-
ther, with a small kink in the attenuation at 27 K. Additional results of the
dependence of the attenuation and sound velocity in external magnetic
fields, orientated in the a-b plane, will be presented. [Work supported by
ONR.]
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1pPAlLL. Observation of individual bond breaking events in
precursors, cascades, etc. in the onset and progression of fracture.
Tianming Zhang, S. R. Savitski, and J. D. Maynard (Dept. of Phys., Penn
State Univ., University Park, PA 16802)

Experimental measurements of fracture have been made using a wide
bandwidth (10 MHz) transducer and a system with a relatively large bond
size, with the result that one is able to observe individual bond breaking
events. The data provide a direct test of “fuse” models [L. de Arcangelis,

MONDAY AFTERNOON, 28 NOVEMBER 1994

S. Redner, and H. I. Herrmann, J. Phys. Lett. (Paris) 46, L585 (1985)] and
scaling theories of brittle fracture. Measurements have been made with
uniform tensile stress and bending stress, with the latter corresponding to
a phase transition in the presence of an external field. For samples of the
same width, the observations are quite consistent, showing the effects of
precursors, onset, progression, stress waves, crack arrest, and other inter-
esting phenomena. A significant difference in precursors for the uniform
and bending stress fields is observed, perhaps a result of the dimensionality
of the maximum stress field. [Work supported by NSF Grant No. DMR-
9306791 and by ONR.]

TRINITY A AND B, 1:00 TO 5:00 P.M.

Session 1pSP

Speech Communication: Acoustic Analysis and Perception of Consonants (Poster Session)

Harvey Sussman, Chair
Department of Linguistics, University of Texas at Austin, Austin, Texas 78712

Contributed Papers

All posters will be on display from 1:00 to 5:00 p.m. To allow contributors an opportunity to see other posters, contributors of
odd-numbered papers will be at their posters from 1:00 to 3:00 p.m., and contributors of even-numbered papers will be at their posters
from 3:00 to 5:00 p.m. Posters will remain on display until 12:00 noon on Tuesday.

1pSP1. Perception of fricatives synthesized by higher-level control of
a Klatt synthesizer. David R. Williams (Sensimetrics Corp., 26
Landsdowne St., Cambridge, MA 02139)

Results of perceptual tests of fricatives synthesized using an acoustic-
articulatory model [K. N. Stevens and C. A. Bickley, J. Phonet. 19, 161—
174 (1991)] are presented. Parameters of the mode! permit time-varying
control of vocal-tract shape (first four natural frequencies) and of glottal
and oral cross-sectional areas. After computing air flow and intraoral pres-
sure values, KLSYN88 synthesizer source parameters are estimated using
mapping equations. The current study examines model predictions for in-
tervocalic alveolar and labio-dental fricatives. Stimulus sets were con-
structed by varying the sizes of peak glottal opening (8—20 mm?) and
minimum oral constriction (4—16 mm?), and the rate of oral constriction
near closure/release (4, 16 cm?/s). Subjects labeled the synthetic fricatives
as voiced or voiceless and rated the “goodness” of the stimuli as exem-
plars of voiceless fricatives. As expected, stimuli with the smallest and
largest glottal openings were judged as voiced and voiceless, respectively.
At intermediate glottal opening values, voicing judgments were influenced
by the relative sizes of the glottal and oral openings and, to a lesser extent,
by oral constriction rate. Goodness ratings of the stimuli generally corre-
lated with labeling judgments. The results demonstrate the robustness of
speech sound categories generated in this manner. [Work supported by
NIMH.]

1pSP2. Landmark detection for distinctive feature-based speech
recognition. Sharlene A. Liu (Speech Commun. Group, Res. Lab. of
Electron., Dept. of EECS, MIT, Rm. 36-511, Cambridge, MA 02139)

This work is a component of a proposed knowledge-based speech
recognition system, which uses landmarks to guide the search for distinc-
tive features. In an utterance, landmarks identify localized regions where
the acoustic manifestations of the linguistically motivated distinctive fea-
tures arc mosl salient. An algorithm for aulormtically detecling landmarks
implemented by abrupt articulatory movements is described. The algo-
rithm is a hierarchically structured algorithm rooted in linguistic and pro-
duction theory. It looks for abrupt energy changes in six frequency bands
and at two levels of temporal resolution. Landmarks are found based on
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information about which bands contain the abrupt change, the steady-state
quality in the vicinity of the proposed landmark, segmental duration con-
straints, and an articulatory continuity requirement. Tested on a database of
continuous speech recorded in a silent room by male and female speakers,
the landmark detector is shown to perform well, with a 94% true detection
rate and a 10% false detection rate. Most of the missed landmarks were
adjacent to reduced vowels. These promising results indicate that land-
marks are robustly identifiable points in the speech waveform and that a
landmark detector as a front end in a speech recognition system is feasible.
[Work supported by NSE]

1pSP3. Clear speech does not exaggerate phonemic contrast. John J.
Ohala (Dept. of Linguist., Univ. of California, Berkeley, CA 94720)

Structural linguistics teaches that one of the principal properties of
speech sounds is being different from each other: The essence of a pho-
neme is that it is not any other phoneme. In addition, many structuralist
theories of sound change are based on notions of preservation of contrast
between phonemes. From this one might expect that it should be possible
to observe speakers’ efforts at maintaining contrasts in speech. One situa-
tion where this would be expected is in repeated speech, i.e., where a
speaker repeats a word after receiving feedback that it has been misappre-
hended as another similar word. This paper reports results of an analysis of
such repeated speech samples of ten English speakers when they produced
1 of 12 near-minimal syllables (bayed, paid, bed, ped, bet, pet, bid, bit,
etc.) under two conditions: control and repetition (in response to feedback
that their initial production had been misunderstood as one of the other
syllables). Contrary to expectations, there was no significant contrastive
exaggerations in VOT or vowel duration as a function of the word pre-
sented in feedback. [Work supported by AGT, Ltd.]

1pSP4. The role of segment-internal rate information in the phonetic
classification of stop comsonamts. Thomas Charles Bourgeois and
Kerry P. Green (Inst. for Neurogen. Commun. Disord., Univ. of Arizona,
Tucson, AZ 85721)

During the course of a normal conversation talkers make frequent and
extensive changes in speaking rate which affects the acoustic realization of
both consonants and vowels. Previous research has shown that the articu-
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lation rate of a syllable influences both the production and phonetic cat-
egorization of its segmental components. However, little certainty exists
regarding which portions of the syllable carry information about overall
articulation rate. The present study investigated this question by editing the
burst and aspiration phases from natural /bi/ and /pi/ syllables produced at
a fast rate of speech, and cross-splicing them onto the same tokens pro-
duced at slow rates of speech (and vice versa). These tokens were pre-
sented to subjects for speeded classification of the initial consonant. The
results indicate that subjects were sensitive to the mismatch in articulation
rate between the initial burst and aspiration of the stop consonant and the
remainder of the syllable created by the cross-splicing technique. Further
investigation using /bi—pi/ continua created in a similar manner indicates
that consonant-internal rate information is used during phonetic categori-
zation of the stimuli. These results are discussed in the context of current
issues of rate normalization and speech perception. [Work supported in
part by Research and Training Center Grant No. P60 DC-01409 from the
National Institute on Deafness and other Communication Disorders.]

1pSP5. Cross-language tests of the perceptual magnet effect for /1/
and /l/. Paul Iverson (Dept. of Speech and Hear. Sci., WI-10, Univ. of
Washington, Seattle, WA 98195), Eugen Diesch, Claudia Siebert (Tech.
Univ. of Berlin, Berlin, Germany), and Patricia K. Kuhl (Univ. of
Washington, Seattle, WA)

Recent experiments by Iverson and Kuhl have suggested that the per-
ceptual organization of the American English /1/ and /I/ categories is
strongly influenced by category goodness. American adult listeners exhibit
a perceptual magnet effect characterized by low sensitivity and perceptual
clustering near the best exemplars of /3/ and /I/ and high sensitivity and
stretched perceptual distances near the worst exemplars. The present study
compares the responses of native German and English speakers to evaluate
whether the representation of these categories is influenced by language
experience. In separate experiments, natural phonemes of adult German
(/r/ and (/) and American (/1/ and //) speakers were recorded, and syn-
thesized American English /1/ and /I tokens were identified, discriminated,
rated for category goodness, and rated for similarity by both groups of
subjects. The results demonstrate that German listeners prefer, produce,
and have perceptual clustering for /I/ phonemes with a higher F2 fre-
quency than do American listeners. German listeners do not perceive
American /1/ phonemes to be good examples of the German /Rr/ category,
and German listeners also exhibit somewhat less perceptual clustering for
/1/ phonemes than do American listeners. The results confirm that the
perceptual magnet effect for /1/ and /I/ is determined by language experi-
ence. [Work supported by NIH.]

1pSP6. A locus equation study of syllable-final stop place of
articulation. Harvey M. Sussman (Dept. of Linguist. and Speech
Commun., Univ. of Texas, Austin, TX 78712), Jadine Shore, and David
Fruchter (Univ. of Texas, Austin, TX 78712)

Syllable-final stops have different coarticulatory and perceptual prop-
erties compared to syllable-initial stops. Locus equations have previously
been used to acoustically characterize place of articulation for initial siop
consonants [H. Sussman, H. McCaffrey, and S. Matthews, J. Acoust. Soc.
Am. 90, 1309-1325 (1991) and H. Sussman, K. Hoemeke, and F. Ahmed,
J. Acoust. Soc. Am. 94, 12561268 (1993)]. Since locus equations also
encade degree of coarticulation, they might also provide an adequate pho-
netic description of VC events for final /b/, /d/, and /g/ following varied
vowel contexts. Each of ten speakers, five male and five female, produced
three repetitions of 90 CVC tokens. For each final stop (/b,d,g/) there were
ten medial vowels and three initial consonants—bVb, dVb, gVb, bVd,
dVvd, gvd, bVg, dVg, gVe. Three points along the second formant were
measured—F 2 onset (Hz), F2 midvowel (Hz), and F2 offset (Hz). Offset
locus equations (VC) were generated for each syllable-final stop place,
both across initial consonantal contexts and as a function of each initial
stop. In addition, 3-D plots were generated to determine how £2 onset (x),
midpaint (y), and offset (2) could acoustically capture and differentiate
lexical contrasts. {Work supported by NIDCD.]

1pSP7. Speakers nasalize /5/ if it is preceded by /n/, but Msteners
don’t care—They still hear /3/. Sharon Y. Manuel (Res. Lab. of
Electron., Mass. Inst. of Technol. Bldg. 36-511, Cambridge, MA 02139)
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Presumably as a result of coarticulation, /3/ often assimilates to a
preceding /n/ in phrases like “win those,” but this assimilation is not
complete for all features. With respect to the feature [nasal], the assimila-
tion is often radical. The entire consonant region in the middle of the
two-word sequence is nasalized. However, acoustic evidence suggests that
contextually nasalized /8/ retains its dental place of articulation. Specifi-
cally, F2 is considerably lower at the release of a contextually nasalized
8/ than at the release of a true /n/, as would be expected for a dental
consonant. Perception tests show that listeners can generally tell the dif-
ference between natural tokens of pairs like “win nos” and “win those,”
even when the /8/ is completely nasalized. In addition, a synthetic stimulus
continuum was constructed in which items differed only with respect to F2
frequency in the vicinity of the nasal consonant regions of phrases like
“win nos.” Listeners systematically reported hearing “those” more often
when F2 was low at the release of the nasal consonant. These results are
consistent with the claim of Krakow, Fowler, and others, that listeners can
at least sometimes factor out coarticulatory effects. [Work supported by
NSE]

1pSP8. Effect of fundamental frequency perturbations on medial
stop-consonant [voice] judgments. Michelle R. Molis and Randy L.
Diehl (Dept. of Psychol., Univ. of Texas at Austin, Austin, TX 78712)

Previous research has suggested that the direction of short-duration
fundamental frequency (FQ) perturbations following consonants provides
a cue to consonant [voice] status. More recently, Silverman [Phonetica 43,
76-91 (1986)] proposed that the [voice] cue is provided by the direction
and extent of FO perturbations relative to the underlying intonational con-
tour. A competing view, the low-frequency hypothesis, suggests that FQ
participates in a more general way whereby any low-frequency energy in
the region of the consonant will contribute to the perception of a [+ voice]
consonant. In this study, 15 speech stimulus series, each ranging percep-
tually from /aga/ to /aka/, were synthesized by varying VOT from 10 to 45
ms in 5 ms steps. Fifteen different pitch contours were generated by des-
ignating FQ targets at three points in the stimulus: initial vowel, onset of
voicing energy after closure, and 100 ms after the onset of voicing. Three
F(Q values were used, arranged into two pairs: 100 and 120 Hz and 120 and
140 Hz. The results indicated that the value of FO at vowel onset, rather
than the relative movement of FO0, is the best predictor of subjects’ judg-
ments of consonant [voice] status. [Work supported by NIDCD.]

1pSP9. Devoicing a /z/ does not make an /s/. Caroline L. Smith (Audio/
Speech Path (126), West LA VA Med. Ctr., 11301 Wilshire Blvd., Los
Angeles, CA 90073 and Div. of Head and Neck Surgery, UCLA School of
Medicine, Los Angeles, CA 90024)

It is well known that voiced stops in English tend not to be fully
voiced. For many American speakers, voiced fricatives may also have little
or no voicing. In what phonological contexts do speakers devoice under-
lying /z/? Previous research [T. Veatch, Ling. Soc. Am. mtg., 69 (1989)]
emphasized the influence of the following segment. The present study
confirms this, and investigates the likelihood of devoicing in different
positions in syllable, word, and sentence. Five speakers of American En-
glish recorded multiple repetitions of sentences in which /s/ and /z/ oc-
curred in matched environments. Measures of acoustic durations, airflow,
and vocal fold vibration as evidenced by EGG were used to compare the
production of /z/ and /s/. Preliminary data from one speaker show a variety
of /z/’s, with the duration of vocal fold vibrations as a percentage of
fricative duration ranging from 0% to 100%. However, the acoustic vowel
Iength difference preceding /s/ and /z/ is maintained, and even those tokens
of /z/ in which there was no vocal fold vibration have reduced airflow
compared to matched tokens of /s/, suggesting that devoiced /z/ may differ
from underlying /s/ in glottal constriction or level of pulmonic activity.
[Work supported by NIH.]

1pSP10. Spectral discontinuities and the vowellength effect.
Andrew J. Lotto, Keith R. Kluender, and Lori L. Holt (Dept. of Psychol.,
Univ. of Wisconsin, Madison, WI 53706)

Perception of the voicing contrast in CV syllables can be affected by
the duration of the following vowel such that longer vowels lead to more
“voiced™ responses. On the basis of several experiments, Green, Stevens,
and Kuhl [Percept. Psychophys. 55, 249-260 (1994)] concluded that con-
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tinuity of pitch, but not continuity of formant structure, determined the
effective length of the following vowel. In attempts to replicate these
findings, it was found that both effects were highly dependent upon par-
ticular choices of pitch and formant values. First, discontinuity in pitch
does nat preclude the vowel-length effect when fundamental frequency
changes from 200 to 100 Hz and 200-Hz partials extend continuously
through test syllables. Second, spectral discontinuity does preclude the
vowel-length effect when formant changes result in a spectral peak moving
to another harmonic. Even when perceived identity of the vowel remained
constant, formant changes that resulted in a change in peak harmonic
precluded the vowel-length effect. Yet, changes that did not change peak
harmonic and did change perceived vowel identity did not preclude the
vowel length effect. Taken together, the results indicate that neither pho-
nemic continuity nor talker continuity, per se, is critical to the vowel-
length effect. [Work supported by NSF and NIH.]

1pSP1l. Self-organizing maps of stop consonant place from
token-level locus equation inputs. Jon Hilbert (Dept. of Comput. Sci.,
Univ. of Texas, Austin, TX 78712), David E. Fruchter, Mona
McWilliams, Joseph Sirosh, and Harvey M. Sussman (Univ. of Texas,
Austin, TX 78712)

Previously [D. E. Fruchter, J. Acoust. Soc. Am. 95, 2977 (1994)],
identification curves were estimated for English /b,d,g/ using synthetic CV
stimuli comprehensively sampling the F2-onset X F2-vowel acoustic
space in the vicinity of Sussman's /b,d,g/ locus equations. These results
were used to delineate ““identification surfaces” situated in locus equation
space. The current research uses a biologically plausible neural network
(the Kohonen algorithm) to model the above perception results. This al-
gorithm is an abstraction of the local, unsupervised map-organizing pro-
cess thought to occur in the brain. The Kohonen map forms a two-
dimensional representation of stop consonant place categories from F2-
onset and F2-vowel inputs. This emergent representation corresponds well
with the experimentally observed identification surfaces and can be used to
classify novel inputs and predict phoneme boundaries and confusability
regions.

1pSP12. Stimulus intensity and fundamental frequency effects on
duplex perception. Houri K. Vorperian (Dept. of Commun. Disord.,
Univ. of Wisconsin—-Madison, Madison, WI 53705), Marleen T. Ochs,
and D. Wesley Grantham (Vanderbilt Univ., Nashville, TN 37232-8700)

The simultaneous perception of speech and nonspeech occurs when the
intensity of the F3 transition of a three formant synthetic syllable is in-
creased relative to the rest of the syllable (the base). This phenomenon has
been interpreted as evidence of a distinct system for speech perception that
precedes other specialized systems of general auditory processing [Liber-
man and Mattingly, Science 243, 489-494 (1990)]. Using F3 transitions
with fundamental frequencies different from the base, and referencing their
presentation levels to the level at which each F3 transition was barely
audible in the context of the base, identification functions were obtained
across a wide range of F3 transition intensities. As previously demon-
strated, results showed that the F3 transitions contributed to the speech
percept over a wide range of intensities and fundamental frequencies.
However, at very intense F3 transition levels, /ga/ identification decreased.
Also, both /da/ and /ga/ identification progressively decreased as the fun-
damental frequency of the F3 transition increasingly differed from the
base and interacted with intensity. These findings indicate that information
from general auditory processing systems is available to the specialized
speech perception system. The speech perception system tolerates a range
of information from general auditory processing systems before it rejects
such information as irrelevant to speech.

1pSP13, Acoustic evaluation of surgical intervention for one speech
therapy patient. Robert Hagiwara, Susan Meyers Fosnot (Phonet. Lab.,
UCLA Dept. of Linguist., 405 Hilgard Ave., Los Angeles, CA 90024),
David M. Alessi, and Gerald M. Sloan (Childrens Hospital Los Angeles,
Los Angeles, CA 90054)

The development of American /1/ (characterized acoustically by a low
third formant) in one speech therapy patient (SR, 6;6) after surgical inter-
vention is documented. SR was originally referred to speech therapy for
several speech disorders. Most were corrected in less than one year, though
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he still could not produce American /t/, probably due to restricted move-
ment of his tongue. Fine control of the tongue body and pharyngeal nar-
rowing are necessary for production of /r/. SR exhibited restricted vertical
movement of the tongue body due to a banded tongue base and restricted
posterior mavement of the tongue body and root due to enlarged tonsils.
Surgery (tonsillectomy, adenoidectomy, and frenuloplasty) was indicated
for reduction of SR’s occlusive sleep apnea. By hypothesis, these proce-
dures would also alleviate any physiological basis for SR’s inability to
produce /r/. Recordings were made of multiple repetitions of /r/ in 16
phonological contexts on two occasions before surgery. Two more record-
ings were made after surgical recovery. (If SR does not develop /1/ after
surgical intervention, additional recordings will be made after further
speech therapy.) Acoustical analysis of these recordings documents SR’s
development of /i/, and the efficacy of surgical intervention on his speech.

1pSP14. Postvocalic consonant clusters in Swedish. Peter E. Czigler
(Umeaa University, 901 87 Umeaa, Sweden) and Dawn M. Behne
(Univ. of Trondheim, 7055 Dragvoll, Norway)

In Swedish a postvocalic consonant is phonologically long following a
distinctively short vowel and phonologically short following a distinctively
long vowel. Previous research has demonstrated that this distinction is
reflected in the relative durations of the corresponding segments. [n addi-
tion, it has been shown that a consonant tends to be shorter in duration
when it occurs in a consonant cluster than when it is a single consonant.
However, when a consonant occurs in a cluster, it becomes less obvious
whether it is a short or long consonant. The goal of this project is to
determine whether the short—long dichotomy of consonants is acoustically
realized in clusters. Target words were identified in which /k/ occured
occurred in four different codas structures: C, C:, Cs, and sC. Native
speakers of Swedish praduced the target words in carrier sentences and the
duration of the closure of /k/ and the preceding vowels were measured. The
results demonstrate that the structure of a consonant cluster and its neigh-
boring segments can affect the duration of a postvocalic consonant. These
findings are discussed in terms of syllable-internal timing and the extent to
which consonant duration varies within clusters.

1pSP15. Perceptual evidence of voicing assimilation in Russian.
Martha W. Burton (415 Moore Bldg., Dept. of Psychol., Penn State Univ.,
University Park, PA 16802) and Karen E. Robblee (Penn State Univ.,
University Park, PA 16802)

Previous research has provided acoustic phonetic evidence of voicing
assimilation in obstruent clusters across prepositional boundaries in Rus-
sian [Burton et al., J. Acoust. Soc. Am. 95, 2875(A) (1994)]. The current
study investigated whether native speakers of Russian perceive the initial
consonant in abstruent clusters consistent with the claims of voicing as-
similation or whether they show sensitivity to the underlying voicing of the
obstruent. Obstruent clusters that were at the boundary between a prepo-
sition and a word were excised from sentences praduced by three native
speakers of Russian. Listeners were presented with four fricative-stop
combinations /zd,sd,zt,st/ and four stop-fricative combinations /dz,tz,ds,ts/
preceded by 30 ms of an unstressed vowel and followed by 70 ms of a
stressed vowel. Subjects heard cight repetitions of three tokens of each
cluster from each speaker. Results indicated that respanses were consistent
with the voicing characteristics of the following consonant, not the under-
lying consonant, supporting voicing assimilation. However, in the /zt/ clus-
ters, there were more vaiced responses than in the /st/ clusters, which
suggests some evidence of incomplete devoicing of the fricative. Implica-
tions of the study for phonetic and phonological theories of speech will be
discussed.

1pSP16. Acoustic features differentiating Korean medial tense and
lax stops. Ji-Hye Shin (Dept. of Linguist, Univ. of California at
Berkeley, Berkeley, CA 94720)

Much research has been done on the cues differentiating the three
Korean stops in word initial position. This paper focused on a more ne-
glected area: the acoustic cues differentiating the medial tense and lax
unaspirated stops. Four adult Korean native speakers, two males and two
females, pronounced 16 minimal pairs containing these stops. The average
duration of vowels before lax stops is 93 ms longer than before their tense
counterparts (143 ms for lax versus 50 ms for tense). In addition, the
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average duration of the stop closure of tense stops is 178 ms longer than
that of lax stops (74 ms for lax versus 252 ms for tense). These durational
differences are so large that they may be phonologically determined, not
phonetically. Moreover, vowel duration may vary with the speaker’s sex.
Female speakers have much shorter vowel duration before the lax stops.
The quality of voicing, tense or lax, is also a cue to these two stop types,
as it is in initial position, but the relative duration of the stops and of the
preceding vowel appear to be much more important cues. The conse-
quences of these results for the phonological description of Korean as well
as the synthesis and automatic recognition of Korean will be discussed.

1pSP17. Hemispheric differences in the perception of Zulu click
consonants. Robert A. Avery and Catherine T. Best (Dept. of Psychol,,
Wesleyan Univ., Middletown, CT 06459 and Haskins Laboratories, New
Haven, CT 06511)

Past research has shown that speech sounds are processed better by the
left hemisphere, nonspeech sounds by the right hemisphere, in most right-
handed people. To date, however, it is unknown whether phonetic contrasts
from an unfamiliar language show this same pattern, and whether they are
perceived as speech. It is known that adults’ perception of non-native
speech contrasts is strongly influenced by their language experience; thus
non-native contrasts may be handled by different processes than are native
contrasts. Best er al. [JEP:HPP 14, 345-360 (1988)] suggested that En-
glish speakers’ excellent discrimination of Zulu click consonants occurs
because they hear the clicks as nonspeech. Right-handed native speakers of
English and of Zulu or Xhosa participated in a dichotic listening study on
cerebral dominance for perception of clicks in isolation and in /Ca/ syl-
lables. Natural tokens of Zulu click consonants were used (apical, lateral,
and palatal places of articulation, and voiceless aspirated, voiceless un-
aspirated, and voiced categories). Native speakers of Zulu and Xhosa
showed a left hemisphere dominance for discrimination of both the iso-
lated clicks and /Ca/ syllables, while native speakers of English demon-
strated no such hemispheric dominance. [Work supported by NIH Grant
No. HD-01994.]

1pSP18. Combining time averaging and ensemble averaging in
analyzing voiceless fricatives in Mandarin. Yi Xu and Lorin Wilde
(Speech Group at Res. Lab. of Electron., MIT, 36-513 Vassar St.,
Cambridge, MA 02139)

The random fluctuations and spurious peaks typically seen in fricative
spectra can be reduced by time averaging, i.e., averaging spectra obtained
with overlapping time windows aver an interval of the frication noise.
Furthermore, token-to-token as well as individual speaker variations in
fricatives can be reduced by ensemble averaging, i.e., averaging over noise
spectra of multiple tokens in the same relative time interval. However, for
studying coarticulatory variation in the frication noise, neither of these two
methods alone is adequate: Time averaging does not handle token-to-token
and individual speaker variations; ensemble averaging requires a large
number of tokens to produce smooth and consistent spectra. In the present
study, time averaging and ensemble averaging were combined in the analy-
sis of coarticulatory variation of fricatives in Mandarin. The size of the
time-averaging interval was 20 ms, and the size of the individual FFT
windows was 8 ms. The time-averaged spectra were further ensemble-
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averaged over ten repetitions of the same sentence by the same speaker.
Results indicated that the spectra thus obtained were smooth, and they
revealed spectral changes over time more clearly than those obtained by
either time averaging or ensemble averaging alone. Further ensemble av-
eraging across different speakers was also explored and has produced
encouraging data. [Work supported by NIH.]

1pSP19. Ejectives in Babine-Witsuwit’en. Katharine Davis (Dept. of
Speech and Hear. Sci., WJ-10 CDMRC, Univ. of Washington, Seatile, WA
98195) and Sharon Hargus (Univ. of Washington, Seattle, WA 98195)

Acoustic propetties of ejectives in an Athabaskan language of British
Columbia were examined. Data from ten native speakers were recorded in
the field. Following Hogan [Phonetica 33, 275-284 (1976)], prerelease
closure, burst duration, voice onset time, and postrelease silent interval
were measured. Following Ingram and Rigsby [Proceedings of the XIth
International Congress of Phonetic Sciences, Talinn, Estonia 2, 134-137
(1987)], burst amplitude and the fundamental frequency of the following
vowel were also measured. Values were compared with those of homor-
ganic nonejectives (voiceless unaspirated and voiceless aspirated). Prelimi-
nary results show that the ejective stops may be distinguished from plain
aspirated stops by VOT alone. Ejectives and plain unaspirated stops have
similar VOTSs; the principal differences appear to occur in the vowel onset
and in the prerelease closure phase. Strong ejective characteristics such as
those of Navajo [Lindau, J. Phonet. 12, 147—155 (1984)] do not appear to
be present. The present findings, combined with those of Ingram and
Rigsby (1987) for the contiguous but unrelated language Gitksan, imply
that relatively weak ejectives may be an areal phenomenon. Results will
also be contrasted with published data from the related languages
Chipewyan and Navajo.

1pSP20. Acoustic correlates of manner of articulation for Urdu stop
consonants. Sarmad Hussain (Speech and Lang. Pathol., Dept. of
Commun. Sci. and Disord., Northwestern Univ., 2299 Sheridan Rd.,
Evanston, IL 60208-3570)

This study investigates the acoustic correlates for the four manners of
stop articulation ([*voice, *aspirated]) at the four different places of
articulation (labial, dental, alveolar, and velar) in Urdu. The study follows
up Davis’ work [J. Phonet. 22, 177193 (1994)] on manner in the homolo-
gous velar stops in Hindi. Data from four subjects for the 16 stops (ten
different tokens of each stop for each subject) support Davis’ assertion that
F2 “lag” time (between stop-released and onset of F2 for the following
vowel) is a more conclusive measure for the feature {aspirated] than the
traditional voice onset time (VOT) measure. However in Urdu, unlike
Hindi, lag time alone does not exhibit a four-way contrast. A measure of
“lead” time (pre-stop-release voicing) is also required. Thresholds for lead
time and lag time permit all four manners to be distinguished without
reference to the place of articulation for all the subjects. Thus the phono-
logical features [voice] and [aspirated] are more phonetically orthogonal in
Urdu than Hindi. The results contribute to the ongoing debate on the
invariance versus variability of acoustic cues, and to the discussion con-
ceming the representations relating the phonological and phonetic levels of
speech.
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MONDAY AFTERNOON, 28 NOVEMBER 1994

BALLROOM B, 1:00 TO 4:45 P.M.

Session 1pUW

Underwater Acoustics: Scattering and Noise

Michael F. Werby, Chair
Naval Research Laboratory, Code 7181, Stennis Space Center, Mississippi 39529

Contributed Papers

1:00

1pUWI1. High-frequency forward scattering from Gaussian
spectrum, pressure release, corrugated surfaces: Measurements of
twinkling exponents and the dependence of the second moment on
distance from surface and pulse length. J. S. Stroud, P. L. Marston
(Phys. Dept., Washington State Univ., Pullman, WA 99164-2814), and
K. L. Williams (Univ. of Washington, Seattle, WA 98105)

A single realization of a Gaussian spectrum surface (rms roughness 1.5
cm, correlation length 10 cm) was manufactured out of Styrofoam. This
surface provided a pressure release, corrugated surface for an underwater,
forward-scattering investigation. Omnidirectional source and receiver were
used in the frequency range of 100-300 kHz. Short pulses were used to
allow isolation of individual contributions to the scattered field. These
individual contributions were then classified using catastrophe theory [K.
L. Williams, J. S. Stroud, and P. L. Marston, J. Acoust. Soc. Am. 96,
1687-1702 (1994)]. The frequency dependence of the mth higher-order
intensity moments I,, was measured and compared to predictions [M. V.
Berry, J. Phys. A 10, 2061-2081 (1977)] that I,,, is proportional to k*~ (for
m>2), where v, is a twinkling exponent. Also, the dependence of 7, on
distance from the surface was examined at a single frequency utilizing
various pulse lengths. It is known that far from a surface the wave field will
obey Gaussian statistics (7,=2). For short pulses, however, the statistics of
the wave field are strongly dependent upon individual reflections. For
longer pulses this is the case near the surface but as one moves away it is
shown that the Gaussian limit is approached. [Work supported by ONR.]

1:15

1pUW2. Acoustic scattering from a buoyant plume using an
antiparallel scattering geometry. John Oeschger (Dept. of Phys., Univ.
of Rhode Island, Kingston, RI 02881) and Louis Goodman (Ocean and
Atmospheric Phys. Div., Arlington, VA 22217)

An examination is made of the application of the far-field Born ap-
proximation to the case of high-frequency acoustic scattering from a ther-
mally produced buoyant plume using a multiple bistatic antiparallel scat-
tering geometry. Initial results indicate the failure of the predictions made
by the far-field Born approximation. Further theoretical development in-
cludes the higher-order terms (wavefront curvature) in the far-field expan-
sion to fully describe the scattering process. The previously simple rela-
tionship, however, between the scattered pressure field and the Fourier
transform of the scattering field becomes greally complicated. The problem
is reduced by considering uniform vertical advection of the scattering field
and by taking time series measurements of the plume. The resulting pre-
scription relates the complex acoustic data to the two-dimensional Fourier
transform of the scattering field through a two-dimensional low-pass filter
function which includes the effects of the wavefront curvature terms and
the beam pattern. Data are presented for the case of scattering from an
unstable plume. Results confirm the predictions made by theory.

1:30

1pUW3. Sound scattering by a single and by a cloud of air bubbles
near the sea surface. G. C. Gaunaurd and H. Huang (Naval Surf.
Warfare Ctr., White Oak Detachment, Silver Spring, MD 20903-5640)

3231 J. Acoust. Soc. Am., Vol. 96, No. 5, Pt. 2, November 1994

Sound scattering by an air bubble in a boundless fluid is an old clas-
sical problem [i.e., R. Y. Nishi, Acustica 33, 65-74 (1975)]. If the air
bubble is near, and strongly interacting with the surface of a liquid half-
space, then the scattering cross section (SCS) of the bubble is quite dif-
ferent from its value far away from the boundary. The exact solution for
this scattering problem is given that is valid for any incidence direction of
the (plane) sound waves, and for any bubble depth, obtained by the method
of images. This benchmark solution is found by means of the addition
theorems for the spherical wave functions. The resulting SCS contains
contributions from the interface, the bubble, and from its image, and it is
expressible in terms of coupling coefficients containing products of Wigner
3-j symbols. The formulation is illustrated with many computed plots and
it is finally extended to the case of a round, low-concentration cloud of
equal size bubbles, just beneath the sea surface. This generalization is
possible by replacing the individual bubble properties by those of an “ef-
feclive medium” describing the bubble cloud just as was found earlier {i.e.,
J. Acoust. Soc. Am. 85, 541-554 (1989)]. [Work supported by NSWC’s IR
Program.]

1:45

1pUW4. Temporal response comparisons between model results and
measurements of forward-scattered waves from the sea surface. E.
J. Yoerger (Naval Res. Lab., Code 7174, Stennis Space Center, MS
39529) and Suzanne T. McDaniel (Penn State Univ., State College, PA)

The underwater acoustic propagation path for the forward scattering of
energy from the sea surface is treated as a linear, time-varying random
communications channel in the application of the Helmholtz—Kirchhoff
integral formulation of this problem. The model used for data comparisons
utilizes the bifrequency system function [(w,w’) developed by McDaniel
[IEEE J. Ocean. Eng. 17, 216-221 (1992)] for the temporal response from
a rough surface. The data analyzed for this work were obtained from a
shallow-water high-frequency acoustic experiment conducted on the Baltic
Sea during May 1993. Acoustic data included measurements of surface
forward-scattering, surface reverberation, and direct-path intensities. These
were made utilizing two large stationary towers resting on the seafloor.
Each tower was equipped with horizontal and vertical receiving arrays
anchored 7.6 m above the flat bottom depth of 30 m. Concurrent environ-
mental measurements including wave heights, sound velocity profiles, and
sample cores were made. The results presented here are for the surface
forward-scatlered measurements made at 20, 40, 60, and 90 kHz. [Work
supported by the Office of Naval Research, Program Element 61153N,
with technical management provided by the Naval Research Laboratory,
Stennis Space Center, MS.]

2:00

1pUWS. Modeling and analysis of three-dimensional scattering from
Arctic Ice features. Tarun K. Kapoor and Henrik Schmidt (Dept. of
Ocean Eng., MIT, Cambridge, MA 02139)

Interpretation of low-frequency acoustic scattering data from Arctic Ice
is facilitated with realistic models of the large-scale features observed
under the ice sheet. Previous analyses have modeled these, for example, as
a hemispherical protuberance on an an infinite plane. Here, the under-ice

128th Meeting: Acoustical Soci-ety of America 3231

1loaded 27 Jun 2010 to 192.38.67.112. Redistribution subject to ASA license or copyright; see http://asadl.org/journals/doc/ASALIB-home/info/term




feature is modeled as a solid elastic sphere attached in the center of a thin
elastic plate. The sphere is assumed to be completely submerged in water
while the plate is assumed to be floating on water. The interaction between
the plate and sphere is characterized in terms of equivalent coupling forces
and bending moments at the attachment ring which are determined by
matching the kinematics of the sphere and the plate at the junction. At our
frequencies of interest [ka~O(1)], the model demonstrates scattering of
the sphere modes into the in-plane and out-of-plane motions of the plate.
A comparison will be made between the scattered fields from the free and
coupled spheres. The analytical results will also be compared with those
obtained from the CEAREX89 scattering experiments conducted in the
Central Arctic region with 1.8-1b SUS charges detonated at nominal depths
of 800 ft. [Work supported by ONR, High Latitude Program.]

2:15

1pUWSé. A study on intensity fluctuations in forward scattering from
the sea surface. Peter H. Dahl and Donald B. Percival (Appl. Phys.
Lab., College of Ocean and Fishery Sci., Univ. of Washington, Seattle, WA
98105)

Fluctuations in the intensity of sound forward scattered from the sea
surface are discussed. The data originate from an experiment off the south-
emn California coastline using the research platform FLIP. Measurements
were made using omnidirectional sources suspended from a spar buoy
(tethered to FLIP) and receivers mounted on FLIP’s hull, with range vary-
ing between 500 and 1000 m. The frequency was 20-50 kHz and the
roughness parameter y=2kh sin # was >1 (where & is acoustic wave
number, /# rms wave height, and 6 grazing angle); thus the measurements
represent high-frequency, incoherent scattering in a single surface bounce
channel. An often used statistical model for intensity fluctuations in such
conditions is the exponential PDF, or its equivalent Rayleigh PDF for
amplitude. Examples are presented wherein the exponential model fails a
Lilliefors statistical goodness-of-fit test. The Lilliefors test is used for this
purpose because parameters of the distribution are not known a priori. An
alternative to the single-parameter exponential PDF is the two-parameter
gamma PDF. Candidate variables, based on sea state and acquisition ge-
ometry that are covariates to the nature of intensity fluctuations, are dis-
cussed. [Work supported by ONR Code 321.]

2:30

1pUW7. Influence of statistical surface models on dynamic
scattering of high-frequency signals from the ocean surface.
Christian Bjerrum-Niese and Leif Bjérné (Dept. of Indust. Acoust., Tech.
Univ. of Denmark, Bldg. 425, DK-2800 Lyngby, Denmark)

Temporal variations of scattering of high-frequency, monochromatic
signals from the ocean surface has been studied numerically. In the high-
frequency domain the dynamic scattering can be modeled by a coherence
function of the scattered pressure field, which is based on the Kirchhoff
integral; the surface roughness is described by a spatial surface spectrum
and the surface motion is described by the gravity-wave dispersion relation
[D. Dowling and D. Jackson, J. Acoust. Soc. Am. 93, 3149-3157 (1993)].
Applying some modifications to this approach, the temporal coherence

2:45-3:00 Break

3:00

1pUWS. Measurements of the scattering of sound from laboratory
breaking waves. Pat B. Dandenault, Ali R. Kolaini, and Yi Mao (Natl.
Ctr. for Phys. Acoust., Univ. of Mississippi, University, MS 38677)

The results of a laboratory experiment to characterize the backscattered
sound field from the bubble cloud generated by spilling breaking waves are
described. Gravity waves were generated by a computer controlled
plunging-type wavemaker along the length of a 12.7-m-long channel
where they were made to break in a 3.6 mX3.6 mX2.4 anechoic tank. An
underwater F42A transducer with a special parabolic reflector was used to
generate incident bursts of sound ranging from 15 to 40 kHz. This proce-
dure was conducted in the presence of breaking and nonbreaking gravity
waves in order to isolate the acoustic scattering strength of the bubble
clouds from surface roughness. Detailed measurements of the average void
fraction of the bubble cloud at the instant the sound was incident were
made. These observations show that there is a significant increase in back-
scattering strength from the bubble cloud when compared to surface rough-
ness. The scattering strength of the bubble cloud, with an average void
fraction of 0.33%, is also shown to increase as the incident frequency
approaches the resonant frequency of the individual bubbles in the cloud.
A simple theory will be given to predict some of these observations.

3:15

1pUW9. Modeling the azimuthal dependence of sea surface
backscatter during CST-7. John Dubberley, Richard S. Keiffer (NRL
Code 7181, Stennis Space Center, MS 39529-5004), and Jorge
Novarini (Planning Syst., Inc., Bay St. Louis, MS)

The operator expansion method is applied to realizations of 2-D rough-
ness measured during CST-7 in order to probe the azimuthal dependence of
the backscatter from time-evolving, non-fully developed seas which con-
tain swell from distant surface wave sources. To use wave buoy measured
data without extrapolation in frequency beyond the measured surface wave
spectra, the measured frequencies examined will be limited to 75 and 150
Hz. The modeling goal will be to determine that if surface scatter was
alone responsible for acoustic backscatter from the surface, could there be
a measurable azimuthal dependence in the scattering during this experi-
ment? Comparisons to some available measured azimuthal dependence
will be shown.

3:30

1pUW10. Stability of signal plus noise in performance evaluation of
processing schemes. Jacob George and Ronald A. Wagstaff (Naval Res.
Lab., Code 7176, Stennis Space Center, MS 39529)

The stability of signal plus noise and the mechanisms governing the
combination of signal and noise at the receiver are reported. These ques-
tions become important in performance evaluation of processing schemes
which are designed to enhance the S/N ratio. Of special interest is the case
of a weak signal combining with a relatively stronger noise. Even though
the nonlinear interaction of sound by sound continues to be a hot topic
[see, for example, P. J. Westervelt, “Answer to criticism of experiment on
scattering of sound by sound,” J. Acoust. Soc. Am. 95, 2865 (1994)], the
largely linear effects governed by the superposition principle are of pri-
mary importance in the present application. Simple rules governing the

function is found by numerical evaluation of a double integral. The fime-  combination of signal and noise, obtained through analysis of experimental

varying scattering can be examined in the frequency domain by the power
spectrum (the Fourier transform of the coherence function). It is examined
how a monochromatic signal is shifted and smeared in the frequency do-
main by comparing computations for the Pierson—-Moskowitz spectrum
(for a fully developed sea) with computations for the JONSWAP spectrum
(for fetch-limited seas). The following results, among other issues, have
been obtained: As the fetch decreases, the surface waves become shorter,
leading to increasing frequency shifting of the scattered signal. [Work
sponsored by the Danish Technical Research Council and the EU/MAST
programme.]
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data and model calculations, will be discussed. [Work supported by ONR,
with technical management provided by NRL/SSC.]

3:45

1pUWI11. Estimation of Arctic ice thicknmess from ambient noise.
Olga Chernets and J. Robert Fricke (Dept. Ocean Eng., Cambridge, MA
02139)

An estimate of total ice mass in the Arctic is an important parameter for

global climate studies, but there are no direct means for providing this
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information. A surrogate measurement, spatial integration of ice thickness,
is being pursued by several groups using active acoustic and electromag-
netic methods. As a complement to these efforts, the passive estimation of
ice thickness using ambient noise caused by thermal and mechanical stress
cracks in the ice sheet is focused on. The acoustic signal received from
propagating stress cracks is the convolution of an elemental fracture source
function and the spatial distribution function (array) of the propagating
crack. This analytic result predicts a tonal spectral component of O (1 kHz)
that relates directly to ice thickness. Experimental data collected in the
Beaufort Sea during the spring of 1994 demonstrates the presence of this
spectral peak, which correlates well with the measured ice thickness at the
site.

4:00

1pUW12. Shallow-water ambient noise due to surf. Marc Stewart
(Combat Syst. Sci. and Technol. Curriculum, Naval Postgraduate School,
Monterey, CA 93943), O. B. Wilson, J. H. Wilson, and R. H. Bourke
(Naval Postgraduate School, Monterey, CA 93943)

Forecasting levels and directionality of ambient noise in the littoral
environment is important for predicting performance of acoustic sensor
systems and developing naval warfare tactics for that environment. Noise
due to waves breaking at the beach contributes significantly to the low-
frequency ambient noise in shallow water, as shown by the observations of
0. B. Wilson, S. N. Wolf, and F. Ingenito [J. Acoust. Soc. Am. 78, 190—
195 (1985)]. At some geographic points worldwide, unique geoacoustic
features contribute to the detectability of “surf point noise” (a term coined
by submariners) dozens of kilometers out to sea. The objective of this work
is to apply more recently developed and powerful shallow-water propaga-
tion loss models and the increased knowledge of the geoacoustic properties
of the seabed to obtain a quantitative understanding of observations re-
ported by O. B. Wilson et al., and to make possible the prediction of the
noise fields from surf in other locations. The results of the use of the SNAP
programs applied to the Monterey Bay environment will be presented.

4:15

1pUW13. A semiempirical model for breaking wave noise fields.
Steven Finette and Richard Heitmeyer (Acoust. Div., Naval Res. Lab.,
Washington, DC 20375)

Mean noise properties, traditionally used for underwater acoustics sys-
tems analysis, are not suitable for evaluating the performance of full spec-
trum processors because they don’t have sufficient space/time/frequency
resolution. A computer model of the noise field associated with breaking
surface waves has been developed in an attempt to address this need. Due
to the localized structure of the breaking wave sources, the true ambient
noise field is inherently discrete and an attempt has been made to include
some properties of the discrete nature of the space-time noise field in the
model. The model computes a realization of a time-delay beamformed
representation of the acoustic field at a vertical array in a shallow-water
environment, given some statistical information about the noise sources.
The approach taken is stochastic and semiempirical, incorporating recently
obtained experimental data on the acoustic coverage (acoustic analog of
whitecap coverage), duration, and source level distributions associated
with individual breaking waves (Farmer 1994). Sources are considered to
radiate as dipoles, and the radiated fields from the individual discrete
sources (breaking waves) are propagated to the array using a wave-number
integration technique. [Work supported by ONR.]

4:30

1pUW14. Effect of forward-scattered signal on beam noise
estimation in shallow water. Yung P. Lee and John Hanna (Sci. Appl.
Intl. Corp., 1710 Goodridge Dr., MS T1-3-5, McLean, VA 22102)

In deterministic situations, adaptive processors resolve strong coherent
interferers and eliminate their contribution at locations away from them.
But, in operation, it is found that the beam noise away from strong inter-
ferers is affected by their presence. Stochastic mechanisms involved with
the interferer’s signal are assumed to be responsible for this behavior. A
comparison of ocean data with a simulation has been made to illustrate the
effect of the forward-scattered signal from the ocean surface on adaptive
beam noise estimation in shallow water. The stochastic forward-scattering
mechanism is dependent on the environment and its effect is apparently
influenced by undersampling in the spatial aperture of the measurement
array. The dependency of beam noise on waveheight and bathymetry have
been observed.

MONDAY EVENING, 28 NOVEMBER 1994

06520-8286)

Session 1leID

Interdisciplinary: Tutorial on Acoustic Cavitation: Sonic Effervescence

Anthony A. Atchley, Chair
Department of Physics, Naval Postgraduate School, Monterey, California 93943

Chair’s Introduction—7:00

Invited Paper

leID1. Acoustic cavitation: Sonic effervescence. Robert E. Apfel (Ctr. for Ultrasonics and Sonics, Yale Univ., New Haven, CT

Bubbles intrigue and amuse young and old, scientist and nonscientist, alike. When acoustical waves either cause or enhance the
activity of bubbles, a variety of phenomena can be observed, ranging from sonoluminescence to ultrasonic cleaning, and from
acoustical attenuation in the ocean to microbubble formation in blood. This tutorial will review these and other phenomena associated
with acoustic cavitation, focusing on the interesting basic questions underlying the observations and summarizing the nature of the
beneficial applications that cavitation permits and the strategies for avoiding undesirable cavitation. In addition, points of contact will
be made with other bubble phenomena, such as boiling, hydrodynamic cavitation, decompression sickness, and radiation-induced
bubble formation in superheated liquids (the bubble chamber). Participants in this tutorial should be able to tell if the glass of beer they
are drinking from is clean. (If possible, samples will be available...for testing purposes.)

BALLROOM B, 7:00 TO 9:00 P.M
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TUESDAY MORNING, 29 NOVEMBER 1994

SABINE ROOM, 8:00 AM. TO 12:35 P.M.

Session 2aA0

Acoustical Oceanography: Acoustical Determination of Ocean Processes

Michael D. Collins, Chair
Naval Research Laboratory, Code 7140, Washington, DC 20375

Chair’s Introduction—8:00

Contributed Papers

8:05

2aA0l. Efficient navigation of parameter landscapes. Michael D.

Collins (Naval Res. Lab., Washington, DC 20375)

The covariance matrix of the gradient of the cost function contains a
great deal of information about a parameter space. The eigenvectors of the
covariance matrix form an optimal basis (in the sense of data compression)
for the gradient. Since search algorithms base their decisions on the gra-
dient (often in an indirect fashion), the eigenvectors in some sense form an
optimal set of generators for navigating parameter landscapes. For prob-
lems involving a long valley, there is usually an eigenvector oriented
parallel to the valley. Search algorithms based on the optimal generators
may find the deepest point in the valley several times faster than algo-
rithms based on other generators. The covariance matrix also contains
information about the key underlying parameters. The most important pa-
rameters correspond to the eigenvectors associated with the largest eigen-
values. This information can be exploited to reparametrize with a smaller
number of parameters. The covariance matrix is the integral of the outer
product of the gradient over the parameter space. Obtaining a good esti-
mate of this integral with the Monte Carlo method usually requires rela-
tively little effort, even for high-dimensional parameter spaces. Examples
are presented for geoacoustic inverse problems involving acoustic sources
and receivers located in the ocean.

8:20

2aA02. Matched-field inversion of multifrequency data. Peter
Gerstoft, Dave Hannay, and Don Gingras (SACLANT Undersea Res.
Ctr., 1-19138 La Spezia, Italy)

Geoacoustic inversion using single-frequency data measured on a ver-
tical array has become a popular method for estimating sub-bottom param-
eters. Inclusion of multiple frequencies in the inversions allows exploita-
tion of both the waveguide dispersion and the different penetration into the
sub-bottom at different frequencies. This is achieved, however, at the ex-
pense of greater required corputing time, and more complicated process-
ing schemes. Several approaches exist for defining a broadband object
function, i.e., coherent or incoherent addition across frequencies and hy-
drophones. Each approach has specific requirements with regard to the
recording geometry and the source spectrum. For coherent addition across
frequencies not only the source spectrum but also the absolute propagation
time must be estimated. When a useful object function has been defined it
is optimized using genctic algorithms [P. Gerstoft, J. Acoust. Soc. Am. 95,
770-782 (1994)] for both the sediment and the geometric parameters.
Different approaches are illustrated on broadband data from the Mediter-
ranean North Elba site with center frequencies of 170 and 330 Hz. The
water depth was 130 m and the source fange was 5.5 km. The normal-
mode code SNAP was used as the forward model.

8:35

2aA03. Inversion of acoustic field data using genetic algorithms:
Shallow-water results. D. F Gingras and P. Gerstoft (SACLANT
Undersea Res. Ctr., Viale San Bartolomeo, 400, 19038 La Spezia, Italy)

3234 J. Acoust. Soc. Am., Vol. 96, No. 5, Pt. 2, November 1994

Precise knowledge about environmental parameters is highly desirable
for precise acoustic modeling of the underwater channel. Simulations have
shown that global inversion methods such as simulated annealing and
genetic algorithms are effective for the estimation of both geoacoustic and
geometric (source location, receiver locations, and water depth) param-
eters. In this paper genetic algorithms are applied to acoustic field obser-
vations. The field observations were collected at a shallow-water site in the
Mediterranean Sea near the Italian coast, where the depth was approxi-
mately 130 m. The source was stationary and produced a broadband signal
at 170 Hz; a vertical array of receivers which spanned most of the water
column was employed. The inversion process used the Bartlett processar
for the object function. A range-independent version of the SACLANT-
CEN normal-mode acoustic propagation model SNAP was used for forward
modeling. Inversion was carried out simultaneously over source location
parameters, range and depth, and environmental parameters. A 20-min
sample of observations was considered; at 1-min intervals estimates of the
parameters were computed. As a function of both time and frequency, aver
a limited frequency band, it was shown that the genetic algorithms pro-
duced stable estimates for both the environmental and source location
parameters.

8:50

2aA04. Adaptation of genetic-algorithm search for matched-field
inversion of ocean bottom compressional wave speed profiles.
Thomas J. Hayward and T. C. Yang (Naval Res. Lab., Washington, DC
20375-5350)

Matched-field inversion for ocean bottom compressional wave speeds
using a synthetic horizontal aperture has been demonstrated previously in
simulations and data analyses employing optimization by simulated an-
nealing [M. Collins, W. Kuperman, and H. Schmidt, J. Acoust. Soc. Am.
92, 2770 (1992)] and genetic-algorithm search [P. Gerstoft, J. Acoust. Soc.
Am. 95, 770 (1994)]. The first reference noted a lack of sensitivity of the
matched-field ambiguity function to zero-mean functional variations of the
sound-speed profile. This lack of sensitivity sometimes results in slow
convergence of the search algorithm when applied to profiles with several
unknown parameters. This problem is observed in simulations using ge-
netic algorithm search. Improved convergence of the genetic algorithm is
then achieved by using some nonstandard procedures, including autolo-
gous gene exchanges, to generate new solutions. The simulations indicate
the practical feasibility of inversion for deep-bottom (up to 500 m) com-
pressional wave speeds at a shallow-water site using a single receiver and
coherent synthetic horizontal aperture processing of a towed-source signal.

9:05

2aA0S. Optimizing shallow-water sound-speed estimation using
parameter resolution bounds. Nicholas C. Makris (Naval Res. Lab.,
Washington-D.C. 20375)

A technique is under development to optimize experimental design for
estimation of 3-D sound-speed structure by inversion of acoustic data. The
motivation is to take advantage of a priori knowledge of invariant envi-
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ronmental parameters to estimate the minimum number of sensors neces-
sary and their optimal deployment geometry for a well constrained inver-
sion. First, static environmental information, such as bathymetry,
geoacoustic parameters of the sediment, and mean sound-speed structure
of the water column, is input to an appropriate range-dependent acoustic
model for a given sensor deployment geometry. Next, a theoretical lower
bound on estimation error for the water-column sound-speed structure is
obtained via the Cramer—Rao bound. The deployment geometry is then
perturbed until the estimation error is within acceptable bounds for oceano-
graphic and acoustic modeling. However, the choice of sound-speed pa-
rametrization can also severely affect the accuracy of an inversion. For
example, an empirical orthogonal function (EOF) representation typically
has higher resolution for fewer parameters than a discrete cell representa-
tion. But this is at the cost of more limiting assumptions. These issues are
addressed by computing the theoretical lower bound on estimation error
for discrete cell, EOF, and Fourier internal wave representations of 3-D
sound-speed structure.

9:20

2aA06. Coherent acoustic bubble sizing in the ocean. B. K. Choi,
H. R. Lee, and S. W. Yoon (Dept. of Phys., Sung Kyun Kwan Univ.,
Suwon 440-746, Republic of Korea)

Bubbles are well known to induce variations of acoustic characteristics
in water. The bubble size distribution gives significant information for
understanding underwater sound propagation and acoustic roles of bubbles
in the ocean. Since the conventional acoustic bubble sizing method only
considered sound attenuation due to bubbles around resonance frequencies
in a bubbly mixture, a bubble size distribution was incoherently estimated.
In the present coherent acoustic bubble sizing method, sound speed as well
as sound attenuation are considered to have a coherent estimation of
bubble size distribution in the bubbly mixture. The present coherent
method is proved to describe a bubble size distribution more accurately
than the conventional incoherent one. [Work supported by the Korea Sci-
ence and Engineering Foundation.]

9:35

2aA07. Multiple bubbles: Collective modes and the origin of
superresonances. C. Feuillade (Naval Research Laboratory, Stennis
Space Center, MS 39529-5004)

Acoustic resonances and scattering from systems of multiple air
bubbles in water are described using a coupled differential equation
method. By recombination, the problem may be analyzed by scattering
from the individual normal modes of vibration of the ensemble. The modes
are of two types: “Symmetric”” modes, where the bubbles vibrate in phase
with each other, typically show downward shifts in frequency and in-
creased damping; “antisymmetric” modes, where some or all of the
bubbles vibrate in antiphase, generally show upward frequency shifts and
reduced damping and may become super-resonant. For two bubbles the
method reproduces frequency shifts measured experimentally. Examina-
tion of the modal response functions shows that super-resonances may
oceur for specific bubble spacings if the individual bubbles are primarily
radiation damped. For two and three bubble systems super-resonant scat-
tering is strongly dipolar and propagates little energy in the far field,
making the phenomenon difficult to observe experimentally. Scattering
from a bubble reflected in a pressure release surface should show the
phenomenon strongly. By extending multiple bubbles in a line the damping
rates predicted by Weston for an infinite line array may be approached. The
method outlined can easily be applied, using matrix methods, to describe
acoustic scattering from large ensembles. [Work supported by ONR (Ele-
ment 602435N). Technical management provided by NRL-SSC.]

9:50

2aA08. Acoustic characterization of laboratory breaking waves in
fresh and salt water. Ali R. Kolaini (Natl. Ctr. for Phys. Acoust., Univ.
of Mississippi, University, MS 38677)

Resuits of a laboratory experiment to characterize the underwater
acoustic noise radiated from breaking waves in fresh and salt water are
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described. The underwater sound field radiated by various breaking waves
intensities in fresh water in the range from 0.1 to 20 kHz were reported
earlier [A. R. Kolaini and L. A. Crum, J. Acoust. Soc. Am. (in press); 92,
2349(A) (1992)]. These waves were generated by a computer-controlied
plunging-type wavemaker and propagated along a 12.7-m-long channel
where they were made to break at the midsurface of a 3.6-X3.6-X2.4-m
anechoic tank. Specific attention is given to a comparison of the results
obtained in salt and fresh water. The sources of acoustic radiation from
bubble clouds, the average sound-pressure level, bubble clouds shape,
bubble concentration, and size distribution in these medium are discussed.
These results may provide considerable insight into the likely source
mechanisms for ocean ambient noise.

10:05

2aA09. Acoustic daylight: Preliminary results from an ambient
noise imaging system. John R. Potter, Michael J. Buckingham, Grant
B. Deane, Chad L. Epifanio, and Nicholas M. Carbone (MPL 0238,
Scripps Inst. of Oceanogr., Univ. Calif. at San Diego, 9500 Gilman Dr., La
Jolla, CA 92093-0238)

A broadband (8-80 kHz) multibeam (126) acoustic daylight system
has been developed which forms real-time images at a 27-Hz frame rate
using only natural ambient noise in the ocean. The color and intensity of
each pixel of the final image is determined by the spectral shading and
intensity of the received signal in each beam normalized to a running-
average ambient noise spectrum. The first deployment of this system will
be made from a floating research platform (ORB) during August in San
Diego Bay. The high-frequency ambient noise at this site is dominated not
by surface waves, but by colonies of snapping shrimp (Alpheus and Syn-
alpheus) associated with nearby structures and other habitats. The prelimi-
nary results from this deployment will be presented, including a descrip-
tion of the data processing and color mapping algorithm, the ambient noise
environment, and some preliminary image results from simple targets at
close range. [Work supported by ONR.]

10:20-10:35 Break

10:35

2aA010. Forward-scattering simulations through ocean-ridge
hydrothermal-vent diffusive layer turbulence: Feasibility of vent
monitoring. T. F. Duda (Woods Hole Oceanogr. Inst., Bigelow 2,
Woods Hole, MA 02543) and D. A. Trivett (Dalhousie Univ., Halifax,
NS B3H 4J1, Canada)

Temperature and velocity fluctuations in a bottom boundary layer
down-current of Juan de Fuca Ridge hydrothermal sites were monitored in
1990 from tripods. The diffuse flow from relatively cool vents remains
near the bottom, and acoustic refractive index fluctuations decay away
slowly. Rytov theory-based forward-scattering simulations through struc-
tures consistent with the observations are used to verify the validity of
Rytov theory, compare the usefulness of various propagation path lengths
and frequencies on monitoring, and evaluate the ability of acoustic phase
and amplitude recordings to monitor desired vent parameters. The Rytov
theory is valid for some ranges and frequencies, but issues such as turbu-
lence homogeneity, energy dissipation rate, boundary-layer depth, beam
patterns, and sensor motion would have strong effects on the measure-
ments.

10:50

2aA011. Continuous wave and M-sequence transmissions across the
Arctic. Peter N. Mikhalevsky (Sci. Appl. Intl. Corp., McLean, VA
22102), Arthur B. Baggeroer (MIT, Cambridge, MA 02139),
Alexander Gavrilov (Andreev Inst. of Acoust., Moscow, Russia), and
Mark Slavinsky (Inst. of Appl. Phys., Nizhny Novgorod, Russia)

In the spring of 1994 a series of cw and maximal length sequences (M
sequences) were transmitted 2600 km across the Arctic Ocean. The trans-
missions were centered at 19.6 Hz from a Russian source located 300 km
north of the Svalbard Archipelago. The transmissions were received in the
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Lincoln Sea (900-km range) on a 32-element vertical line array and in the
Beaufort Sea (2600-km range) on a 32-element vertical line array and a
32-element horizontal planar array. Analysis of the transmission loss,
phase stability, array gain, and pulse compression gain are being used to
develop an acoustic monitoring strategy in the Arctic for climate studies.
The exceptional stability of the Arctic sound channel first noted in the early
1980s [P. N. Mikhalevsky, I. Acoust. Soc. Am. 70, 1717 (1981)] make
acoustic thermometry potentially a very sensitive indicator of Arctic Ocean
temperature and ice changes.

11:05

2aA012. Performance limits on acoustic thermometry of ocean
climate in the presence of mesoscale sound-speed variability. Jeffrey
L. Krolik and Sunil Narasimhan (Dept. of Elec. Eng., Duke Univ., Box
90291, Durham, NC 27708)

The ability to measure climatic changes in ocean temperature is fun-
damentally limited by the presence of mesoscale variability. Because ocean
acoustic propagation depends on the range-averaged sound-speed (and
hence temperature) profile, long-range acoustic transmissions have been
proposed as a means of filtering out mesoscale variability in order to
measure a global warming related trend in mean temperature. The
Cramer—Rao lower bound (CRLB) on the estimation of a change in the
mean depth-dependent temperature profile is presented to determine the
highest accuracy which could be achieved by acoustic thermometry. This
work extends [A. B. Baggeroer, J. Acoust. Soc. Am. 95, 2850 (A) (1994)]
by evaluating the CRLB for different representations of the mean depth-
dependent temperature profile perturbation with different levels of a priori
knowledge about the mesoscale sound-speed variability. With prior statis-
tical knowledge of the mesoscale variability, the CRLB indicates that ac-
curate measurement of the climate signal may be possible using a general
Chebyshev polynomial representation of the mean depth-dependent tem-
perature perturbation. [Work supported by ONR.]

11:20

2aA013. High-frequency (>1 cpd) travel time variability of
long-range reciprocal acoustic transmissions in the western North
Atlantic. Brian D. Dushaw (A.P.L., Univ. of Washington, 1013 NE 40th
St., Seattle, WA 98105-6698), Peter F. Worcester, Bruce D. Cornuelle
(Univ. of California, La Jolla, CA 92093-0213), and Bruce M. Howe
(Univ. of Washington, Seattle, WA 98105-6698)

Time series of ray travel times were obfained at 350-, 410-, and
670-km ranges in the western North Atlantic during the 1991-2 Acoustic
Mid-Ocean Dynamics Experiment (AMODE). Transmissions were re-
corded for approximately 300 days between six transceivers in a pentago-
nal array. Sound-speed (current) variability is observed by calculating the
sum (difference) of reciprocal travel times. The sum and difference of
reciprocal travel times are high-pass filtered by removing a daily average.
The barotropic-tide current is measured by the differential travel times.
Both phase-locked and narrow-band internal-tide sound-speed variability,
caused by the internal-tide isotach displacement, are observed by the sum
travel times. The acoustic array acts as a high-directivity antenna for the
incident internal tide. The observed internal tide is likely generated at the
continental shelf surrounding the North American Basin, or perhaps the
Mid-Atlantic Ridge. The nontidal, high-frequency variability (>1 cpd) is
due to internal-wave sound-speed and current variability.

11:35

2aA014. The Kaneohe acoustic thermometry experiment and rays.
John L. Spiesberger (Dept. of Meteorol. and the Appl. Res. Lab., 512
Walker Bldg., Penn State Univ., University Park, PA 16802)

In the 1980s, the Kaneohe source, on the north shore of Oahu, trans-
mitted sound (133 Hz; 60-ms resolution) from 183-m depth to a U.S. Navy
receiver at 3709-km distance near northern California. Despite the fact that
sound reflects from the Qahu slope before being trapped in the sound
channel, ray theory is shown capable of determining the spatial coordinates
of the stable acoustic pulses. Rays that bounce from the bottom are prob-
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ably chaotic, but the coordinates and travel times of eigenrays are insen-
sitive to initial conditions and ocean fluctuations. The coda of the reception
can probably not be explained with a propagation model in which the
sound-speed field is smoothed to suppress scales smaller than the mesos-
cale. Instead, it appears that scattering of sound from smaller scales dis-
tributes otherwise axially trapped sound over 1000 m in the vertical, thus
limiting the vertical resolution achievable with tomography. [Work sup-
ported by Advanced Research Projects Agency and Office of Naval Re-
search.}

11:50

2aA015. The Kaneohe acoustic thermometry experiment and waves.
Fred D. Tappert (Appl. Marine Phys., RSMAS, Univ. of Miami, 4600
Rickenbacker Cswy., Miami, FL. 33149) and John L. Spiesberger (Penn
State Univ., University Park, PA 16802)

A new parabolic approximation is derived and implemented that effi-
ciently gives travel time predictions that are accurate to within a few
milliseconds at a range of 1000 km and center frequency 75 Hz. Sensitivity
of the full-wave travel time predictions to oceanographic and bathymetric
inputs along a 3700-km track is studied by comparisons to acoustic data
between a source at Kaneohe having center frequency 133 Hz and a bottom
mounted receiver near the northern California coast. Path stability for a
time interval of several years is also examined with the new broadband PE
maodel, and full-wave generalizations of eigenrays, called eigentubes, are
computed. [Work supported by SERDP, ARPA, and ONR.]

12:05

2aA016. Change of sound ray by various equations of the sound
velocity in the 621-km propagation experiment. Toshio Tsuchiya,
Toshiyuki Nakanishi, Yasutaka Amitani, Hiroshi Ochi, Hidetoshi
Fujimori (Deep-Sea Technol. Dept., Japan Marine Sci. and Technol. Cir.,
2-15 Natsushima-cho, Yokosuka 237, Japan), and Akio Hasegawa (Natl.
Defense Acad. of Japan, 1-10 Hashirimizu, Yokosuka 239, Japan)

Generally, sound velocity used to be calculated according to equations
by Wilson (1960), DelGrosso (1974), Chen and Millero (1977), and others,
which were obtained by direct measurement in laboratories based on water
depth, temperature, and salinity data collected by the XBT (expendable
Bathey-tharmograph) or CTD (conductivity temperature depth) system.
However, in observations such as ocean acoustic tomography (OAT) where
it is necessary to make accurate measurement of the sound wave propa-
gation time over the distance of hundreds to thousands of kilometers, even
the slightest difference of the sound velocity can produce significant errors
in the observatory accuracy. Thus the effect of various equations of the
sound velocity on the formation of the specific sound ray in the SOFAR
channel was examined by using the simulation method by the sound ray
theory. The simulation results were compared with the specific sound ray
data obtained in the 621-km propagation experiment in the northeast Pa-
cific Ocean, and as a result, the equation by Chen and Millero is found to
be the most consistent among the three equations.

12:20

2aA017. Long-range propagation tests of a 200-Hz sound source for
ocean acoustic tomography. Toshiaki Nakamura, Toshio Tsuchiya,
Iwao Nakano, Toshiyuki Nakanishi (Japan Marine Sci. and Technol. Ctr.,
2-15 Natsushima-cho, Yokosuka 237, Japan), Ieharu Kaihou, Akio
Kaya (Oki Electric Industry Co., Ltd., 688 Ozuwa, Numazu 410, Japan),
and Toshiaki Kikuchi (National Defence Academy of Japan, 1-10
Hashirimizu, Yokosuka 239, Japan)

A 200-Hz low-frequency sound source for ocean acoustic tomography
was developed by using a supermagnetostrictive material made of the
rarc-earth metal (Tb, Dy)Fe, aimed at increasing the transmission level and
the reduction of the sound source size. A sound-pressure level above 190
dB (re: 1 puPa at 1 m) with a frequency bandwidth of over 50 Hz were
obtained in the depth range between 800 and 1200 m. Field tests for the
long-range propagation of several hundreds of kilometers were carried out
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near the Japan Trench in November 1993. The sound source was moored dent upon the hydrophone array from the upper and lower direction. The

at a depth of 1242 m and the hydrophone array was moored at a depth of signals were also received by the acoustic monitoring system suspended
1385 m. The distance between the sound source and the hydrophone array from the ship at the distance of 772 km from the sound source. From these
was 621 km. Received data were recorded with a sufficient signal-to-noise results, it is confirmed that this sound source has the capability of 1000-km
ratio after achieving beamforming to discriminate the sound waves inci- propagation necessary for the tomography transceiver systems.

TUESDAY MORNING, 29 NOVEMBER 1994 SAN MARCOS ROOM, 8:30 A.M. TO 12:00 NOON

Session 2aNS$

Noise: Fan Noise and General Topics in Noise

Gerald C. Lauchle, Chair
Applied Research Laboratory, Pennsylvania State University, P. O. Box 30, State College, Pennsylvania 16804

Chair’s Introduction—8:30

Invited Papers

8:35

2aNS1. Turbofan noise research at NASA. John F. Groeneweg (NASA Lewis Res. Ctr, M.S. 77-6, 21000 Brookpark Rd.,
Cleveland, OH 44135)

Results of recent NASA research to reduce aircraft turbofan noise are described. For very high bypass ratio turbofan engines, the
dominant source of engine noise is the fan. A primary mechanism of tone noise generation is the rotor blade wakes interacting with
downstream stator vanes. Methods of analyzing rotor—stator tone noise generation are described and sample results are given. The
analysis includes the unsteady aerodynamic response of the stators to gusts, coupling to duct modes, and finite element calculation of
the far-field radiation accounting of for flow in the fan ducts. Wind tunnel tests of model fans and nacelles are described including
comparisons between measured and predicted tone directivities. A novel rotating microphone technique is used to measure the acoustic
modes in the fan inlet, and the results indicate that a mechanism associated with unsteady fan tip loading can be important in addition
to rotor—stator interaction. Finally, concepts for active fan noise control which emphasize control at the source are addressed by an
unsteady aerodynamic analysis of compliant stator vanes.

9:00

2aN8§2. Historical developments in the control of noise generated by small air-moving devices. George C. Maling, Jr. (Empire
State Software Syst., Ltd., P. O. Box 2880, Poughkeepsie, NY 12603)

The scaling laws for air-moving device noise developed by R. D. Madison form a useful starting point in the development of
techniques for the control of air-moving device noise. The commercial building boom after World War 11 provided the impetus for
research into air-moving device noise, and the increase in the use of home air-conditioning systems provided the motivation for further
research. Beginning in the 1960s, noise generated by computing machinery became important, and the development of air-cooled
computing equipment provided a further stimulus to noise control research. Developments in the control of air-moving device noise
are reviewed with emphasis on scaling laws, dimensional analysis techniques, mechanisms of noise generation, noise emission
measurements, noise reduction techniques, design guidelines, and system effects. Some suggestions for future research on air-moving
device noise are given.

9:25

2aNS3. Efficient sound generation in a ducted axial fan due to a rotating wavelike flow pattern. M. H. Krane, P. H. Bent,?
and D. A. Quinlan (AT&T Bell Labs., 600 Mountain Ave., Murray Hill, NJ 07974)

Previous investigations have shown the presence of narrow-band peaks in the acoustic spectra of ducted axial fans at frequencies
other than harmonics of the blade passage frequency. This phenomenon is of practical importance because these peaks are strongest
when the fan is operating near its best efficiency point. Measurements of the fan flowfield were conducted in the rotating frame using
hot-wires and surface-mounted hot-film sensors in order to identify the source of the narrow-band tones. These measurements have
shown a rotating wavelike motion composed of several discrete modes. The wave pattern was strongest on the pressure side of the
blade in the region between the tip and the midspan. One of the modes of the rotating pattern was found to be an integer multiple of
the number of fan blades, resulting in efficient sound generation at that frequency. APresent address: Acoustics Technology, McDonnell
Douglas Aerospace, Mail Code 71-35, 1510 Hughes Way, Long Beach, CA 90810-1864.

9:50

2aNS$4. A modified transfer function method for source impedance in ducts. M. G. Prasad and W. S. Kim (Dept. of Mech. Eng.,
Stevens Inst. of Technol., Castle Point on the Hudson, Hoboken, NJ 07030)

Experimental characterization studies of source impedance have resulted in several direct and indirect methods. The transfer
function (TF) method, which is a well-known direct method, has been quite successful in measuring source impedance. However, one
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important drawback of the TF mecthod is that it fails for the case of low signal-to-noise ratio in the system. The noise in the system
could be due either to the operating source (to be characterized) or to the flow in the system. A novel method to overcome the problem
due to low signal-to-noise ratio is presented. A modified transfer function (MTF) is determined by using an additional measurement
of transfer function of the system with a very low level of signal of the secondary source used in the method. Then the two transfer
functions are used to estimate the MTE. The source impedance is then calculated using the reflection coefficient which is obtained
using the MTFE. This new MTF method has given very good results on a model electroacoustic speaker-duct system. A modified
coherency function is used for error analysis. This MTF method can be used to measure the impedance of sources such as fans and

blowers used in cooling systems.

10:15-10:30 Break

Contributed Papers

10:30

2aNS5. Applications of the proposed new method for computing
attenuation of fractional octave bands of a wideband noise by
atmospheric absorption. Paul D. Joppa (Boeing Commercial Airplane
Group, P.O. Box 3707, MS 67-ML, Seattle, WA 98124-2207), Louis C.
Sutherland (Rancho Palos Verdes, CA 90274), and Allan J. Zuckerwar
(NASA Langley Res. Ctr., Hampton, VA 23681-0001)

A simple method for computing the attenuation due to atmospheric
absorption for fractional octave bands of noise, outlined in a previous
paper {P. D. Joppa, L. C. Sutherland, and A. J. Zuckerwar, J. Acoust. Soc.
Am. Suppl. 1 88, S73 (1990)], is briefly reviewed and example applica-
tions to aircraft noise and room acoustics presented. The method uses an
analytical approximation of a “representative” frequency for which the
pure-tone attenuation loss due to atmospheric absorption is equal to the
actual loss for the band of noise. The resulting total band attenuation, Lb
for propagation over a distance s, for a band with an exact midband fre-
quency f,, , is equal to a nonlinear function of the total pure-tone attenu-
ation a(f,)-s over this path where a(f,,) is the pure-tone attenuation
coefficient at the exact midband frequency f,, . The method provides better
estimates than in SAE ARP 866A for the true band attenuation when the
total true band attenuation is less than about 50 dB. For application to room
acoustics, it is shown that the “distance™ s involved is simply equal to the
reverberation time, T times the speed of sound in the room.

10:45

2aNS6. Noise assessment and prediction system (NAPS) evaluation.
John M. Noble, Robert O. Olsen (U.S. Army Res. Lab., Battlefield
Environment Directorate, ATTN: AMSRI-BE-S, White Sands Missilev
Range, NM 88002), and Richard Okrasinski (New Mexico State Univ.,
Las Cruces, NM 88001)

A system has been designed to provide an assessment of noise levels
that result from testing activities at Aberdeen Proving Ground, MD. The
system receives meteorological data from surface stations and an upper air
sounding system. The meteorological data are used as input into an acous-
tic ray trace model which projects sound level contours onto a two-
dimensional display of the surrounding area. This information is also pro-
vided to the range control office where a decision can be made to proceed
or delay the test activity depending upon acoustic propagation conditions.
To evaluate the noise level predictions, a series of microphones is located
off the reservation to monitor sound-pressure levels. Any events of signifi-
cant level are transmitted back to the central display unit, allowing for
comparison between prediction and data. The computer models are modu-
lar, allowing for a variety of models to be utilized and tested to achieve the
best agreement with data. This technique of prediction and model valida-
tion will be used to improve the noise assessment system.

11:00

2aNS7. Abstract withdrawn.
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11:15

2aNS8. Legal frame of environmental moise in México. Rafael
Trovamala Landa (Ctr. de Investigacion y de Estudios Avanzados del
LPN.,, Av. Inst. Politéc. Ncl. 2508, San Pedro Zacatenco, México, D.F.
07000, México)

The regulations, accepted methods of measurement, and standards used
in México related to the determination of noise in environmental and labor
environments, as well as the maximum allowable values in contrast with
their equivalents used in the United States and Canada, are reviewed.

11:30

2aNS9. Noise regulations in Mexico. Fernando J. Elizondo (Lab. dc
Acist., Facultad de Ingenieria Mecanica y Eléctrica, Univ. Autonoma de
Nuevo Leon, P.O. Box 28 sucursal F, Cd. Universitaria, San Nicolas, N.L.
66450, México)

An overview of the regulations on noise in Mexico is presented. In-
cluded are historic development, classification, categorization, contents,
and sources. Information on how to update and obtain the laws and regu-
lations is also mentioned.

11:45

2aNS10. Noise levels in Mexican industry. Juan Antonio Ortiz Garcia
(Ingenieria Acust. Spectrum, S. A. de C. V. Apaseo el Allio No, 21-2,
Colonia San Bartolo Atepehuacan, Delegacion Gustavo A. Madero,
México 07730 D.F., Mexico)

Since 1985, labor regulations on noise exposure have existed, and as in
other countries, the quantity employed is the A-weighted sound-press-ure
level. Maximum allowable exposure levels were taken from 1SOQ-1999-
1975. According to local statistics of professional illness, hearing loss
occupies second place in importance. The measurement results of
A-weighted sound-pressure levels in different types of Mexican industries,
from 1990 to 1993, are described. These measurements were made in
concordance with official methodology. The results showed that less than
50% of a sampled population stayed in a noisy ambient (continuous or
fluctuating) with levels higher than 90 dBA. It is considered that A
weighted sound-pressure level is not enough to properly describe noise at
the workplace; due to high level values usually encountered at low fre-
quencies, which, even though they are not normally audible, may cause
workers’ low performance, beside other biological and psychological ef-
fects. Frequency analysis results of the same industries and how they are
employed for the calculation of other quantities, like loudness and noisi-
ness, are also described.
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TUESDAY MORNING, 29 NOVEMBER 1994 WEDGWOOD ROOM, 8:25 TO 11:40 A M.

Session 2aPA

Physical Acoustics: Sonoluminescence and Sonochemistry I

Ronald A. Roy, Chair
Applied Physics Laboratory, University of Washington, Seattle, Washington 98105

Chair’s Introduction—8:25

Invited Papers

8:30
2aPAl. Sonoluminescence. Lawrence A. Crum and Sean Cordry (Appl. Phys. Lab., Univ. of Washington, Seattle, WA 98105)

In 1896, Henri Becquerel discovered that a uranium salt could darken a photographic plate, and from this effect went on to discover
radioactivity. In 1934, Frenzel and Schultes discovered that acoustic waves, generated in a water bath, could also darken a photo-
graphic plate. They attributed this effect to luminescence from the sound field, a phenomenon that would later be known as sonolu-
minescence. A sound field by itself does not cause luminescence; it is through the mechanism of acoustic cavitation, whereby
microscopic gas bubbles are caused to oscillate so violently that a remarkable energy concentration occurs. Under certain conditions,
the cavitation event is transitory, and self-destructs within a few acoustic cycles; under other conditions, a stable bubble will luminesce
for extended periods of time. This initial presentation will serve as a general review of the phenomenon of acoustic cavitation and
demonstrate how bubble dynamics leads to many of the observed effects. Later papers in this session will provide more detail of
various aspects of the general phenomenon. [Work supported in part by the Office of Naval Research.]

8:55

2aPA2. Probing the unknowns of sonoluminescence. Bradley P. Barber, Robert Hiller, Ritva Lofstedt, Keith Weninger, and Seth
Putterman  (Phys. Dept., UCLA, Los Angeles, CA 90024)

The mechanism whereby a bubble transduces sound into a clocklike stream of picosecond flashes of ultraviolet light is robust,
complex, and unknown. A theoretical understanding of the key bubble parameter, its ambient radius, is lacking. An explanation as to
why this phenomenon has so far only been seen in water is elusive. In addition, we do not understand why cooling the water
dramatically increases the light output or why sonoluminescence is so sensitive to doping with a noble gas. Experimentally, the
spectrum has been unable to be followed past 7 electron volts and so the limits of energy concentration which can be achieved with
sonoluminescence from a single bubble are not yet measured. In addition to yielding clues experiments in progress will most likely
serve to deepen the mystery! [Work supported by the US DOE Division of Advanced Energy Projects; RL is an AT&T Fellow.]

9:20

2aPA3. Experimental determinations of transient conditions during cavitation. Kenneth S. Suslick and Kathleen A. Kemper
(Dept. of Chemistry, Univ. of [llinois, 505 S. Mathews Ave., Urbana, IL 61801)

The collapse of cavitation bubbles generates intense local energy release, resulting in extreme local heating, high local pressures,
and high energy chemistry. Determining the local conditions formed during cavitation, however, has proved to be a difficult problem.
In our work, sonochemical reactions and the sonoluminescence that results have been used as quantitative probes of both temperature
and pressure during cavitation. The effective temperatures reached during cavitation can be probed by measurement of the relative rates
of a series of chemical reactions whose temperature dependence is already known. Comparative rate thermometry of multibubble
cavitation (immersion homn at 20 kHz and ~30 W/cm?) yields effective temperatures of ~5200 K in hydrocarbons [K. S. Suslick,
Science 247, 1439 (1990)]. Consistent with this, sonoluminescence in these liquids closely resembles flame emission from excited
states of C,; rotational and vibrational fine structure permits a spectroscopic determination of the emission temperature of C, excited
states at 5080160 K [E. B. Flint and K. S. Suslick, Science 253, 1397 (1991)]. Sonoluminescence from excited state metal atoms is
produced from sonolysis of organometallic compounds, for which the linewidth determines the collisional lifetimes of emitting atoms
and the effective local pressures. For excited state Cr atoms produced from Cr(CQO),, emission lifetime is only 0.20 ps, corresponding
to local densities of --0.15 g/cm? or pressures of =1.5 kBar at 5000 K. [Supported by NSE]

9:45

2aPAJ. Picosecond sonoluminescence from macroscopic to microscopic models. T. Lepoint, F. Mullie, Y. Lambillotte (Lab. de
Sonochimie et d’Ftude de la Cavitation, Inst. Meurice, 1, Av. E. Gryzon, 1070 Brussels, Belgium), M. Goldman, A. Goldman,
and P. Tardiveau (Ecole Superieure d’Electricité, 1192 Gif-sur-Yvette Cedex, France)

The discovery of stable “picosecond” sonoluminescence (SL) has stimulated a great deal of theoretical effort aimed at explaining
this striking result. Instead of assuming a perfectly smooth spherical bubble (as in the hot-spot theory, the converging shock-wave
model or the Casimir effect model), our model is based on bubble deformation and the subsequent disruption of the interface toward
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the end of the collapse. The formation of an intracavity spray via the Taylor (hydrodynamic) or the Rayleigh (electrohydrodynamic)
instabilities and the electrification of the tiny droplets due to the disturbances of the interfacial electrical double layer during the
spraying process are described. The high electrical field (E=10° Vm ™) characterizing a small area of a droplet surface is considered
to be responsible for the field emission process. The formation and expansion of a dense microplasma inside the cavity as a
consequence of the emission of electrons is proposed to be the origin of picosecond sonoluminescence. By means of this model, which
is based both on hydrodynamics and on the microstructure of the bubble interface, the main experimental observations (SL flash
temporal localization and duration, shape of the SL spectrum) can be explained.

10:10-10:25 Break

10:25

2aPAS. Spherical shocks in a van der Waals gas and their stability C. C. Wu (Dept. of Phys., Univ. of California, Los Angeles,
CA 90024) and P. H. Roberts (Univ. of California, Los Angeles, CA 90024)

A theory of sonoluminescence has been developed based on the compression and eventual ionization of air in a bubble by the
converging shock waves generated by the applied acoustic radiation. The air is compressed to such high densities that departures from
the ideal gas law become very significant. An extension to the van der Waals gas has been made to the similarity theory of Guderley
for the structure of spherical shocks in an ideal gas. The linear stability of these shocks has also been examined.

10:50

2aPa6é. Hydrodynamic simulations of bubble collapse and picosecond sonoluminescence. William C. Moss (Lawrence
Livermore Natl. Lab., L-200, P. O. Box 808, Livermore, CA 94550), Douglas B. Clarke, John W. White, and David A. Young
(Lawrence Livermore Natl. Lab., Livermore, CA 94550)

Numerical hydrodynamic simulations of the growth and collapse of a 10-2m air bubble in water were performed. Both the air and
the water are treated as compressible fluids. The calculations show that the collapse is nearly isentropic until the final 10 ns, after which
a strong spherically converging shock wave evolves and creates enormous temperatures and pressures in the inner 0.02 pm of the
bubble. The reflection of the shock from the center of the bubble produces a diverging shock wave that quenches the high temperatures
(>30 eV) and pressures in less than 10 ps (FWHM). The picosecond pulse widths are due primarily to spherical convergence/
divergence and nonlinear stiffening of the air equation of state that occurs at high pressures. The peak temperature at the center of the
bubble is affected strongly by the ionization model used for the air. The results are consistent with recent measurements of sonolu-
minescence that had optical pulse widths less than 50 ps and 30-mW peak radiated power in the visible. [This work was performed

under the auspices of the U.S. Department of Energy by Lawrence Livermore National Laboratory under Contract No. W-7405-Eng-
48.]

11:15

2aPA?Y. Is sonoluminescence collision-induced emission? Lothar Frommhold (Phys. Dept., Univ. of Texas at Austin, Austin, TX
78712-1081) and Anthony A. Atchley (Naval Postgraduate School, Monterey, CA 93943)

An estimate is attempted of the collision-induced emission (CIE) intensity and spectral profile in the visible and near UV region
of the spectrum of N,—y pairs, where x represents another N, molecule or an argon atom, etc., for conditions that correspond to shock
waves believed to exist in sonoluminescence experiments. Calculated profiles consist of superimposed high overtone bands and
resemble measured profiles of sonoluminescence spectra. The intensities calculated on the basis of a few, simple assumptions
concerning the induced dipole surface compare favorably with measurements. The agreement obtained suggests that collision-induced
emission is a viable or even an attractive alternative to bremsstrahlung to explain sonoluminescence. According to the theory presented,
the CIE source is optically thin so that the spectral emission profile is not related to Planck’s radiation law.
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PECOS ROOM, 8:15 A M. TO 12:00 NOON

Session 2aSA

Structural Acoustics and Vibration: Scattering from Elastic Structures

Linda P. Franzoni, Cochair
Department of Mechanical Engineering and Aerospace Engineering, North Carolina State University, Raleigh,
North Carolina 27695-7910

Geoffrey L. Main, Cochair
Office of Naval Research, 800 North Quincy Street, Arlington, Virginia 22217

Contributed Papers

8:15

2aSAl1. Energy flux vector field in an ensonified elastodynamic
sphere. Cleon E. Dean (Dept. of Phys., Georgia Southern Univ.,
Landrum Box 8031, Statesboro, GA 30460) and Michael F. Werby
(NRL, Stennis Space Center, MS 39529-5004)

Recent interest has been shown in the energy flux density inside an
ensonified elastodynamic scatterer. A spherical model was chosen as the
simplest and most general geometry to analyze. To properly model the
energy flow in an elastodynamic medium, it is necessary to employ the
elastodynamic equivalent of the Poynting vector. Plots of the vector field
of the elastodynamic intensity are presented with an eye toward the clas-
sification of the type of resonance behavior displayed. Analogies with
other resonance phenomena in related geometries suggest the possibility of
fruitful comparison with resonance modes in shells and plates. [Work in
this area supported by ONR/NRL and by ASEE/ONT Summer Fellowship
Program.]

8:30

2aSA2. On the scattering cross section of bodies in inhomogeneous
medium. Yueping Guo (Dept. of Ocean Engineering, MIT, Cambridge,
MA 02139)

A theorem is proven that relates the scattering cross section of arbi-
trarily shaped scatterers to the scattered far field in one or two particular
directions. This can be regarded as a generalization of the classical optical
theorem (also known as the extinction theorem) for homogeneous medium
of infinite extent. In that case, the scattering cross section is given by the
far field in the forward scattering direction. For a half-space with a bound-
ing surface of arbitrary mechanical properties, it is shown that the scatter-
ing cross section is given by the scattered far field in the specular reflection
direction. For an inhomogeneous medium with abrupt density and sound-
speed change at an interface, the scattering cross section is given by the far
field in both the specular reflection direction and the transmission direction
that obeys the Snell’s law. [Work supported by ONR.]

8:45

2aSA3. Forward scattering from hemispherically end-capped
cylindrical shell in shallow water. Angie Sarkissian (Naval Res. Lab.,
Washington, DC 20375-5350)

When measuring the scattered field from a target in the exact forward
direction, the presence of a significantly stronger indicident field makes the
extraction of the scattered field difficult because the two signals arrive
almost simultaneously. As the position of the target changes, the two sig-
nals arrive at distinct times to make the scattered ficld easicr lo extract. In
a bounded medium, multipath arrivals produce additional complications by
increasing the duration of the incident field. Frequency and time domain
computations are made for the scattered field from a hemispherically end-
capped cylindrical shell placed in a bounded medium where the geometry
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consists of a fixed source, a fixed receiver, and a target placed in between.
The location of the target is varied, to compare the incident field to the
scattered field in both intensity and arrival times.

9:00

2aSAd. Acoustic scattering from a fluid-loaded elastic plate with a
distributed mass inhomogeneity. J. M. Cuschieri (Ctr. for Acoust. and
Vib., Dept. of Ocean Eng., Florida Atlantic Univ., Boca Raton, FL 33431)
and D. Feit (David Taylor Research Center, Bethesda, MD 20084)

The scattering of a plane acoustic wave by a fluid-loaded, thin, elastic
plate, of infinite extent, with a distributed inhomogeuneity is investigated by
solving the equation of motion in the wave-number domain using the
hybrid numerical analytical approach [I. Acoust. Soc. Am. 95, 19982005
(1994)]. The presence of the distributed inhomogeneity in the equation of
motion, when expressed in the wave-number domain, results in a Fredholm
integral equation of the third kind. By substituting for the product of the
response and the plate characteristic equation, the Fredholm integral of the
third kind is reduced to a Fredholm integral of the second kind. The plate
response in the wave-number domain is obtained from the solution of the
Fredholm integral. Inverse Fourier transforming the wave-number domain
response function gives the spatial domain solution for the response. The
hybrid approach is used to perform the inverse Fourier transform. The
scattered pressure is obtained in a similar manner. Response and scattered
pressure results for distributed mass inhomogeneities, with different dis-
tribution functions, are presented and compared to the results for a line
inhomogeneity. [Work sponsored by ONR.]

9:15

2aSAS. Influence of rib resonances on the acoustic scattering from
rib reinforced elastic plates. Angela K. Karali and Sabih I. Hayek
(Dept. of Eng. Sci. and Mech., Penn State Univ., University Park, PA
16802)

In a previous paper [A. K. Karali and S. I. Hayek, J. Acoust. Soc. Am.
95, 2805 (1994)] the analytic model for the prediction of the acoustic
scattered field by infinite elastic plates reinforced with periodic arrays of
line discontinuities was presented. In this paper the analysis is extended to
infinite elastic plates reinforced with periodic arrays of ribs. If actual ribs
are attached to a plate, instead of line discontinuities, their impedances are
frequency dependent. The ribs are modeled as Timoshenko beams attached
to an elastic plate, whose flexural vibrations are modeled using Mindlin’s
plate theory. Analytic expressions for the rib impedances are obtained and
plotted against the normalized frequency of an incoming plane acoustic
wave. The rib impedances show resonances and antiresonances in the
frequency range of 1 to 15 times the classical coincidence frequency of the
plate. The influence of the rib impedance resonances and antiresonances on
the nonspecularly reflected field is demonstrated by direct calculation of
the acoustic scattered field at several critical frequencies of the ribs.
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9:30

2aSA6. Analytical numerical matching for efficient calculation of
acoustic scattering from cylindrical shells. Richard C. Loftman and
Donald B. Bliss (Mech. Eng. and Mater. Sci., Duke Univ., Box 90300,
Durham, NC 27708)

Structural discontinuities in highly coupled fluid/structure systems are
modeled by a novel approach called analytical numerical matching
(ANM). ANM separates the low-resolution global influence of a disconti-
nuity from the relatively high-resolution local effects. A continuous,
smoothed replacement for a fundamental structural discontinuity is con-
structed so that the system is identically unchanged beyond a small
smoothing region. Simultaneously, the precise local effect of smoothing
the discontinuity is retained in analytical form. The smoothed problem is
solved by numerical techniques, with rapid convergence and reduced com-
putational cost. The original discontinuous character is restored, using the
analytical expression for the local difference between the smoothed and the
original problems. ANM has been successfully applied to acoustic scatter-
ing from a thin, infinitely long cylindrical shell, with multiple structural
discontinuities. Local solutions for line discontinuities with radial, tangen-
tial, and rotational constraints have been formulated using ANM. Line
constrained scattering problems, as well as line driven problems, are in-
vestigated. The ability of analytic numerical matching to replace a discon-
tinuous physical problem by a well-behaved continuous one for numerical
evaluation, while ultimately retaining the original geometry and physical
behavior, is illustrated. [Work supported by ONR.]

9:45

2aSA7. Approximate closed-form analysis of modal coupling for
radiation and scattering from fluid loaded structures. Linda P.
Franzoni (Mech. and Aerospace Eng., North Carolina State Univ.,
Raleigh, NC) and Donald B. Bliss (Duke Univ., Durham, NC 27708)

Modal analysis is often used in problems involving radiation and scat-
tering from fluid loaded structures. The modal formulation leads to a
coupled system of equations for the modal amplitudes. Typically, structural
modes are coupled through the effects of the fluid. In practice, modal
coupling is sometimes assumed unimportant, enabling modal coefficients
to be solved independently in closed form. This approach is particularly
appealing when subsequent analytical treatment of expressions is desir-
able. The validity of this approach, including the order of the error in-
volved in neglecting coupling is discussed. It is shown that the principat
effects of weak modal coupling can be incorporated in a simple way
without solving the fully coupled system. An approximate closed-form
solution for weakly coupled systems of equations is developed. The ap-
proximation is found to work well, even in systems where coupling is
fairly strong. The approximate form gives physical insight into the domi-
nant effects of modal coupling, and shows that neglecting coupling may
lead to significant errors. The effects of coupling are assessed by solution
of model problem involving acoustic scattering from a fluid loaded plate.
Solutions are compared for three methods: fully coupled, uncoupled, and
the approximate analysis. [Work supported by ONR.]

10:00-10:15 Break

10:15

2aSAS8. Reciprocity relations for endcap scattering of natural waves
on a fluid-loaded cylindrical shell. P. W. Smith, Jr., Kevin D. LePage,
and J. Gregory McDaniel (Bolt Beranek and Newman, Inc., 70 Fawcett
St., Cambridge, MA 02138)

The response field on a finite axisymmetric elastic shell is approxi-
mated by a limited set of lightly damped natural waves which are coupled
to each other and to far-field sound by the scattering process at the end-
caps. In this talk the constraints upon the scattering functions that are a
consequence of the principle of reciprocity are obtained through analysis.
Results show that the reciprocity constraints predicted for a thin shell
example agree well with the observed behavior of natural wave scattering

3242 J. Acoust. Soc. Am., Vol. 96, No. 5, Pt. 2, November 1994

as predicted by SARA 2D finite-element methods. [Work supported by
ONR/]

10:30

2aSA9. Experimental investigation of backscatter from an internally
loaded cylindrical shell with a constrained layer damping treatment.
Michael Klausbruckner, Matthew Conti, Ira Dyer, and J. Robert Fricke
(Dept. of Ocean Eng., MIT, Cambridge, MA 02139)

Previous investigations have examined the backscatter from empty and
internally loaded shells with no damping treatment, demonstrating the
primary importance of helical shear waves. The helical waves contribute to
large backscatter for aspect angles within 30 deg of normal for the empty
shell. The region increases to 45 deg of normal for the internally loaded
shells. A constrained layer was applied to the cylindrical section of an
internally loaded shell to damp the helical waves while decoupling them
from the internal structures. The intended effect was to lower the back-
scatter levels and reduce the angular width of strong backscatter to within
30 deg of normal. This preliminary investigation demonstrates the achieve-
ment of each of these goals. In addition, the importance of direct acoustic
backscatter from the attachment locations of the internal rings was high-
lighted. The bistatic measurements were conducted over a frequency range
of 2.5<ka <10, corresponding to 3/4 to 3 times the ring frequency of the
shells. [The authors acknowledge the assistance of NRI for acquisition of
data. Work supported by ONR.]

10:45

2aSA10. Point-matching technique for scattering of Stokesian flows
around axisymmetric bodies. Scott A. Wymer, Renata S. Engel, and
Akhlesh Lakhtakia (Dept. Eng. Sci. and Mech., The Pennsylvania State
Univ., 227 Hammond Bldg., University Park, PA 16802-1401)

In solving for velocity and pressure fields in a slow, viscous, incom-
pressible fluid, frequency-domain scattering techniques can be brought into
action by taking the Fourier transform of the equations describing Stoke-
sian flows. This is exemplified by considering the scattering of a transverse
plane wave by an impenetrable axisymmetric body immersed in a fluid
modeled by the unsteady Stoke’s equation, the wave number in the ambi-
ent Stoke’s fluid being necessarily complex. The pressure and velocity
phasors satisfy the Laplace and the Helmholtz equations, respectively, and
are written as sums of incident and scattered components. These compo-
nents are then expanded in terms of spherical harmonic functions. The
point-matching technique is used to satisfy boundary conditions on a dis-
crete set of points on the surface of the scattering body. Convergence of the
resulting series solutions is studied for spheroids of different aspect ratios
and for varying wave numbers.

11:00

2aSA1l. Acoustics wave diffraction on a cylindrical shell with two
local masses. Rostislav A. Dudnik and Andrei B. Kolpakov (Dept. of
Phys., Inst. Arch. & Civil Eng., 65 II’inskaya St., 603600 N.-Novgorod,
Russia)

The diffraction of a plane sound wave on a thin cylindrical shell having
inhomogeneity presented by two identical inertia masses fastened sym-
metrically on its surface is considered. It is shown that the field scattered
by such a shell presents a superposition of the ficlds radiated by both the
symmetrical and antisymmetrical low-frequency azimuth modes excited
depending on the direction of initial wave propagation toward the vertical
plane of the shell symmetry (&=0; ®=180). In support of the existence of
corresponding nonsingular normal velocity distributions, a specialized ex-
perimental investigation was carried out for the force-excited shell models.
The experimental investigation of near as well as far acoustical fields of
these shell was executed also. The calculation results of frequency re-
sponses and directionality diagrams of the field scattered by the shell with
two masses fastened diametrically opposed at the initial only symmetrical
oscillations are presented. These results are compared with analogous re-
sults for the shell having one inertia mass (at ®=180). It was found that
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the radiation level control is possible for the investigated oscillation struc-
ture by such division of a unit inhomogeneity in certain frequency ranges.

11:15

2aSA12. Scattering of sound by a free-flooded cylindrical shell. K.
Steven Kim (Signatures Directorate, Carderock Div., Naval Surface
Warfare Ctr., Bethesda, MD 20084-5000)

Scattered acoustic pressure fields are obtained when a free-flooded
cylindrical shell of finite length is subjected to plane waves incident ob-
liquely to the axis of the cylindrical shell. Integral equations are formulated
for the cases of a rigid thin shell and a elastic thin shell with simply
supported boundary condition at both ends. Equations are solved by a
Rayleigh—Ritz type approach. Near-field and far-field acoustic pressures of
the scattered sound are calculated. Scattered far-field acoustic pressures for
a short shell and a long shell are discussed.

11:30

2aSA13. Enhanced backscatter in finite reverberant systems.
Richard L. Weaver (Dept. of Theor. and Appl. Mech., Univ. of Illinois,
104 South Wright St., Urbana, IL 61801)

Enhanced backscatter, in which reverberant signal levels at the position
of a transient source are greater than mean reverberant signal levels else-
where, is studied analytically and numerically. Popular weak localization
arguments, in which descriptions of responses in terms of incoherent rays
are modified to include some effects of coherent interference, indicate that
the mean-square response at the source should be twice as large as it is at

TUESDAY MORNING, 29 NOVEMBER 1994

other points. A modal analysis, however, shows that the actual ratio should
be three. A more detailed theory shows that the enhanced return factor is 2
at moderate times, but 3 at late times comparable to the modal density. The
theory indicates that the factor of 2 is achieved only if the eigenfrequency
statistics have the spectral rigidity predicted by random matrix theory.
Thus a connection between spectral rigidity and weak localization is hinted
at. Numerical solutions in model undamped two-dimensional reverberation
rooms are found to agree with the theory. The effect of damping on these
results is also investigated.

11:45

2aSA14. Scholte interface wave on a cylindrical shell. G. Maze, F.
Léon, F. Lecrog, D. Décultot (LAUE, URA 1373 of the CNRS, Univ. of
Le Havre, 76610 Le Havre, France), and H. Uberall (Univ. of Le Havre,
France and Catholic Univ., Washington, DC 20064)

The fluid-borne interface wave on an evacuated cylindrical shell im-
mersed in water is known as Scholte—Stoneley wave, or also as A wave
[Talmant et al., 1. Acoust. Soc. Am. 86, 278 (1989)]. The resonances of
this wave, caused by phase matching upon its multiple circumnavigations
of the scattering object, can be abserved in the backscattering spectra of
incident sound waves within a frequency window that depends on the shell
thickness, for thicknesses less than 40% of the cylinder radius. The inter-
action between the flexural wave A in the shell, and the Scholte wave is
studied in detail as a function of shell thickness. Dispersion curves for the
A and the Ay waves are presented, indicating a region of repulsion between
these two curves corresponding to a change of the physical nature of the
two waves.

BALLROOM A, 8:30 TO 11:45 A M.
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Session 2aSP

Speech Communication and Engineering Acoustics: Microphone Arrays: Design and Applications I

James L. Flanagan, Cochair
CAIP Center, Busch Campus, Rutgers University, Core Building 706, Piscataway, New Jersey 08855-1390

Harvey F. Silverman, Cochair
Laboratory for Engineering Man/Machine Systems, School of Engineering, Brown University, Providence,
Rhode Island 02912

Qiguang Lin, Cochair
CAIP Center, Rutgers University, Core Building, Frelinghuysen Road, Piscataway, New Jersey 08855-1390

Chair’s Introduction—8:30

Invited Papers

8:35

2aSP1. Microphone systems and signal processing: New opportunities in sound capture. I. L. Flanagan (CAIP Ctr.,, Rutgers
Univ., Piscataway, NJ 08855-1390) and H. F. Silverman (Brown Univ., Providence, RI 02912)

Over the recent past, advances in two technical areas have opened new opportunities for sophisticated sound capture at distances.
High-quality low-cost acoustic sensors, primarily in the form of electret microphones, are plentiful and can be used in large numbers.
Continued progress in microelectronics now provides enormous amounts of economical computation. These incentives have stimulated
research in new techniques for sound capture in practical acoustic environments—such as conference halls, noisy computer rooms,
teleconferencing facilitics, and mobile communication. Recent research has embraced the design of large-scale two- and three-
dimensional arrays of microphones, and the implementation of algorithms for automatic sound source location. This report reviews the
status of research in these areas. It also highlights the emerging applications of distant-talking sound capture for hands-free operation
of communications equipment such as automatic speech recognizers. [This research is supported by the National Science Foundation
under Contract #MIP 9314625.]
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8:55

2aSP2. Practical issues in the use of a frequency-domain delay estimator for microphone-array applications. John Adcock,
Joe DiBiase, Michael Brandstein (Box D, Brown Univ., Providence, RI 02912), and Harvey F. Silverman (Brown University,
Providence, RI 02912)

A frequency-domain delay estimator has been used as the basis of a microphone-array talker location and beamforming system [M.
S. Brandstein and H. F. Silverman, Techn. Rep. LEMS-116 (1993)]. While the estimator has advantages over previonsly employed
correlation-based delay estimation methods [H. F. Silverman and S. E. Kirtman, Comput. Speech Lang. 6, 129-152 (1990)], including
a shorter analysis window and greater accuracy at lower computational cost, it has the disadvantage that since delays between
microphone pairs are estimated independently of one another, there is nothing to ensure that a set of estimated delays corresponds to
a single location. This not only introduces errors in talker location but degrades the performance of the beamformer. A method for delay
estimation and tatker location with a microphone array is described that preserves the low computational complexity and rapid tracking
ability of the frequency-domain delay estimator, while improving the coherence and stability of the estimated delays and derived
source locations. Experimental results using data from a real 16-clement array are presented to demonstrate the performance of the
algorithms. [Early work principally funded by DARPA/NSF Grant IRI-8901882, and current work by NSF Grant No. 9314625.]

9:15

2aSP3. A constant-directivity beamforming microphone array. Gary W. Elko, Thomas C. Chou, Robert I. Lustberg, and
Michael M. Goodwin (Acoust. Res. Dept., AT&T Bell Labs., 600 Mountain Ave., Murray Hill, NJ 07974)

The quality of audio teleconferencing in large rooms and noisy environments can be increased with the use of steerable directional
microphone arrays. A minimum bandwidth of 4 oct is required to faithfully transmit the speech signal. In a typical teleconferencing
arrangement, only discrete angular directions are of interest and therefore the microphone steering directions are quantized. A standard
delay-sum beamformer can result in noticeable frequency response changes as the talker moves between these steering locations. In
an effort to mitigate this problem, a broadband constant-directivity beamformer has been designed and constructed. A few of the
algorithms developed in this work will be discussed and compared to existing technigues. Basically, the solution revolves around the
design of FIR filters that are inserted in the delay-sum beamformer after each element. A constant-beamwidth 4 oct steerable linear
array microphone using directional elements will be described. A real-time implementation utilizing multiple AT&T DSP3210 digital
signal processors is also described.

9:35

2aSP4. Hands-free mobile telephony by means of an adaptive microphone array. Sven Nordholm, Ingvar Claesson, Sven
Nordebo, and Mattias Dahl (Dept. of Signal Process., Univ. of Karlskrona/Ronneby S-372 25 Ronneby, Sweden)

By employing speech generation models and new algorithms more and more a priori information about speech signals is utilized
in speech recognition and speech coding. A fair signal-to-noise ratio is therefore required to ensure that the a priori information is
correct. This implies a need for noise reduction under adverse conditions, such as hands-free operation of telephones in the car
compartment or speech recognition in cars [S. Nordholm et al., “Adaptive Array Noise Suppression of Handstree Speaker Input in
Cars,” IEEE Trans. Veh. Tech. 42, 514—518 (1993)]. The paper presents two adaptive microphone array schemes, aimed for this
situation. The first, denoted spatial filtering generalized sidelobe canceller (SFGSC), gives good noise suppression with little distortion
of the speech but requires careful calibration. The second, denoted adaptive microphone array employing calibration signals recorded
on-site (AMAEC), facilitates a simple built-in calibration. It is beneficial from a user point of view to use a calibration signal recorded
on site eliminating amplifier tuning and microphone selection. The calibration can be done within 60 s. The AMAEC calibrates the
array to the speakers’ location, microphone positions and lobe gains, amplifiers, and to the acoustic environment in the car. No a priori
information about signal statistics or array geometry is utilized. [Work supported by Nutek.]

9:55-10:10 Break

10:10

2aSPS. Robust hands-free speech recognition. Qiguang Lin, Chi Wei Che, and James Flanagan (CAIP Cir., Rutgers Univ.,
Piscataway, NJ 08855-1390)

When speech recognition technology moves from the laboratory to real-world applications, there is increasing need for robustness.
This paper describes a system of microphone arrays and neural networks (MANN) for robust hands-free speech recognition. MANN
has the advantage that existing speech recognition systems can directly be deployed in practical adverse environments where distant-
talking sound pickup is required. No retraining nor modification of the recognizers is necessary. MANN consists of two synergistic
components: (1) signal enhancement by microphone arrays and (2) feature adaptation by neural network computing. High-quality
sound capture by the microphone array enables successful feature adaptation by the neural network to mitigate environmental
interference. Through neural network computation, a matched training and testing condition is approximatcd which typically clevatcs
performance of speech recognition. Both computer-simulated and real-room speech input are used to evaluate the capability of MANN.
Measurements of isolated-word recognition in noisy, reverberant, and distant-talking conditions show that MANN leads to a word
recognition accuracy which is within 4%—-6% of that obtained under a close-talking condition in quiet.

10:30
2aSP6. Wideband microphone array for hearing aid preprocessing. Kung Yao (Elect. Eng. Dept., Eng. IV, 68-113, UCLA, Los
Angeles, CA 91403-1594), Sigfrid D. Soli (House Ear Inst., Los Angeles, CA 90057), and Dan Korompis (UCLA, Los Angeles,
CA 91403-15%4)
Speech communication in environments with low signal/noise ratios (SNRs) is a primary complaint of the hearing impaired.

Microphone beam formation techniques provide an effective approach to improving SNR in these environments. A novel, fixed
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microphone array is being developed with user-controlled mainlobe spatial look direction and attenuation band(s), and with a flat
frequency response over the speech bandwidth. The array of R microphones and L taps per microphone maximizes energy concen-
tration over a spatial look region and frequency band, subject to spatial and frequency constraints. Constrained maximization of
w* Aw/w*Bw is required, where A and B are matrices specifying spatial and frequency factors, and w is the RL dimensional weight
vector. The constraining subspace is specified by the array values, derivative values, and spatial directional constraints; w is obtained
as the solution of a tractable unconstrained full-rank lower dimensional generalized eigenvalue problem. Numerical and simulation
results for different values of R and L and for different bandwidths will be reported, as well as results of preliminary listening tests
with normally hearing and hearing impaired individuals. The feasibility of real-time acoustic beamformers with arrays for hearing aids,
and the advantages of this scheme over conventional adaptive schemes will also be discussed.

10:50

2aSP7. A large microphone array for outdoor sound propagation studies. David I. Havelock (Inst. for Microstructural Sci.,
National Research Council, Ottawa, ON K1A OR6, Canada)

A sound field propagating outdoors is perturbed by the turbulence in the atmosphere. To study the fluctuations due to turbulence,
the sound field is measured simultaneously at a large number of points using a microphone array. The array consists of 64 microphones
which can be configured in a variety of geometries ranging from small patches of only a few square meters to an elongated array
spanning 700 m. Remote “satellite” arrays are also possible. The data are collected and processed in a mobile equipment trailer. The
microphones, electronics, data collection, and processing are described and practical aspects of deploying the array are discussed. The
design criteria and example applications of the array are also discussed.

11:10-11:15 Break

11:15~11:45 PANEL DISCUSSION

TUESDAY MORNING, 29 NOVEMBER 1994 BALLROOM B, 8:00 A.M. TO 12:00 NOON

Session 2aUW

Underwater Acoustics: Moderate-to-High Frequency Bottom Interacting Acoustics I

Mohsen Badiey, Chair
Code 3240A, Office of Naval Research, 800 North Quincy Street, Arlington, Virginia 22217-5660

Chair’s Introduction—8:00
Invited Papers

8:05

2aUWL. The investigation of millimeter scale heterogeneity in Coastal Benthic Boundary Layer sediments using
microresistivity and x-ray imaging of “diver” cores. Peter D. Jackson (British Geological Survey, Keyworth, Notts NG12 5GG,
UK), Kevin B. Briggs (Naval Res. Lab., Stennis Space Center, MS 39529-5004), Robert Flint (British Geological Survey,
Keyworth, Notts NG12 5GG, UK), Michael A. Lovell, and Peter K. Harvey (Univ. of Leicester, Leicester LE1 7RH, UK)

A micro-resistivity imaging technique, developed for use on 70-mm “half-round” slabbed core has been adapted for use with larger
“diver” cores, 33 mm thick, 350 mm wide, and 440 mm long. This resistivity technique is shown to have a resolution of 5 mm and
to operate in a manner which is complimentary to x-ray photography. Theoretical and practical examples are presented showing
responses to individual heterogeneity such as shells. The benefits of 3-D investigations are explored via numerical models are shown
to be beneficial even in cores such as those above having a “flat” aspect ratio. The microresistivity method is shown to be particularly
sensitive to layered structures and the presence of shells within the very high porosity surface layers in Eckernforde Bay (89% porosity
0-10 cm below sea floor). [Work supported by U.S. Navy.]

8:25

2aUW2. Correlation functions for sediment acoustic properties. Kevin B. Briggs (Scafloor Sciences Branch, NRL, Stennis Space
Center, MS 39529)

Models for sediment volume scattering require knowledge of the correlation functions for sediment sound velocity and density (or
porosity). High-resolution vertical correlation functions of these properties have been estimated using sediment porosity and com-
pressional wave velocity data measured vertically at regular, closely spaced intervals from diver-collected core samples. Because the
data series are truncated owing to a limited core length, the correlation functions were estimated using a first-order autoregressive
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model and autocorrelations were calculated with Burg’s algorithm. Correlation length estimates were from a variety of shallow-water
sites. Relationships between grain size and correlation length are discussed.

8:45

2aUW3. Modeling the near-bottom seafloor. Robert D. Stoll (Lamont-Doherty Earth Observatory of Columbia Univ., Palisades,
NY 10964)

In mine counter measures work and other seafloor engineering applications, there are two distinctly different classes of sediment
properties that play important roles in object detection and sonar performance—those that determine if an object will sink into the
bottom or stay fully or partially exposed and those that control the penetration of high-frequency sonar signals into the bottom. The
ability of the seafloor to support an object depends largely on shearing strength which is a nonlinear, large-strain property associated
with plastic deformation and complete disruption of the in-situ structure. In contrast, the complex velocity (speed and attenuation) of
low-amplitude geoacoustic signals is a small-strain property that can be trealed to a good approximation using lincar theories. Both
classes of response and their interaction are discussed using insights gained from the Biot-Gassmann theory. This theory allows
extrapolation from low- to high-frequency response and examination of the effects of various parameters such as gas content and low
overburden pressure. In particular the effect of recently measured high attenuation and velocity gradients is discussed and a correlation
between shear strength and shear-wave velocity is shown. [Work supported by NRL, CBBLSRP]

9:05

2aUW4. Microstructural modeling of clay sediments in Eckernfoerde Bay. Jack J. Kolle, Alan C. Mueller (QUEST Integrated,
Inc., 21414 68th Ave. S., Kent, WA 98032), and Jack Dvorkin (Stanford Univ., Stanford, CA 94305)

A finite-element microstructure analysis code was used to model the geoacoustic properties of shallow marine clay sediments in
Eckernfoerde Bay which has been the subject of an intensive geoacoustic and geotechnical study (Coastal Benthic Boundary Layer—
Special Research Program). Uniaxial strain and pure shear were applied to two-phase microstructure models with generalized, periodic
plane-strain boundary conditions to generate anisotropic bulk and shear moduli. Analyses were carried out on two length scales: clay
microfabric (xm) and gas-filled inclusions (mm). The clay microstructure was modeled as a random lattice of Illite platelets with a
density and porosity equivalent to average values observed in shallow Eckernfoerde Bay sediments. Saturated and dry framework
moduli were calculated and the effective medium velocities were compared with observed velocities. The analysis suggests that shear
wave propagation in these sediments is not supported by the framework structure but by differential compression of fluid-filled pores.
Radiographic images of pressurized cores containing gas-filled inclusions with dimensions of a few millimeters were also analyzed.
The analysis indicates a shear wave velocity anomaly related to the inclusion structure. The calculated effective medium velocities are
compared with analytical models of spheroidal inclusions. [Work supported by ONR.]

Contributed Papers

9:25 Eight undisturbed large-diameter (10.1-cm) gravity cores, ranging in
length from 13.5 to 50.5 em, were collected at the CBBL-SRP study site
southeast of Panama City, FL. The recovered sediments varied from coarse
sand and shell fragments near the surface to fine/medium sand at depth.
The Multi Sensor Core Logger was used to measure compressional wave
velocity, density, and attenuation as a function of depth in each of the
unsplit cores in two mutually perpendicular directions. Two spring-loaded

2aUWS. A propagation model for wave motion in saturated granular
sediments. M. H. Sadd, A. Gautam (Mech. Eng. and Appl. Mech. Dept.,
Univ. of Rhode Island, Kingston, RI 02881), A.J. Silva (Univ. of Rhode
Island, Narragansett, Rl 02882), and G. E. Veyera (Univ. of Rhode
Island, Kingston, R1 02881)

Wave propagation in saturated granular sediments is modeled through
discrete element simulation. The sediments under study are assumed to be
primarily sandy, and are 1thus modeled as cohesionless granular material
saturated with pore fluid. Numerical simulation is based on the discrete
element method, a numerical scheme employing a modeling strategy to
determine the translational and rotational motion of all particles in model
material assemblies. For application to wave propagation, the movements
of individual particles are a result of the propagation of disturbances
through the media. Contact laws between adjacent particles are constructed
using elastohydrodynamic lubrication theory, and these relations determine
the contact force as a function of the relative displacement and relative
velocity between neighboring particles. Using these new contact laws,
wave motion simulations of one- and two-dimensional computer-generated
model assemblies have been conducted. Results indicate that the wave
speed and amplitude attenuation are functions of the physical microstruc-
ture or fabric of the discrete medium. Wave speed is inversely related to the
porosity of the solid phase, while attenuation studies indicate that a branch
vector distribution correlates with interparticle force transmission. Model
development and simulation results will be presented.

9:40

2aUWe6. Acoustical properties of undisturbed sands from the West
Florida sand sheet. Horst G. Brandes and Armand J. Silva (Dept. of
Ocean Eng., Univ. of Rhode Island, Narragansett, Rl 02882)
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compressional wave transducers operating at 500 kHz, mounted on the
outside of the liner, were used to measure velocity and attenuation, and a
Cs-137 gamma ray source with scintillation counter were used to measure
bulk density. In the longest of the cores, PC-GC-623, compressional wave
velocity varied between 1700 and 1730 m/s in the upper 10 cm and be-
tween 1650 and 1700 m/s below that depth. Attenuation decreased slightly
with depth, with most values falling between 0.3 and 0.5 dB/kHz/m (with
reference to core liner filled with water). Density was relatively depth-
independent and ranged between 1.8 and 1.9 g/cm®.

9:55

2aUW7. Optimizing finite difference schemes for wave propagation
in high-loss viscoelastic materials. Mark A. Hayner and J. Robert
Fricke (Dept. Ocean Eng., MIT, Cambridge, MA 02139)

An optimization technique is discussed which improves the numerical
efficiency of the finite difference method with memory variables used to
analyze wave propagation in high-loss materials [ 7=Q(1)] [Blanch ez al.,
“Viscoelastic finite difference modeling,” Rice University Tech. Rep.
TR93-04 (1993)]. With the conventional use of memory variables, the
relaxation function of a viscoelastic material is modeled with a series of
decaying exponential functions. The amplitudes and relaxation times of
these exponentials are then matched, as closely as possible, to the behavior
of the viscoelastic material. Using the new optimization technique, the
error of the finite difference method, which is completely predictable using
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the von Neuman method, is accounted for during the matching process
reducing the total error. For narrow-band models, the reoptimization pro-
cess can reduce run times and memory requirements for 2-D models by
about 8X and 4X, respectively. The usefulness and accuracy of this tech-
nique versus analytic methods are demonstrated.

10:10-10:30 Break

10:30

2aUW8. The effects of a thin slow sediment layer on shallow water
acoustic field. E. C. Shang and Y. Y. Wang (CIRES, Univ. of Colorado/
NOAA/Environmental Tech. Lab., Boulder, CO 80303)

The seabottom often has a thin layer on its top and the sound speed in
this thin layer is less than in water. It has been found that this thin layer can
significantly affect the acoustic field in water column. First, it changes the
bottom reflection character, and, on the other hand, it changes the modal
wave-number difference: D,,,=2m(k,,—k,) . Those two factars deter-
mine the basic features of the acoustic field—the modal interference pat-
tern and the modal attenuation rate. Based upon the sensitivity analysis,
bottom parameter estimation scheme is proposed.

10:45

2aUW9. Consistent geoacoustic models in the frequency range
50-5000 Hz. Charles W. Holland, Peter Neumann, and Greg Muncill
(Planning Systems Inc., 7923 Jones Branch Dr., McLean, VA 22102)

The process of creating a geoacoustic model begins with the process of
defining the dominant mechanisms that control bottom interaction for the
frequency range and application of interest. For example, a geoacoustic
model that treats the seafloor reflection process might be much simpler
than a geoacoustic model which treats bottom interaction (i.e., general
bi-static scattering including reflection and backscattering as special
cases). The following step is to determine values for the parameters that
describe those physical mechanisms of importance. This is typically ap-
proached by a combination of direct measurements (e.g., core data), em-
pirical modeling {e.g., Hamilton relations [E. L. Hamilton, J. Acoust. Soc.
Am. 68, 1313-1340 (1980)]}, or by inversion the acoustic data. The result
can be tested by comparing the geoacoustic model predictions (used as
primary inputs to an acoustic model) against measured acoustic data.
Geoacoustic model predictions and comparisons with acoustic data and are
given for a variety of marine environments. A geoacoustic model that is
successfully employed for both seafloor reflection and scattering is dem-
onstrated. [Work supported by the ONR/AEAS Program.]

11:00

2aUW10. Boundary conditions and the theory of acoustic
attenuation in lossy fluid seabeds. Grant B. Deane (Marine Phys.
Lab.-0238, Scripps Inst. of Oceanogr., 9500 Gilman Dr., La Jolla, CA
92093-0238)

During the last decade the traditional view that acoustic attenuation in
marine sediments is linear in frequency from seismic to ultrasonic frequen-
cies has been re-examined [A. C. Kibblewhite, J. Acoust. Soc. Am. 86,
716-738 (1989)]. In particular, there is a growing body of evidence from
the ocean acoustic and marine seismology communities that the character-
istics of attenuation in marine sediments are compatible with the Biot—
Stoll theory for porous media. The Biot—Stoll formulation predicts a range
of frequency dependencies, according to which of a number of attenuation
mechanisms, including viscous dissipation, is dominant. The question of
how different attenuation mechanisms can be accounted for in a fluid
description of sediments will be examined. The convention of complex
sound speed does not account for all the effects of absorption due to
viscous dissipation when quantities involving both the pressure and veloc-
ity field are considered. An example of such a problem is the Pekeris
waveguide with a lossy basement. The effect of viscous dissipation can be
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accounted for by adopting a convention that amounts to introducing a
complex quiescent density.

11:15

2aUWI11. Acoustic backscattering by the anisotropic and dipped
structure of velocity fluctuations within the bottom sediments.
Tokuo Yamamoto (Appl. Marine Phys. Div., RSMAS, Univ. of Miami,
Miami, FL 33149)

The three-dimensional power spectra of the velocity fluctuations within
the seabed measured by high-frequency (1-50 kHz) crosswell acoustic
tomography experiments indicate that the velocity fluctuation spectra are
anisotropic in general and are often dipped; i.e., the major and minor axes
of anisotropy are tilted from the vertical and the horizontal direction
(Yamamoto, this meeting). The aspect ratio of the horizontal scale to the
vertical scale ranges from 4 to 10 in the shallow-water sediments. The
angle of tilt, called dip, is found as large as 30 deg. The intensity of the
fluctuation spectrum depends on the sediment type. These parameters of
the three-dimensional power spectrum affect the scattering of acoustic
waves. An analytical solution to acoustic wave scattering by a dipped
anisotropic 3-D velocity fluctuations in the sediments has been obtained.
The strong dependence of acoustic backscattering on the grazing and azi-
muthal angle observed by Jackson and Briggs (1993) is excellently pre-
dicted when the realistic anisotropy and dip structures of the velocity
fluctuations are incorporated in this analytical model of scattering by sedi-
ment volume fluctuation. [Work supported by ONR.]

11:30

2aUW12. Infiuence of sediment transport events upon bottom
backscattering, Eckernfoerde Bay. Darrell Jackson (Appl. Phys. Lab.,
Univ. of Washington, 1013 NE 40th St., Seattle, WA 98195) and L. D.
Wright (Virginia Inst. of Marine Sci., College of William and Mary,
Gloucester Point, VA 23062-1346)

In Spring 1993, oceanographic and acoustic apparatus were deployed
in Eckernfoerde Bay, Baltic Sea. An instrumented tetrapod recorded physi-
cal data, revealing turbidity events associated with resonant internal waves.
Acoustic bottom backscattering data at 40 kHz were acquired simulta-
neously and show features that correlate with the turbidity events. Such a
correlation is surprising as estimates of shear velocity suggest that bottom
stress never reached the critical magnitude necessary to resuspend sedi-
ment; rather the turbidity events appear to involve advection from a distant
location. Correlations are evident in comparisons of acoustically derived
time series for change in temperature and change in echo character with
time series from current meters, optical backscattering sensors, and ther-
mistors. [Work supported by the NRL CBBL Special Research Program.]

11:45

2aUW13. Normal-mode description of reverberation with a finite
area bottom patch average. J. LeMond (Appl. Res. Labs., Univ. of
Texas at Austin, Austin, TX 78713)

A normal-mode reverberation model is presented that includes the ef-
fects of modal interference among spatially correlated fields scattered
within a patch of (nearby) bottom locations. At each frequency the inte-
grated scattered field from a bottom patch as a function of patch size is
calculated from an explicit normal-mode expression. The time integrated
reverberation level at each frequency is computed by squaring this contri-
bution from each patch and summing over bottom patches. As a function
of source/receiver separation, the time integrated reverberation levels com-
puted with the finite patch description oscillate about a mean that is con-
sistently lower than the levels obtained in the zero patch area limit. Results
from a study of the dependence of the level differences and oscillation
magnitudes on environment, frequency and patch area are presented.
[Work supported by the Advanced Surveillance and Prediction System
(ASAPS) Program of the Space and Naval Warfare Systems Command
(SPAWAR, PMW 183-32).]
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TUESDAY AFTERNOON, 29 NOVEMBER 1994 BRAZQOS ROOM, 1:00 TO 5:00 P.M.

Session 2pAA

Architectural Acoustics: Performance and Recording Spaces for Popular Music and Topics in Isolation and
Reverberation

Richard E. Boner, Chair
Boner Associates, Inc., 200 East 30th Street, Austin, Texas 78705

Chair’s Introduction—1:00

Invited Papers

1:05

2pAAL. “..through the glass darkly...” or designing for the needs of traveling groups in a multipurpose performing arts
facility. Dana S. Hougland and Edward L. Logsdon (David L. Adams Associates, Inc., 1701 Boulder St., Denver, CO 80211)

Predicting and designing for the everchanging acoustic and electroacoustic needs of a traveling show utilizing multipurpose
performing arts facilities is an ongoing challenge. Most communities cannot afford the luxury of building and maintaining single-
purpose performing arts facilities. There is a need to accommodate a variety of local or resident performing arts groups, as well as
traveling shows. Shows may range from simple lectures to Broadway show productions, as well as the everincreasing number of
multimedia performances. Measures to facilitate the traveling show performances must be simultaneously unobtrusive when not in use,
and readily accessible to the crew of each traveling show. The successes and failures of various techniques are presented and critiqued.

1:35

2pAA2. Popular music performance and acoustics in spaces designed primarily as sports halls. Jack Wrightson (WJHW, Inc.,
13714 Gamma Rd., Ste. 110, Dallas, TX 75244)

Large indoor sports arenas have always served a secondary function as venues for other types of entertainment and as gathering
spaces. The reasons include available capacity to serve large crowds, proximity to dense population centers, and the economic needs
of the facilities themselves, which cannot afford to operate as a single-season sport franchise. The rise in popularity of the touring
“rock acts” is examined, as well as other types of musical presentations, and some of the acoustical planning considerations needed
to reasonably successfully accommodate the diverse acoustical needs of various types of entertainment in these halls are discussed.
Examples and lessons from recent work will be presented.

2:05

2pAA3. Current trends in pop music recording facilities. Russ Berger (Russ Berger Design Group, Inc., 4004 Beltline, #110,
Dallas, TX 75244)

The design of current recording facilities is being influenced by several factors. The proliferation of digital signal processing
equipment, signal acquisition, and storage media have sparked changes in the way recording studio facilities are used. The mixture of
programmed synthesis with acoustic studio performance and the resulting changes in recording technique also provide a significant
influence on the design of pop music recording facilities. The impact these changes are having on facility layout, configuration, and
function; noise and vibration control; the architectural acoustic environment of studios and control rooms; and the electroacoustic
interface will be discussed.

Contributed Papers

2:35 environment, and that the reverberation time should be somewhat higher
than that of the “protestant church™ curve as presented in Acoustics by

2pAA4. Auditorium characteristics and a cappella music. William Beranek. [Work supparted by Ryan & Assaciatcs.]

W. Ryan, Jr. (Harding Univ., Box 2239, Searcy, AR 72149-0001)

Many authors have presented the typical curves of reverberation time 2:50
versus volume for various auditorium functions, such as religious, concert
hall, opera, etc. Most of the religious curves suggest that the auditorium
will be used for instrumental (piano or organ) accompaniment of the sing-
ing, whether congregational or choir. This paper presents the preliminary
results of a congregational survey to discover what the participants of a

2pAAS. Music critic listening experiment at Dallas® Meyerson
Symphony Center—A progress report. David Lubman (D. Lubman &
Associates, 14301 Middletown Lane, Westminster, CA 92683) and
Gary W. Siebein (Univ. of Florida, Gainsville, FL. 32611)

cappella music desire. A plot of the reverberation times and volumes for Professional music critics often pass judgment an concert hall acous-
the auditoriums of the participating congregations is also presented. From tics in their reviews. Because of the wide circulation given to their reviews,
these preliminary results, it appears that the desire is for a more lively music critics may strongly influence public perceptions of the acoustical
3248 J. Acoust. Soc. Am., Vol. 96, No. 5, Pt. 2, November 1994 128th Meeting: Acoustical Society of America 3248

vnloaded 27 Jun 2010 to 192.38.67.112. Redistribution subject to ASA license or copyright; see http://asadl.org/journals/doc/ASALIB-home/info/terms



merits of concert halls. Surprisingly, no systematic study has been reported
comparing critics’ acoustical judgments with those of musicians and of
ordinary listeners in the same hall, despite its potential value to both
acoustical and critic communities. For this reason, the ASA launched a
cooperative effort with the Music Critics Association of North America
(MCANA). lts first step was an informal experiment at Dallas’ Meyerson
Symphony Center during MCANA’s June 1994 meeting. The critics’ meet-
ing provided a potential opportunity to obtain acoustical assessments from
a significant number of critics attending symphony concerts in the same
hall. Standard survey forms and instructions were placed in the registration
packets of about 75 music critics at check-in, and were distributed ran-
domly to about 1000 volunteers attending concerts on two consecutive
nights. Disappointingly, of 138 survey forms returned so far, only about 10
are from critics. This could improve by presentation time. Survey results
and lessons learned will be reported. [Work supported with private donor
and TCAA Technical Initiative Funds.]

3:05-3:15 Break

3:15

2pAAG6. Acoustics of large homes. James E. Bruce, Charles T. Moritz,
and Robert D. Bruce (Collaboration in Sci. and Technol., Inc., 15835 Park
Ten Place, Ste. 105, Houston, TX 77084-5131)

Many large houses (in excess of 5000 square feet) have recently been
built in the Houston, TX area. Some of these houses are constructed on
speculation by builders and some are designed and built for specific indi-
viduals. This paper summarizes the results of a survey of the builders of
both types of homes. Since many individuals who build their own homes
design into their spaces features that reflect their personality and needs, it
was thought that it would be interesting to investigate if ““good acoustics”
were one of these features. In addition, measurements of background
noise, reverberation time, noise reduction between critical spaces, and the
noise reduction from outside sources will be discussed. Finally, sugges-
tions for improving the acoustics of large homes will be presented.

3:30

2pAA7. Computer-based system for reverberation room design.
Eduardo Méndez Castaneda (Ingenieria Acustica Spectrum, S.A. de C.V,,
Apaseo el Alto 21-2, San Bartolo Atepehuacan, Del Gustavo A. Madero,
Meéxico D.F., CP 07730, Mexico)

A simple computer system named SIDIART developed in QBASIC
language is proposed, which permits the manipulation of a database of
materials and their respective absorption coefficients, making their election
easy. Knowing the volume and the areas, if the user wishes, the system
suggests the optimal 500-Hz reverberation time (RT) from one of ten
optional types of rooms. The Sabine or Eyring equations, and relative
humidity between 10% to 90% for the calculus of air absorption, can be
chosen. Given a number of surfaces, its areas and a group of candidate
materials for each surface, the system reports the ratio between the optimal
and calculated RT for each possibility and for each frequency. The system
has the option of searching and reporting only the combination that offers
deviations from the optimal RT defined by the user as acceptable, if that
combination exists. The algorithm of search is based on the traditional way
to solve the problem without a computer. The advantage of the system
takes root in the velocity of calculus provided by the computer; however,
the final result of the project depends upon the designer.

3:45

2pAABS. Sound isolation at low frequencies, only an extension of the
traditional frequency range? Tor Kihlman (Dept. of Appl. Acoust.,
Chalmers Univ. of Tech., §-412 96 Gothenburg, Sweden)

The expression “low frequencics’ implies a frequency range wherc the
rooms’ dimensions are comparable with the wavelength of sound in the
rooms. In this range (below 150 Hz for normal room sizes) the sound field
in the rooms consists of a few modes only, and changing of parameters that
are not connected to the partition influences the sound insulation. This is
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not a problem of a correct measurement procedure. It is far more the
description of the sound insulation itself in which problems arise. The
measured or calculated sound insulation is only valid for the specific case
under consideration. Numerical studies of the sound insulation of a fiexible
partition (characterized by a limp mass) between two rooms show that the
dimensions of the sending and receiving rooms have the most important
influence. This has to be taken into account when extending the frequency
range in the standards concerning sound insulation which is necessary
since neighbors low frequency stereo equipment, as well as the all present
traffic noise from outdoors, demands a sufficient sound insulation even
below 100 Hz.

4:00

2pAAY. Sound isolation—A review. [lhuicamina Servin Rivas
(Academia de Acustica, Escuela Superior de Ingemierla Mecanica y
Eléctrica, Instituto .Politécnico Nacional, Laboratoristas No. 8, Colonia
Sifén, Delegacion Iztapalapa, Mexico 09400 D.E., Mexico)

When treating the property of sound attenuation provided by partitions,
different ways are found for its specification. In this paper most common
descriptors employed to specify airborne and structureborne sound insula-
tion are summarized and reviewed. Advantages and disadvantages of
single-number specifications for sound insulation are commented upon. On
the other hand, emphasis is made as to the importance and convenience of
field measurements of sound insulation, even though they are time-
consuming. Also included is a brief description of the situation prevailing
in some countries, Mexico among them, regarding minimum sound insu-
lation requirements between dwellings. Finally, reference is made to the
use of acoustic intensity techniques for the measurement of sound insula-
tion and the need of standardization on this type of evaluation.

4:15

2pAA10. Initial tests in AT&T Bell Labs’ Varechoic Chamber.
William C. Ward (WARD Lab., 2441 Camino Capitan, Santa Fe, NM
87505), Gary W. Elko, Robert A. Kubli (AT&T Bell Labs., Murray Hill,
NI 07974), and W. Craig McDougald (Acoustic Systems, Austin, TX
78764)

Results are available for the first measurements in the recently com-
pleted Varechoic chamber, a digitally controllable variable acoustics facil-
ity at AT&T Bell Laboratories in Murray Hill, NJ. The 118 m> (6.7x6.1
X2.9 m) room has 368 independently actuated surfaces in the walls,
ceiling, and floor. The room boundary conditions can be completely
changed in a fraction of a second. This chamber is a unique facility for
acoustical measurements, testing of electroacoustic and signal processing
systems, perception tests, or for recording. The panels from which it is
constructed could be applied in multipurpose rooms, recording studios, or
performance spaces. Reverberation time in the 750-Hz octave band is
variable from 0.1-1.6 s; this talk will present full 1/3-oct decay rates of the
room. Some interesting impulse responses, and comparisons with image
model calculations, will also be given.

4:30

2pAAll. Developments in the “chopper” theory of rotating diffuser
sideband production. David Lubman (D. Lubman & Associates, 14301
Middletown Lane, Westminster, CA 92683)

Periodic motion of a sound reflector in a tonally excited reverberant
sound field resuits in a multitonal reverberant spectrum consisting of sym-
metrical “sidebands” centered around the forcing frequency. This surpris-
ing and useful phenomenon does not violate linear system theory! It was
first reported in 1968, late in the history of what some consider to be the
“mature” field of architectural acoustics. It was discovered in connection
with the invention of rotating diffusers (RDs), which were themselves a
surprise. (Moving diffusers were shown to be the only class of diffuser that
can improve spatial uniformity of reverberant sound.) Interest in RDs was
spurred by their ability to improve the precision of tonal sound power
determination in reverberation rooms. But neither the reason for multitonal
“sidebands”’ nor their role in improving spatial uniformity was understood.

128th Meeting: Acoustical Society of America 3249

1loaded 27 Jun 2010 to 192.38.67.112. Redistribution subject to ASA license or copyright; see http://asadl.org/journals/doc/ASALIB-home/info/term




Some workers pronounced sidebands to be trivial doppler shifts. Others 4:45-5:00
denied their very existence, dismissing data as mere illusions of reactive

sound. At the recent Sabine Centennial, this writer propased a new “chop- PANEL DISCUSSION: Compatibility of Performing Spaces for Popu-

per” hypothesis to account for RD sidebands. More physically compelling lar Versus Classical Music

than the doppler hypothesis, it shows strong potential for analytical devel- Panel Moderator: Richard Boner

opment, and may facilitate RD design optimization. Chopper theory is Panel Members: Russ Berger, Dana Hougland, Ed Logsdon, Jack

reviewed and recent developments are reported. Wrightson

TUESDAY AFTERNOON, 29 NOVEMBER 1994 SABINE ROOM, 1:40 TO 4:55 P.M.
Session 2pAO

Acoustical Oceanography and Animal Bioacoustics: Effects of Sounds on Marine Mammals: Update and
Discussion on the Need for Standards I

James H. Miller, Chair
Department of Electrical and Computer Engineering, Naval Postgraduate School, Monterey, California 93943

Chair’s Introduction—1:40
Invited Papers

1:45

2pAOL. A review of the effects of sound on cetaceans. Adam S. Frankel (Dept. of Oceanogr., Univ. of Hawaii, 1000 Pope Rd.,
Honolulu, HI 96822) and Christopher W. Clark (Cornell Bioacoust. Res. Prog., [thaca, NY 14850)

Studies to determine the effects of various acoustic stimuli on whales are reviewed, with an emphasis on those studies that
quantified sound level. Most of these studies have tested the effects of anthropogenic sound on bowhead and gray whales, with some
work an other species. The variables used to measure the whales’ response to sound typically include course deviations and changes
in rates of respiration and other behaviors. Examples include the relationship of received level with the probability of avoidance of the
sound source [Malme et al,, MMS Rep. (1983, 1984)] and changes in respiration rate after the beginning of a sound playback
[Richardson et al., Mar. Environ. Res. 29, 135-160 (1990)]. Response thresholds for continuous sounds have typically been measured
at 110-124 dB, with responses to orca “screams” near 0 dB S/N ratio [Malme ef al., MMS Rep. (1983)]. These studies have led to
the use of the 120-dB level as a regulatory criterion for cetacean disturbance. The results of these studies will be presented considering
which variables may be important for determining or predicting a whale’s response to sound.

2:05

2pA02. MMATS: Acoustic localization of whales in real time over large areas. David S. Clark (NRaD, San Diego, CA
92152-5000), John Flattery (ORINCON Corp., San Diego, CA 92121), R. Gisiner (NRaD), L. Griffith (NRaD), J. Schilling
(ORINCON), T. Sledzinksi (ORINCON), and R. Trueblood (ORINCON)

The marine mammal acoustic tracking system (MMATS) provides real-time display and signal processing of ten channels of
acoustic data. In this study analog signal data from ten sonabuoys were radioed to a circling aircraft carrying the MMATS hardware;
the data were transformed into an intensity/time/frequency display scrolling in real time. Whale species were determined from the
signal characteristics; the system includes a neural network for automated detection. Arrival tite delays of a signal at three or more
sites were used to localize the whale. Acoustic identification and localization of the whales were visually confirmed by observers
making an independent visual survey of the area at the same time. Acoustic monitoring capabilities of the type provided by MMATS
can significantly reduce the number of whales missed by traditional visual-only monitoring and provides a means of calibrating both
methods, reducing the statistical uncertainty of population estimates made using either technique alone. Because MMATS can monitor
large areas for long periods of lime, it is well suited to monitoring the effects of manmade noise on the activities of whales.

2:25

2pA03. Acoustic detection and location of blue whales (Balaenoptera musculus) from SOSUS data by matched filtering.
Kathleen M. Stafford (Hatfield Marine Sci. Cir., Oregon State Univ., Newport, OR 97365), Christopher G. Fox (Natl. Ocean. and
Atmos. Admin., Newport, OR 97365), and Bruce R. Mate (Oregon State Univ., Newport, OR 97365)

Blue whale calls were recorded off central California in the Fall of 1993. These calls were characterized as to duration, frequency
downsweep, intercall interval, and sound-pressure level. Average values were determined from 303 calls, including up to three
harmonics (fundamental downsweep from 18.9 to 17.2 Hz over 16 s). These frequency-domain characterizations were then used to
develop numerical time series (kernels) that, when convolved with the original time series, produce correlation peaks indicating the
presence of blue whale calls (matched filter). When harmonics were present in the data, a combined kemnel, including the fundamental
frequency and first harmonic, improved the signal to noise ratio over use of the fundamental kernel alone. These matched filters were
able to detect blue whale calls even in very “noisy” time series. When applied to hydrophane recordings from three U.S. Navy SOSUS
(SOund SUTrveillance System) arrays, it is possible to produce locations for blue whale calls by timing the arrival of individual calls
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and applying least-squares techniques. This information can be used to increase our knowledge of blue whale distribution in the
northeast Pacific. The methods described here may also be extended to other species that employ low-frequency vocalizations or to
other ocean areas.

2:45

2pA04. Effects of boat noise on the acoustic behavior of humpback whales. Thomas F. Norris (Dept. of Vertebrate Zoology,
Moss Landing Marine Labs., P.O. Box 450, Moss Landing, CA 95039)

The effects of boat noise on cetacean acoustic behavior are not well understood. To examine these, real sources of boat noise were
experimentally introduced to singing humpback whales (Megaptera novaeangliae). Humpback whales were chosen as subjects because
they sing long songs that are easy to record. Also, they are often distributed in nearshore environments with heavy boat traffic. Songs
from nine animals were analyzed (n=9). Ten variables describing time and frequency characteristics of humpback song signals and
the structure of song patterns were compared before and during exposure to boat noise. Means of two variables (unit duration and
phrase duration) were significantly less during boat passes than during control periods. Means of eight other variables were not
significantly different. The statistical power of detecting a difference between the means was >90% for all variables describing
frequency characteristics of songs. Because the durations of some variables were shortened, these results indicate that boat noise might
affect humpback whale singing behavior. However, power analyses indicate that frequency structure is probably not affected. The
significance of these effects concerning the behavioral biology of humpback whales is uncertain at this time.

3:05

2pAOS. Temporal and spatial distribution of whale calls off Monterey, California. Khosrow Lashkari (Monterey Bay Aquarium
Res. Inst., Pacific Grove, CA 93950)

Twenty-seven hours of acoustic data were recorded from a horizontal array in deep waters off the central coast of California. These
data were analyzed to determine the characteristics of diverse underwater acoustic sources. Some of the identified sources were:
moored RAFOS sources at ranges of 150-1000 km, low-frequency ship and machinery noise, and sounds of biological origin. Over
400 whale calls were identified and analyzed to determine the distribution of these calls in both time and azimuth. Spectral analysis
of the vocalizations indicate that most of the calls were from humpback whales. [Work supported by the United States Navy, Naval
Postgraduate School, and Monterey Bay Aquarium Research Institute.]
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Contributed Papers

3:25 correlation between the cumulative noise exposure of the whole animal
population, and the change in population numbers and overall health. Cur-
rently, the most difficult part of this analysis lies in determining the sound
exposure of the population since both the animals and the noise sources are
spatially and temporally varying. There is a certain amount of knowledge
about the movement of both the noise sources and the population; this
knowledge can be used to create a kinematic simulation of the motions of

2pAQ6. The influence of acoustic signals on a juvenile gray whale.
Peter J. Rovero, Robert M. Keolian, and James H. Miller (Code PH/Kn,
Naval Postgraduate School, Monterey, CA 93943)

In May 1994, a juvenile gray whale, Eschrichtius glaucus, entered the
Petaluma River, which empties into the north end of San Francisco Bay,
CA. The Marine Mammal Center of Sausalito, CA, coordinated a rescue
and asked us to lure the whale to deeper water with sound. The Petaluma
River is muddy and brackish, 20 km long, and generally 75 m wide and 3
to 4 m deep. Recorded gray whale calls and synthetic signals in the range
of 100-900 Hz were broadcast with a J-9 acoustic transducer providing a
source level of 153 dB re: 1 pPa at 1 m. Over several hours, the whale,
who surfaced for air every 140 s, seemed to be attracted to these sounds as
we traveled at a few knots down river, our sound boat typically 50 m ahead
of the whale. The whale appeared to lose interest in the sound boat much 4:10
beyond 100 m. A split step parabolic equation model of acoustic propaga-
tion in the river suggests that the sound level was 123 dB near the river
bottom at a range of 50 m and 120 dB at 200 m. On one occasion the whale
approached to within 3 m of the active source. The sound level at this
distance would be about 144 dB.

both entities. Such a simulation has been used to yield long-term spatial
prabability distributions of noise sources that can then be superimposed
over similarly obtained distributions of the population. This superimposi-
tion yields the required estimates of the total noise exposure of the popu-
lation.

2pA08. Low-frequency hearing in California sea lions and harbor
seals. David Kastak (Long Marine Lab., 100 Shaffer Rd., Santa Cruz,
CA 95060) and Ronald J. Schusterman (California State Univ.,
Hayward, CA 94542)

Studies on pure-tone detection thresholds were conducted on two fe-
male California sea lions and on a harbor seal. The older sea lion and the
harbor seal were trained to wear custom-fitted headphones in order to
355 determine minimum audible pressures in a binaural listening task. All three
animals were trained to respond to underwater signals at frequencies rang-
ing from 100-1600 Hz at a depth of about 1.5 m. Results were very
reliable, owing to a combination of psychophysical threshold determining
measures. Sensitivity to low-frequency sounds by both species were 25-30
dB better underwater than in air. The low-frequency hearing of the harbor
scal was 2—25 dB better than the older scal lion. At 100 Hz, the sensitivity
of the harbor seal was 17 dB superior to that of the younger seal ion, and

3:40-3:55 Break

2pAO07. A procedure for the calculation of the noise impacts from a
spatially stochastic source. Rodolfo T. Arrieta (Spectrum Sciences and
Software, Ft. Walton Beach, FL 32547)

There is growing concern over the impact of human intrusion into the
habitat of certain wild animal species. A major part of this intrusion is in
the form of noise from moving vehicles. The level on the ground or un-

derwater caused by moving noise sources has been dealt with as single-
event intrusions that may cause startle and associated physiological re-
sponses, and as cumulative noise exposures. The later approach allows
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23 dB superior to the older seal lion. Resuits at low frequencies support the
notion that the harbor seal (phocid) ear is more water adapted than the sea
lion (otariid) ear.
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4:25

2pA09. Behavioral response of migrating gray whales (Eschrichtius
robustus) to acoustic stimuli along the central California coast.
Nicole M. Angiel (School of Fisheries, Univ. of Washington, WH-10,
Seattle, WA 98195)

The gray whale (Eschrichtius robustus) migrates close to shore along
the central California coast, and is easily observable from land. The ab-
jective of this study is to determine the effects of low-frequency sounds on
gray whale behavior. A J-15 transducer will be used to project tones of
varying low frequencies and intensities from a vessel platform located off
the coast of central California. Gray whales will be observed from shore
during the south and northbound migrations past this region, in the pres-
ence and absence of sound production. Observed behaviors will then be
compared and any disturbance due to sound will be determined. Results of
this experiment will be important in regulating future sound-producing
activities along the gray whale migration route. This study will also help
resolve some of the controversy over another experiment known as the
acoustic thermometry of ocean climate (ATOC). The ATOC program in-
volves the projection of low-frequency sounds at higher intensities to mea-
sure changes in the ocean temperature over extended time periods. One of
the sound projectors for ATOC is proposed to be placed off the central
California coast and within the auditory range of migrating gray whales.

TUESDAY AFTERNOON, 29 NOVEMBER 1994

4:40

2pA010. Acoustically enhanced bubble growth at low frequencies
and its implications for human diver and marine mammal safety.
Lawrence A. Crum and Yi Mao (Appl. Phys. Lab., Univ. of Washington,
Seattle, WA 98105)

Computations are made of the conditions necessary to obtain bubble
growth by rectified diffusion under a variety of conditions associated with
low-frequency sound propagation in the ocean. The complex issue of mi-

" crobubble nuclei stabilization is treated by assuming either a sufficient

level of supersaturation to stabilize the initial bubble size, or by examining
a microbubble nucleus with zero surface tension. The bubble growth rates
and thresholds are obtained for a range of SPLs (re: 1 xPa) from 150-220
dB, for initial bubble radii from 1-10 wm, and for levels of the dissolved
gas concentration from 100% to 223% of saturation. It was determined that
for the range of conditions examined, it was necessary to utilize three
different formulations of the equations for bubble growth. The results of
these calculations and assumptions indicate that for SPLs in excess of 210
dB, significant bubble growth can be expected to occur, and divers and
marine mammals exposed to these conditions could be at risk. For SPLs
below about 190 dB, however, significant bubble growth is unexpected.
[Work supported in part by NSMRL.]

SAN ANTONIO ROOM, 1:00 TO 5:00 P.M.

Session 2pPAa

Physical Acoustics: Sonoluminescence and Sonochemistry I1

Anthony A. Atchley, Chair
Physics Department, Naval Postgraduate School, Monterey, California 93943

Contributed Papers

1:00

2pPAal. Transient, high-pressure solidification associated with
cavitation in water. Robert Hickling (Natl. Ctr. for Phys. Acoust., Univ.
of Mississippi, MS 38677)

The very high pressures (>1 GPa) that occur during the final stages of
collapse of a cavitation bubble force the water in the vicinity of the bubble
wall briefly (~1 ns) into a metastable state of subcooling, relative to the
equilibrium phase diagram. Estimates show that the subcooling can fall
below the critical temperature for homogeneous nucleation of freezing and
that high-pressure ice particles form at a sufficient rate to affect the col-
lapse. Because of the greater density of high-pressure ice, a sudden drop in
pressure occurs that triggers a shock wave that converges at the center of
the compressed gas in the bubble. Such microshocks are believed to be the
cause of the extremely short duration of the flashes of sonoluminescence
(<50 ps) that have been observed from single cavitation bubbles. The
occurrence of transient, high-pressure solidification can explain different
phenomena associated with cavitation, specifically the decrease in cavita-

Recent advances in the use of single bubble cavitation [D. F. Gaitan
et al, J. Acoust. Soc. Am. 91, 3166 (1992)] have made it possible to
examine both the temporal and spectral characteristics of sonolumines-
cence [B. P. Barber er al.,, J. Acoust. Soc. Am. 91, 3061 (1992)]. Direct
comparison of the spectra of single-bubble sonoluminescence to multi-
bubble sonoluminescence has proved difficult, however, due to differences
in experimental conditions. Examination has begun of both single-bubble
and multibubble sonoluminescence spectra of various aqueous solutions
under closely similar conditions, where, in a systematic way, a variety of
dissolved gases, volatile organic liquids, and involatile inorganic salts have
been introduced. Qualitative comparisons of these spectra will be dis-
cussed. [Work supported by ONR and NSF.]

1:30

2pPAa3. Effect of ambient pressure on sonoluminescence from a
single bubble. Bradley P. Barber (Phys. Dept., UCLA, Los Angeles, CA

tion erosion and the increase in sonoluminescence as the overall water

temperature approaches 0 °C, together with the nucleation of freezing by
cavitation in subcooled liquids. A single explanation for such diverse ef-
fects provides strong support for the solidification hypothesis.

1:15

2pPAa2. Comparisons between multibubble and single-bubble
sonoluminescence. Thomas J. Matula, William B. McNamara, III,
Pierre D. Mourad, Ron A. Roy, and Kenneth S. Suslick (Appl. Phys. Lab.,
Univ. of Washington, Seattle, WA 98195 and Univ. of lllinois, Urbana, IL
61801)

3252 J. Acoust. Sac. Am.,, Val. 96, No. 5, Pt. 2, November 1994

90024)

The dynamic sound field pressure P, required to generate sonolumi-
nescence (SL) from a single trapped bubble is a little higher than the
ambient pressure Py (e.g., P,~1.2P,). Since the acoustic energy density
is proportional to the square of P, observation of SL at lower drive levels
would imply that even greater degrees of energy concentration accompany
the transduction of sound into light. Motivated by this perspective, the
dependence of SL on ambient pressure is being measured. Light emission
at Py=0.3 Atm has already been achieved. Pressures higher than an atmo-
sphere are also being investigated, especially with attempts to find single
bubble SL in liquids other than water. [Work supported by the U.S. DOE
Division of Advanced Energy Projects.]
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1:45

2pPAa4. Time scales for sonoluminescence, Keith Weninger, Robert
Hiller, Seth Putterman, and Bradley P. Barber (Phys. Dept., UCLA, Los
Angeles, CA 90024)

The establishment of stable sonoluminescence from a single trapped
bubble of air in water requires more than 5 s. During this time the bubble
goes through a transition period (about 1 s tong) that is characterized by an
emitted intensity which is over ten times smaller than the steady state. Pure
noble gas bubbles turn on to their steady state values on a much shorter
time scale (say less than 0.2 s). During the transient period light from an air
bubble is weaker than light from an Argon bubble but in the steady state
the air bubble is brighter. In view of the long time scale required for the
establishment of sonoluminescence from a single bubble of air it is con-
cluded that this is a fundamentally different phenomenon from the tran-
sient multibubble sonoluminescence that has been studied since its discov-
ery in 1934. [Work supported by the U.S. DOE Division of Advanced
Energy Projects.]

2:00

2pPAa5. Searching for an isotope effect in sonoluminescence.
Robert A. Hiller and Seth Putterman  (Phys. Dept., UCLA, Los Angeles,
CA 90024)

The only pure liquids in which sonoluminescence from a single stable
bubble has been observed are water and heavy water. With regard to the
content of the trapped bubble there are a number of gases which yield light.
Helium is particularly interesting because its spectrum is strongly peaked
in the far ultraviolet. In order to learn about the mechanism responsible for
sonoluminescence, the search is on for differences between the spectra of
He* and He? bubbles in water and heavy water. Other isotope pairs to be
compared include hydrogen and deuterium. [Research supported by the
U.S. DOE Division of Advanced Energy Projects.]

2:15

2pPAa6. Sonoluminescence from large plasma-induced vapor
bubbles. Gary R. Hess, Ellis L. Loree, James D. Wieting, Forest E.
White, and Chris M. Young (Tetra Corp., Albuquerque, NM 87109-4512)

The light emitted during the collapse of large vapor bubbles has been
measured. The emission lasts for tens of microseconds and is so intense it
must be filtered, under our experimental conditions, to record the complete
time-dependent behavior. The majority of the energy appears to be emitted
well below 630 nm. Such a long duration emission appears to be more
consistent with adiabatic heating than shock phenomena. The temporal
shape of the emission compares well with the temporal shape of the pres-
sure produced prior to and after collapse, as well. Such bubbles promote
study of the collapse processes in regions of parameter space which are
highly accessible. [Work supported by the U.S. Navy.]

2:30-2:45 Break

2:45

2pPAa7. Numerical simulations of single bubble sonoluminescence.
Pierre D. Mourad (Appl. Phys. Lab., Univ. of Washington, Seattle, WA
98195), Daniel L. Marcus (Lawrence Livermore Natl. Lab., Livermore,
CA 94551), Ron A. Roy, and Thomas J. Matula (Univ. of Washington,
Seattle, WA 98195)

A higher-order Godunov method is used to solve the spherically sym-
metric, compressible Euler equations with an ideal gas equation of state as
a model for single bubble sonoluminescence. Basic shock physics 1s dis-
cussed in this context, exploring how modeled variations of the bubble
interior support or suppress the generation and propagation of shock waves
within the bubble as well as the interaction of a shock with the bubble
interface. [Work supported by ONR through the ONR/ARL program.]
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3:00

2pPAa8. Compressibility in bubble dynamics and scattering. Paul
E. Barbone, Ali Nadim, and Daniel Goldman (Dept. of Aerospace and
Mech. Eng., 110 Cummington St., Boston Univ., Boston, MA (02215)

The Rayleigh—Plesset equation describes the oscillations of a spherical
bubble wall under the assumption that the fluid surrounding the bubble is
incompressible. Many modifications of this equation have been proposed
to incorporate slight Auid compressibility, and though different in form,
they are asymptotically equivalent. The different forms of the equations,
however, reveal remarkably different properties. In some forms of the
modified Rayleigh—Plesset equation, for example, spurious unstable solu-
tions are present while in other cases they are not. Here, physically moti-
vated restrictions on the form of the modified Rayleigh—Plesset equation
are discussed. These restrictions are discussed in the context of causality
requirements and higher-order corrections to the modified Rayleigh-
Plesset equation.

3:15

2pPAa9. On asymmetrical motions of cavitation bubbles. Tao Shi
and Robert E. Apfel (Yale Univ., New Haven, CT 06520-8286)

The phenomenon of sonoluminesence has been of considerable recent
interest due to a better understanding of two types of mechanisms: asym-
metrical collapse of transient bubbles and single gas bubble oscillation.
Asymmetrical collapse of transient bubbles result in lower sonolumines-
cence temperature; asymmetrical shape modes may also disturb the peri-
odic stability of single gas bubble oscillation. The boundary integral
method has been used to study the asymmetrical motions of bubbles of
initial diameters of 1-100 zm. The role of initial bubble shape perturba-
tion, dissolved gas saturation, surface tension, and maximum bubble size
are observed up to a point where assumptions concerning the maximum
bubble wall velocity and the internal bubble dynamics are expected to
break down. It is observed that the initial shape perturbation grows when
the bubble collapses and decays when it expands. Therefore, it appears that
there are circumstances when cyclic single bubble oscillations can occur
even with significant shape distortion. [Work supported by Jet Propulsion
Lab through Contract No. 958722.]

3:30

2pPAal0. An aspect of sonoluminescence from hydrodynamic theory.
H. Kwak, H. Yang (Mech. Eng. Dept., Chung-Ang Univ., Seoul, 156-756,
Korea), and I. Hong (Ohsan Tech. College, Ohsan, 447-749, Korea)

Sonoluminescence (SL), the phenomenon of light emission associated
with the collapse of bubbles oscillating under an ultrasonic pressure field
has been studied by solving the continuity, momentum (Euler), and energy
equations for the gas inside the bubble analytically. Heat transfer in the
liquid layer adjacent to the bubble wall has also been considered in this
analysis. It has been found that the gas behavior is neither adiabatic nor
isothermal for a bubble under ultrasound conditions. In this analysis, the
faunch condition and the Hugoniot curve for the shock propagation has
been identified, and the shock duration of 2.7 to 17 ps, which is compa-
rable to experimental results, has been obtained with the help of a simi-
larity solution (Guderley) for converging spherical shack. For SI, the gas
temperature after the shock focusing has been found to be 7000—44 000 K,
depending on the equilibrium bubble radius and the driving amplitude of
ultrasound. It has also been found that the heat flux at bubble collapse is as
large as 47 GW/m?, which could be more than enongh to cause an explo-
sion of an explosive crystal.

3:45

2pPAall. Theoretical prediction of luminescence from acoustically

driven cracks. Ritva Lofstedt and Seth Putterman  (Phys. Dept., UCLA,
Los Angeles, CA 90024)

Under the effect of an intense long wavelength sound field the length
of a crack in a solid medium should oscillate. When the crack length is
increased the imposed acoustic energy is focused down to regions of
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atomic dimension so as to break the fundamental bonds which determine
the crystal structure. It is suggested that this energy comes out as light
whose intensity is periodic with the sound wave. This analysis is based
upon the elliptical model of a crack modified to include surface tension.
[Work supported by the U.S. DOE Office of Basic Energy Science, Divi-
sion of Engineering and Geophysics; R.L. is an AT&T Fellow.]

TUESDAY AFTERNOON, 29 NOVEMBER 1994

4:00—4:15 Break

4:15-5:00

PANEL DISCUSSION

SAN MARCOS ROOM, 2:00 TO 4:15 P.M.

Session 2pPAb

Physical Acoustics: Porous Media and Ducts

Carl K. Frederickson, Chair
National Center for Physical Acoustics, University of Mississippi, University, Mississippi 38677

Contributed Papers

2:00

2pPAbL. On the use of probe microphone and level difference
measurements to characterize air-filled porous media. Carl K.
Frederickson and James M. Sabatier (Natl. Ctr. for Phys. Acoust., Univ.
of Mississippi, Coliseum Dr., University, MS 38677)

Air-filled  porous media have been characterized acoustically using
level difference measurements and an impedance model that depends on a
pore-shape factor, porosity, tortuosity, and bulk flow resistance. Least-
squares fitting of level difference spectra only allows two of the above
parameters to be independently determined. Probe microphone measure-
ments have been used to determine . the propagation constant in both
washed sand and glass beads. Values of tortuosity calculated from probe
microphone measurements were used in the analysis of level difference
data to determine porosity and bulk flow resistance. An average pore-shape
factor is used in the analysis. For the unconsolidated porous media used,
the effect of the pore-shape factor variation was within the error range of
the measurement. The availability of both probe microphone and level
difference data has also allowed for the comparison of porosity and flow
resistance values calculated from each set of data. There are some discrep-
ancies between the frequency dependence of the model and the probe
microphone data. {Work supported by USDA.]

2:15

2pPAb2. Acoustic probe microphone measurements of Biot type I
and II waves in air-filled sands. Craig Hickey, Wayne Prather, and
James M. Sabatier (Natl. Ctr. for Phys. Acoust., Univ. of Mississippi,
University, MS 38677)

Probe microphone measurements of air-borne sound penetrating into
air-filled sands and soils indicate two absorption coefficients for the fre-
quency range 40—4000 Hz. The probe microphone signal attenuates rap-
idly with depth in a region near the surface. Below that region the micro-
phone signal attenuates significantly slower with depth. Rigid-capillary-
tube porous models, which allow for pore-fluid motion only, correctly
describe the rapid attenuation of probe pressure. Using these models, pore
properties (tortuosity and air permeability) are typically deduced from the
measured complex absorption coefficient. The Biot poro-elastic-capillary
tube model describes both attenuation regimes. The two absorption coef-
ficients are associated with the Biot type I and II waves. The large attenu-
ation in the region near the surface is associated with the Biot type Il wave.
The much smaller attenuation coefficient is a consequence of the elasticity
of the matrix and is associated with the Biot type I wave. Biot’s model is
used to calculate the microphone pressure from both Biot type waves as a
function of depth. [Work supported by USDA.]

3254 J. Acoust. Soc. Am., Vol. 96, No. 5, Pt. 2, November 1994

2:30

2pPAb3. The influence of pore-size distributions on complex wave
number in air-filled porous materials. David W. Craig, Carl K.
Frederickson, and James M. Sabatier (Natl. Ctr. for Phys. Acoust., Univ.
of Mississippi, University, MS 38677)

Probe microphones have been developed to determine tortuosity and
effective flow resistivity for air-filled porous materials, such as agricultural
soils. They are used to measure complex wave number as a function of
frequency. These data are then inverted using a single-pore-size capillary
tube model for propagation in the material. However, the frequency de-
pendence of the measured wave number in sand differs from the predic-
tions of such single-scale models. It is shown that distributions of pore
sizes can produce a similar dependence. By summing over pore sizes,
wave number as a function of frequency is calculated for lognormal, fractal
(power-law), and empirical distributions derived from porosimetry data.
Results are also compared with Wilson’s relaxation-matched fractal model
[D. K. Wilson, J. Acoust. Soc. Am. 94, 1136-1135 (1993)]. [Work sup-
ported by USDA.]

2:45

2pPAb4. Sound propagation in capillary-tube-type porous media:
Effects due to the presence of absorbed water in the capillary walls,
Miguel Bernard and James M. Sabatier (Natl. Ctr. for Phys. Acoust.,
Univ. of Mississippi, University, MS 38677)

The effects on sound propagation is investigated in air-filled capillary-
tube-type ceramic porous media that result from the presence of small
quantities of absorbed water in the tube walls. Specific acoustic impedance
measurements are performed for a rigid-backed sample for the cases of
both porous and nonporous tube walls. For the nonporous tube walls mea-
surements are performed on dry and water wetted walls. Preliminary re-
sults suggest a contribution to thé increased attenuation of sound in the
air-filled porous samples due to the presence of a thin water film. [Work
supported in part by ONR.]

3:00

2pPAbS. Sound attenuation in a cylindrical tube due to
evaporation—condensation. Yi Mao and James M. Sabatier (Natl. Ctr.
for Phys. Acoust., Univ. of Mississippi, University, MS 38677)

The influence of evaporation—condensation processes on the sound
propagation in a cylindrical tube were studied in an attempt to understand
the sound attenuation in porous materials. In the theoretical model, the tube
wall was rigid and kept a constant temperature. A very thin layer of water
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on the wall was allowed to evaporate into or condense from the sound field
propagating in the tube. In addition to the acoustical, thermal, and vorticity
modes in Kirchhoff’s theory, there exists a mass-diffusion mode. The
sound attenuation was obtained by applying the boundary conditions on
the tube wall to these four modes. Analytic expressions for the asymptotic
behaviors of both high and low-frequency limits were derived. While the
sound attenuation due to viscosity could be identified, those due to thermal
conduction and evaporation—condensation were coupled. The sound at-
tenuation due to the evaporation—condensation process would increase to
a substantially large level when the percentage of vapor in the tube was
high, but it still underestimated the experimental results in porous materi-
als. [Work supported by ONR.]

3:15

2pPAb6. Wave dynamics and fow in multiple-porosity media.
Timothy S. Margulies (908 Marine Dr., Annapolis, MD 21401)

The purpose of this paper is to describe the fluid flow and dynamics of
wave propagation in multiple-porosity media (such as applied to porous
rock with fissures of different sizes). Coupled partial differential equations
for matrix deformation and Darcy flow with compressible mass conserva-
tion equations obtained from continuum mixture theory are developed. For
the limiting case of a single porosity medium the transient response (pres-
sure decay) solution for drilling into a gas saturated rock layer, for ex-
ample, that is homogeneous and isotropic, will be derived exactly by trans-
formation of the nonlinear diffusion equation describing the motions,
Furthermore, a Burgers equation which admits solitons will be presented.
Finally a generalization to the case of dual/triple continua will be treated.

33

2pPAb7. Modeling sound propagation in a high porosity fibrous
material. Christopher L. Morfey, Bradley P. Semeniuk, and Maurice
Petyt (Inst. of Sound and Vib. Res., Univ. of Southampton, Southampton
S017 1BJ, UK)

Sound propagation in an air-filled, high porosity fibrous material in-
volves the elastic response of the fiber skeleton as well as thermal and
viscous effects at the fiber—fluid boundaries. A theoretical model of wave
propagation in such a medium has been constructed based on the idea of an
equivalent fluid, which occupies the entire space and whose properties
approximate the locally averaged properties of the actual fluid. Once the
elastic properties of the skeleton are known—e.g., from in vacuo
experiments—the model yields phase speeds, attenuation rates, and com-
plex characteristic impedances for both fast and slow waves in the com-
posite medium. Typical results are presented for fiberglass blankets of the
type used as thermal insulation in aircraft fuselages. [BRAIN project sup-
poried by the European Commission.]
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3:45

2pPADbS. Sound transmission in a pipe with developing laminar flow:
Upstream/downstream phase speed differences. Christopher L.
Morfey  (Inst. of Sound and Vib. Res., Univ. of Southampton,
Southampton SO17 1BJ, UK) and Malcolm G. Smith (Univ. of
Southampton, Southampton SO17 1BJ, UK)

In a uniform rigid-walled duct, plane waves propagate with axial phase
speed (1M times the sound speed, according to the inviscid plug-flow
model. The difference between the downstream and upstream phase speeds
provides a measure of the flow rate; the same concept can be extended to
realistic profiles of M (Mach number) across the duct section, although the
lowest-order mode is not a plane wave any more. Calculations were carried
out to provide a means of converting phase speed differences to flow rates,
assuming that propagation is confined to a single low-order mode (i.e.,
near-axial propagation). The results were then compared with phase speed
measurements made in a cylindrical steel tube, through which air was
pumped at a controlled steady flow rate. Close but not perfect agreement
was found, which raises the question of whether our neglect of thermovis-
cous phenomena is justified, particularly near the duct walls. [Work sup-
ported by British Gas.]

4:00

2pPADb9. Propagation of sound in a lined circular duct with sheared
mean flow. Jinlong Wu and Mark F. Hamilton (Dept. of Mech. Eng.,
Univ. of Texas at Austin, Austin, TX 78712-1063)

This presentation describes an analytical investigation of the propaga-
tion of sound in a lined circular duct with sheared mean ambient flow. The
main assumptions are that the ambient flow is turbulent and unaffected by
the sound, the Mach number for the flow is small compared to unity, the
thickness of the viscous boundary layer is small in comparison with the
radius of the duct, and the acoustical lining is locally reactive. The mean
flow profile away from the wall is assumed to be uniform, but the profile
within the boundary layer can take one of several analytic forms. Outside
the boundary layer, the acoustic mode structure is described by Bessell
functions. The solution within the boundary layer is expressed in terms of
Kummer functions, and the dispersion relation is obtained by matching the
inner and outer solutions, taking the wall impedance into account. The
dispersion relation is solved numerically for the attenuation and phase
speed of the sound as a function of mode number, complex wall imped-
ance, boundary layer thickness, and flow profile within the boundary layer.
Both upstream and downstream propagation are considered. Comparisons
are made with published numerical results.
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TUESDAY AFTERNOON, 29 NOVEMBER 1994

CONCHO ROOM, 1:00 TO 4:35 P.M.

Session 2pPP

Psychological and Physiological Acoustics: Emissions, Localization, Rhythm, Masking, and More

Ted L. Langford, Chair
U.S. Army Aeromedical Research Laboratory, Fort Rucker, Alabama 36362

Chair’s Introduction—1:00

Contributed Papers

1:05

2pPP1. Studies of the relationships between ear canal and cochlear
signals for external tones and spontaneous and distortion product
otoacoustic emissions, and their connection with middle ear
transmission. Carrick L. Talmadge and Arnold Tubis (Dept. of Phys.,
Purdue Univ., West Lafayette, IN 47907)

Some knowledge about the transmission characteristics of the human
middle ear may be obtained by comparing ear canal levels of external
tones and spontaneous emissions of the same frequency, which when used
with another tone give similar ear canal levels of distortion product otoa-
coustic emissions. It is assumed that the cochlear activity patterns of an
external tone of frequency f2 and a spontaneous emission of frequency f2,
which produce the same levels of ear canal cubic distortion products when
used in conjunction with an external tone of frequency f1 and fixed level,
are very similar. The degree of similarity is studied using nonlinear active
cochlear models that give spontaneous emissions [Talmadge and Tubis
(1993)]. The relationship of the cochlear activities at the place of peak
excitation and at the base of the cochlea is also studied in detail. The model
results indicate that the comparison of ear canal levels of external tones
and spontaneous emissions, which are equivalent with respect to the pro-
duction of distortion product emissions, may be used to give estimates of
the reflection and transmission of cochlear waves at the stapes. [Work
supported by the Deafness Research Foundation.]

1:20

2pPP2. Wavelet analysis of transient-evoked otoacoustic emissions.
Jeffrey D. Travis and R. Joe Thornhill (Appl. Res. Labs., Univ. of Texas
at Austin, P.O. Box 8029, Austin, TX 78713-8029)

A novel approach to finding information in transient-evoked otoacous-
tic emissions (TEOAEs) was used: the discrete wavelet transform. It is
argued that wavelet transforms are more appropriate than fast Fourier
transforms (FFTs) for signal decomposition because of the transient, non-
stationary nature of TEOAEs. Several wavelets were used to obtain time—
frequency maps of TEOAES collected in past experiments. The latency of
several frequency bands can be clearly determined for any given subject
with this map. Another set of data collected from an experiment in which
subjects were administered quinine sulfate was also studied. Quinine sul-
fate suppresses TEOAEs and induces some hearing loss [D. McFadden and
E. G. Pasanen, J. Acoust. Soc. Am. 95, 3460-3474 (1994)]. Wavelet analy-
sis on this data revealed any temporal shifts of frequency bands during the
effect of the drug, and correlated the TEOAE waveform with the amount
of temporary hearing loss at each frequency band.

1:35

2pPP3. Effect of anticholinergic drugs on human spontaneous and
click-evoked otoacoustic emissions, frequency discrimination, and
lateralization using interaural intensity differences. Narriman Lee
Callaway and Dennis McFadden (Dept. of Psychol., Mezes Hall 330,
Univ. of Texas, Austin, TX 78712)

3256 J. Acoust. Soc. Am., Vol. 96, No. 5, Pt. 2, November 1994

The primary neurotransmitter for the cochlear efferent system is widely
believed to be acetylcholine. If anticholinergic drugs reduce neurotrans-
mitter activity in the efferent pathway, they should produce effects in
accord with those seen in animal studies where the olivocochlear bundle
(OCB) was severed. Experiments were conducted to measure effects of
three common anticholinergic drugs, diphenhydramine (Benadryl®), hyos-
cyamine (Levsin®), and scopolamine (Transderm-Scop®) on two psycho-
physical tasks and two physiological measures. There was no evidence of
impaired performance in a complex frequency-discrimination task or in a
lateralization task using interaural intensity differences. Also, no compel-
ling evidence was found to indicate that either spontaneous or click-evoked
otoacoustic emissions were enhanced by these drugs. After the beginning
of these experiments, a report appeared [S. G. Kujawa et al., Hear. Res. 74,
122-134 (1994)] indicating that, in guinea pigs, suppression of distortion-
product otoacoustic emissions was reversed by anticholinergics having
antinicotinic action, but less so by those having antimuscarinic action. The
three anticholinergic drugs used here are primarily antimuscarinic in their
action, which may explain the failure to observe the predicted effects.
[Work supported by NIDCD.]

1:50

2pPP4. Evidence for heritability and prenatal masculinization of
cochlear mechanisms from measures of otoacoustic emissions.
Dennis McFadden and Joiin C. Loehlin (Dept. of Psychol. and Inst. for
Neurosci., Mezes Hall 330, Univ. of Texas, Austin, TX 78712)

Spontancous and click-evoked otoacoustic emissions (SOAEs and
CEOAEs) were measured in twin pairs of various sorts—monozygotic
(MZ), same-sex dizygotic (SSDZ), and opposite-sex dizygotic
(OSDZ)—as well as in nontwins. Comparison of the number of SOAFEs
exhibited by MZ and SSDZ twin pairs previously led to the conclusion that
about 75% of the individual variation in SOAE expression can be attrib-
uted to genes. Parallel calculations will be shown for the CEOAE data. In
accord with past surveys, females generally exhibited more SOAEs than
males; however, OSDZ females exhibited, on average, less than half as
many SOAESs as other females, and thus were comparable to males on this
measure. Similarly, the strength of the CEOAEs was generally greater in
females than in males, but not in OSDZ females. The interpretation is that
the cochleas of OSDZ females have been masculinized by exposure to the
high levels of androgens produced prenatally by their male co-twins. (Pre-
natal masculinizing effects are well known in other mammals.) If correct,
the genes apparently lay a groundwork for the expression of emissions—
and, correspondingly, good hearing sensitivity—and prenatal exposure to
androgens operates to reduce both emission strength and sensitivity. [Work
supported by NIDCD.]

2:05

2pPP5. Individual differences in sensitivity to interaural disparities
of time and of level. Ted L. Langford (U.S. Army Aeromed. Res. Lab.,
Fort Rucker, AL 36362)

The sensitivities of 22 women and 23 men to interaural temporal dif-
ferences (ITDs) in low-frequency noise bursts and interaural level differ-
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ences (ILDs) in high-frequency noise bursts were measured in discrimina-
tion and absolute judgment tasks. The discrimination abilities of both
groups of observers were symmetrical in that there were no differences in
performance between interaural disparities favoring either the right or the
left ear. The women were somewhat less sensitive and more variable in
their performances than were the men in both the temporal and level
difference discrimination tasks. However, the mean differences between
the sexes, 28 us and 0.9 dB, were not large compared with the variability
across individuals. Individuals who performed well-discriminating 1LDs
also performed well with ITDs. Many observers exhibited ILD subjective
midlines which were offset to the left of objective center in the absolute
judgement task. This effect was unrelated to ILD discrimination ability, to
monaural thresholds, or to absolute judgements based on ITDs.

2:20

2pPP6. Localizing broadband noise in a reverberation room.
Timothy J. VanderVelde, Millicent M. Ow, Wendy R. Thorpe, William
Morris Hartmann, and Brad Rakerd (Michigan State Univ., East Lansing,
MI 48824)

Sound localization experiments were performed to determine the rela-
tive importance of steady-state information and onset-transient information
to the localization of broadband noise in a reverberant environment. Ex-
periments used a source identification method with an array of 24 speakers,
separated by 2 deg of azimuth, in a reverberation room (RT60~4 s). Noise
signal onsets were either abrupt, or slowly ramped, or entirely masked by
other noise. The ratio of direct to reverberant sound was controlled by
positioning the listener with respect to the speakers. Data showed that (1)
localization of sound with abrupt onsets is particularly insensitive to direct/
reverberant ratio. (2) Slowly ramped onsets allow listeners to use localiza-
tion information in the weak direct sound before the reverberant field has
fully formed. (3) Some listeners (all young) have remarkable ability to
extract localization cues from apparently overwhelming reverberated noise
when onsets are masked. Further experiments suggested that these listeners
make use of cues at high frequencies where reverberated sound is mini-
mized by wall absorption; performance for these listeners decreased dra-
matically when the noise was lowpassed at 5 kHz. [Work supported by the
NIDCD.]

2:35

2pPP7. Differential sensitivity to increases and decreases in tempo:
Evidence for an entrainment model. J. Devin McAuley (Dept. of
Comput. Sci., Cognitive Sci. Program, Indiana Univ., Bloomington, [N
47405) and Gary R. Kidd (Indiana Univ., Bloomington, IN 47505)

Listeners’ abilities to detect changes in tempo were investigated with
two- and four-tone isochronous sequences with interonset intervals (101)
of 100, 400, 700, and 1000 ms. Separate thresholds were measured for
increases and decreases in tempo using an adaptive-tracking procedure. On
each trial a standard pattern was followed by two comparison patterns, one
of which was faster or slower than the standard. Listeners judged which
comparison pattern was different from the standard. Consistent with pre-
vious studies of tempo discrimination, thresholds were found to be lower
with four-tone sequences than with two-tone sequences, especially at the
faster tempos. However, at the fastest tempos, listeners showed greater
sensitivity to increases than to decreases in tempo, while the reverse was
true at the slower tempos. The crossover point occurred at an [OI between
400 and 700 ms. The findings are consistent with the predictions of an
entrainment model [J. D. McAuley, J. Acoust. Soc. Am. 95, 2966 (A)
(1994)] in which tempo sensitivity is reflected by the degree to which a
system of adaptive oscillators is entrained by the rhythm of a stimulus
pattern. [Work supported by NIMH and NIDCD.]

2:50

2pPP8. A novel architecture for rhythmic pattern recognition. Fred
Cummins (Depts. of Linguistics and Cognitive Sci., Indiana Univ.,
Bloomington, IN 47405)

The problem of pattern recognition in time is usuvally addressed by
buffering, which converts time into a spatial dimension, and allows the
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application of standard pattern recognition methods. But buffering of high
bandwidth sensory input is implausible and problematical. An architecture
based on the adaptive oscillator model [J. D. McAuley, J. Acoust. Soc. Am.
95, 2966 (A) (1994)] is presented which generates a spatial pattern from
the rhythmic content of the acoustic input. The acoustic signal is passed
through a bank of gammatone filters, each channel is half-wave rectified
and down sampled, allowing a simple differencing procedure to identify
onsets, which serve as inputs to a 2-D array of oscillators organized by
frequency channel and by intrinsic period. Each oscillator adjusts its in-
trinsic period to match periodic onsets present in the signal. Only those
oscillators that succeed in synchronizing their activity to a period in the
input signal produce persistant output. After synchronization, the output
distribution produces a stable spatial pattern over the 2-D array. The pro-
cedure allows treatment of pattern distributed in time without recourse to
sensory buffering. Qutput patterns for a variety of stimuli, including ani-
mal gaits, musical rhythms, and prosodic structure will be presented. [This
project was supported by ONR.]

3:05-3:20 Break

3:20

2pPP9. Contralateral stimulation and the masking overshoot effect.
Christopher W. Turner, Rebecca Waite, Karolyn Cummings, and Melanie
Rosen (Syracuse Univ., Program in Commun. Sci. and Disord. and Inst.
for Sensory Res., 805 South Crouse Ave., Syracuse, NY 13244)

Overshoot is the increase in masked threshold for a short signal pre-
sented at the onset of a masker compared to the threshold for a signal
presented in the temporal center of the masker. One hypothesis to explain
this effect is the slow onset time for masker-stimulated ipsilateral efferent
activity to influence the response to the masked signal. Recent physiologi-
cal experiments have shown that noise presented to the contralateral ear,
which provides an increment in efferent activity, can increase the neural
detectability of short tones masked by noise [Kawase et al., J. Neurophys.
70, 2533-2549 (1993)]. The present behavioral experiment took advantage
of these findings and measured the amount of overshoot under conditions
where a brief contralateral noise was presented prior to the masker onset,
in an attempt to “prime” the efferent system prior to the masker onset. All
measurements were conducted using insert earphones, which provide ap-
proximately 80 dB of interaural attenuation. The preceding contralateral
noise reduced or eliminated the overshoot across a wide range of masker
levels. Possible mechanisms for the overshoot effect will be discussed.
[Work supported by NIDCD.]

3:35

2pPP10. Effects of rise/fall time on masked detection thresholds and
temporal integration for noise band signals. M. G. Heinz (Dept. of
Elec. and Comput. Eng., Johns Hopkins Univ., Baltimore, MD 21218),
C. Formby (Univ. of Maryland School of Medicine, Baltimore, MD
21201), and K. L. Mortimer (Georgetown Univ., Washington, DC
20057)

Formby et al. [J. Acoust. Soc. Am. 96, 102-114 (1994)] noted that
masked detection thresholds (MDT) and temporal integration (TT) for brief
noise band signals may be influenced by the rise/fall time (RFT) used to
gate the signals. Also, the definition of signal duration (T), defined (1)
exclusive of RFT or (2) inclusive of RFT, affected time constant (7) esti-
mates for TI. In this study, the role of RFT was evaluated systematically
for signal bandwidth (W=62-6000 Hz) and masker conditions reported by
Formby et al. The MDTs were measured for a range of rise/fall time
(RFT=1-40 ms) and plateau (P=1-20 ms) values to extend Formby
et al.’s original durations (T=P=10-480 ms). In general, for a given W
and P condition, MDT decreased and became asymptotic with increasing
RFT. For a given W, the effect of RFT increased as P decreased, and the
effect was greatest for small W. For P>10 ms and RFT=1 ms, MDTs
were independent of RFT for all W. For T defined exclusive of RFT (i.e.,
T=P), rwas inversely proportional to RFT for W=<1000 Hz and invariant
with RFT for W>1000 Hz. For T defined inclusive of RFT (i.e.,
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T=2*RFT+ P), rincreased monotonically with RFT for all W. [Research
supported by NIH.]

3:50

2pPP11. A computational model of temporal integration. Neil P.
McAngus Todd (Dept. of Psychol., Univ. of Manchester, Manchester
M13 9PL, UK)

In this paper a computational model of temporal integration is demon-
strated. The model has the following architecture. The first stage computes
a representation of the auditory nerve response based on the Sheffield ear.
The nerve response is summed and low-pass filtered with a temporal win-
dow of about 10 ms [Plack and Moore, J. Acoust. Soc. Am. 87, 2178-2187
(1988)]. In the second stage the summed and smoothed nerve response is
coupled to a transmission line model of auditory sensory memory. Close to
the periphery the impulse response of the transmission line is sharp. As a
pulse transmits into the system though, it becomes progressively more
attenuated and spread out in time. In the third stage the line is tapped at
different points (approximately 10-ms spacing) and peak responses de-
tected, which then become input samples for higher order leaky integrator
with a time constant of about 200 ms. The model thus resembles the
“multiple looks” model as proposed by Viemeister [Viemeister and Wake-
field, J. Acoust. Soc. Am. 90, 858-865 (1991)] and is able to account for
the “resolution-integration” paradox. Quantitative predictions of the
model are shown for the temporal integration example from the Houtsma,
Rossing, and Wagenaars compact disk.

4:05

2pPP12. Signal processing to improve speech quality for
hearing-impaired people. Zlatan Ribic and Jun Yang (Viennatone Ges.
M.B.H,, Frobelgasse 26-32, A-1164 Vienna, Austria)

A signal processing scheme is proposed to improve speech quality for
the hearing-impaired people (HI). In this scheme, Hilbert transform and
vector sum generator are used to obtain the Hilbert envelope AM, and it
follows a voltage-controlled amplifier (VCA) with the gain inversely pro-
portional to AM, the output signal of VCA is sent to a modulator. On the
other hand, AM is dynamically processed by a lowpass filter and nonlinear

TUESDAY AFTERNOON, 29 NOVEMBER 1994

amplitude processor, then sent to the said modulator to restore the dynamic
range of the speech. In comparison with the original speech, the resulting
one is of a little spectral enhancement, the intermodulation-distortion (ID),
and some compression effect because of the nonlinear amplitude process-
ing. Towards the end of our research, the informal listening experiment
was performed, 25 people with sensorineural hearing impairment who
wear their own hearing aids routinely participated in the experiment. The
experiment results have shown that 80% listeners preferred the processed
speech to the original one. This result is quite consistent with one of our
expectations: HIs lose the nonlinear active characteristics to some extent,
therefore, introducing appropriately ID can help Hls to perceive speech.

4:20

2pPP13. Acoustic characteristics of voiceless plosives: For the
improvement of consonant recognition ability in cochlear implant.
Koichi Omori, Stanley M. Blaugrund (Ames Vocal Dyn. Lab., Lenox Hill
Hospital, 100 East 77th Street, New York, NY 10021-1883), Hisayoshi
Kojima, and Kazuhiko Shoji (Kyoto Univ., Sakyo-ku, Kyoto 606, Japan)

Recognition of consonants, especially voiceless plosives, is inadequate
in patients who undergo multichannel cochlear implants. This study was
undertaken to ascertain acoustic characteristics of voiceless plosives /p/,
/t/, and /k/. Consonant-vowel syllables /pa/, /ta/, and /ka/ of a normal
human voice were digitized, and processed by computer in three different
ways. First, a portion of consonant signals was deleted. Second, a preced-
ing consonant in one syllable and a following vowel in the other syllable
were combined. Third, vowel /a/ was synthesized by repetition of the first
cycle of following vowels, and was examined by spectral analysis. All
processed sounds were perceived by five experienced listeners. Each
voiceless plosive was recognized cormectly by its processed syllables which
had at least a 1-ms signal of consonant from the onset. Following vowels
served as a cue for recognizing voiceless plosives. In following vowels,
frequency information, especially in the high-frequency range, was an
important factor. From these results, recognition of a short signal at the
onset of preceding consonants and emphasis of high-frequency power in
following vowels are essential for the improvement of speech perception
of voiceless plosives in cochlear implantation.

PECOS ROOM, 1:00 TO 5:15 P.M.

Session 2pSA

Structural Acoustics and Vibration: Energy Methods in Active Control

Scott D. Sommerfeldt, Chair
Applied Research Laboratory, Pennsylvania State University, P.O. Box 30, State College, Pennsylvania 16804

Chair’s Introduction—1:00

Invited Papers

2pSAl. Active control of flexural and extensional power flow in beams using time domain wave vector semsors. Gary P.
Gibbs and Chris R. Fuller (Vib. and Acoust. Labs., Dept. of Mech. Eng., Virginia Polytech. Inst. and State Univ., Blacksburg, VA

24061-0238)

Active control of beam vibration using power flow considerations has been a topic of interest in recent years. Traveling waves in
structures can be considered “carriers” of energy. For thin beams the magnitude of the energy carried by the wave is proportional to
the square of the amplitude of the traveling wave. Thus if traveling waves in structures can be sensed in the time domain then the
corresponding power flow will be estimated in the time domain. In this paper, a time domain method for the estimation of fexural and
extensional waves in beams will be presented. The method uses a spatial array of sensors in conjunction with digital filters to estimate
the separate power flow associated with positive and negative traveling flexural and extensional waves. In an example, surface-
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-mounted PVDF sensors were used in conjunction with a digital filter network to estimate the traveling waves for bandlimited spectra.
Experiments where conducted in which the simultaneous flexural and extensional power flow in semi-infinite and finite beams was
controlled using the wave vector sensors and surface mounted piezoceramic actuators. These experiments demonstrate the control of
beam vibration using power flow-based methods requires fewer actuators and sensors then corresponding modal control techniques.
[Work supported by NASA Langley Research Center.)

1:30

2pSA2. Active structural vibration control via sliding modes: Links to Lyapunov design. Shawn E. Burke (The Charles Stark
Draper Lab., 555 Technology Square, Mail Stop 53, Cambridge, MA 02139) and John E. Meyer (Failure Analysis Associates, Menlo
Park, CA 94025)

A nonlinear active vibration control design method is developed based upon an extension of variable structure control (VSC)
techniques, in particular sliding mode control, to distributed parameter systems. The temporal compensator design utilizes a gener-
alized wave equation representation of the plant. The control is implemented via a series of decentralized single-input/single-output
(SISO) local loops around collocated transducers. No a priori knowledge of the temporal plant model is assumed, hence the resulting
designs are insensitive to variations in the plant modal frequencies. The equivalent control reduces to output velocity feedback, a
known stabilizing control. Active damping performance is enhanced through the introduction of an additive nonlinear term which
selectively increases the velocity feedback control with a constrained nonlinear gain profile away from the zero-velocity phase plane
origin. Stability constraints are discussed. For simple structural components such as beams and plates, the design method yields
controllers identical to those derived using Lyapunov’s direct method, which extremize total system energy. Example controllers for
beams and plates are presented. In order to demonstrate the application of the nonlinear control, closed-loop vibration control
experiments on a 56- X59-in. nine-bay aluminum grillage are summarized.

1:55

a
8
u
F
1
[y

2pSA3. Sensor location considerations for active noise control in enclosures. John W. Parkins and Scott D. Sommerfeldt (Appl.
Res. Lab. and Graduate Program in Acoustics, Penn State Univ., P.O. Box 30, State College, PA 16804)

Minimizing the squared pressure at a discrete point(s) is one method of achieving global control in an enclosure, but this strategy
will fail when the error sensor(s) lie close to nodal planes of the pressure field. In this case, the secondary modes dominate the pressure
measurement, and the active control will create a minimum with little consideration given to the dominant mode. Subsequently,
primary mode amplification may result, and the total potential energy in the enclosure will increase. A control based on energy density,
on the other hand, can generally sense the dominant mode when the error sensor is close to a pressure field nodal plane, due to its
dependence on velocity as well as pressure. Nodal patterns of the energy density field consist of nodat lines and nodal points that lie
on the pressure field nodal planes. At these locations, energy density measurements will also be dominated by the secondary modes,
and may cause primary mode amplification. Computational results of pressure and energy density fields will be presented which
provide insight to optimal error sensor placement for the two aforementioned control methods.

2:20

2pSAd. Active control of structural volume velocity using shaped PVDF sensors. Alain Berry (G.A.U.S., Dépt. de génie
mécanique, Univ. de Sherbrooke, Sherbrooke, PQ J1K 2R1, Canada)

In low frequency, the sound power radiated from planar structures is simply related to the net structural volume velocity. A cost
function based on the volume velocity in active control of structural radiation has the advantage of keeping the control simple (one
error sensor). The implementation of volume velocity error sensors in feedforward control of flexural beams and plates using shaped
PVDF films is presented. For a beam, a single extended strip of prescribed shape is needed, while in the case of a panel, a number of
shaped strips related to the number of flexural modes contributing to the volume velocity is required. The sensor obtained is
independent of the type and frequency of excitation. A procedure for deriving the appropriate sensor shape, based on analytical or
experimental modes, is discussed. The experimental implementation of volume velocity sensors is addressed and results of active
control using piezoceramic (PZT) actuators are presented in the case of a simply supported beam, and simply supported or clamped
panels. The strategy of minimizing the volume velocity is shown to provide significant acoustic attenuation for structural free-field
radiation or transmission problems.

2:45-3:00 Break
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Contributed Papers

3:00

2pSAS. Active control in three-dimensional enclosures using multiple
secondary sources and error sensors. Scott D. Sommerfeldt and John
W. Parkins (Appl. Res. Lab. and Graduvate Program in Acoustics, Penn
State Univ., P.O. Box 30, State College, PA 16804)

The use of multiple secondary sources and multiple error sensors can
significantly improve global attenuation whether one employs a control
method based on the squared pressure or energy density. A single source
positioned close to a pressure node will be inefficient at exciting the cor-
responding mode, therefore the secondary modes will dominate the pres-
sure field, and attenuation is unlikely at the related frequency. Increasing
the number of secondary sources improves the probability that at least one
source will not lie close to a pressure node, thereby mitigating this prob-
lem. Problems also arise when error sensors are close to nodes. Adding
multiple error sensors increases the probability that the sensors will be able
to observe the dominant modes, which will yield improved attenuation.
Using a greater number of error sensors than secondary sources will yield
a determined control system, with a unique optimal solution. If more
sources are used than sensors, an underdetermined control system will
result which can be uniquely solved by adding more constraints to the
system, such as minimum effort. The performance of the energy density
versus squared pressure control methods are compared as they relate to the
use of multiple secondary sources and multiple error sensors.

3:15

2pSA6. A structural-based acoustic intensity semsor. James P.
Carneal and Gary P. Gibbs (Vib. and Acoust. Labs., Dept. of Mech. Eng.,
Virginia Polytech. Inst. and State Univ., Blacksburg, VA 24061)

A structural-based acoustic intensity (SBAI) sensor has been developed
for low-frequency applications. The sensor is comprised of a structural
mounted accelerometer and pressure sensor. Local acoustic intensity is
calculated by the time average of the product of the velocity and pressure
measurements. The ability to use a structural-mounted pressure sensor was
confirmed when the phase between a near field and structural-based pres-
sure sensor was determined to be less than 5 deg up to approximately 1500
Hz. Verification of the SBAI sensor proceeded as follows. The structural-
based acoustic intensity sensor output was shown to be proportional to the
output of a calibrated two microphone intensity sensor from a piston
source. Active control of the piston source using the SBAI as an error
sensor showed global reduction of radiated acoustic power of approxi-
mately 15 dB for several harmonic excitation frequencies. Active control
of a complex structure (plate) at various frequencies displayed mixed re-
sults. For the (3,2) resonance and a position of (x/Lx=0.85, y/Ly =0.78),
global reduction of radiated acoustic power of approximately 9 dB was
achieved. However, other tests did not show this type of reduction prima-
rily due to the SBAI sensor acting as a local intensity estimator. It is
evident that when applied to a complex structure, the point (or points) at
which the intensity measurement is taken must be chosen carefully to
obtain a global estimate of the far field radiation.

3:30

2pSA7. Active sound extraction for noise control. Sameer I.
Madanshetty (Aerosp. and Mech. Eng., Boston Univ., 110 Cummington
St., Boston, MA (02215) and Boa-Teh Chu (Yale University, New Haven
CT 06520)

A method of controlling the noise level in duct flows is described. The
method is based on the principle of energy extraction by active source(s),
rather than by wave cancellation as in “antisound.” As such the method of
energy extraction is robust; it does not need the delicate signal processing,
perfect phase, and amplitude matching, crucial to sound cancellation. Two
useful modes of contral are discussed, one for quieting low frequencies
and the other effective for higher frequencies. The possibility of perfect
“noise trapping” in a finite region is also considered, even though it is
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difficult to implement such complete control in practice. A preliminary
experiment that substantiates the concept is described. Extension of this
method of noise control to three-dimensional cases is also briefly dis-
cussed.

3:45

2pSAS8. One-dimensional sound field control by sound pressure and
energy-density semsor. J. Warner Soditus and Jiri Tichy (Graduate
Program in Acoustics, Penn State Univ., P.O. Box 30, State College, PA
16804)

The use of an energy density error quantity for adaptive filtered-x
active noise control has been demonstrated to provide advantages over
pressure squared control in a one-dimensional experiment [S. D. Sommer-
feldt and P. J. Nashif, “An Adaptive Filtered-X Algorithm for Energy-
Based Active Control,” J. Acoust. Soc. Am. 96, 300-306 (1994)]. The
performance of energy-density-based control was further explored in com-
parison to pressure-squared control. By using two small microphones, the
pressure and energy-density sensor was moved through regions of the
upstream and downstream of the secondary source in a one-dimensional
low-frequency harmonic sound field. Extensive data were collected for
various sensor locations to demonstrate that the pressure-based control
strongly depends on sensor location, while the energy-density-based con-
trol is more sensor location-independent.

4:00

2pSA9. Optimization of multiple piezoelectric actuator locations for
active control of sound radiation from plates with arbitrary
bonndary conditions. Tao Song and Chris R. Fuller (Vib. and Acoust.
Labs., Dept. of Mech. Eng., Virginia Polytech. Inst. and State Univ.,,
Blacksburg, VA 24061)

Active control of sound radiation from plates with arbitrary boundary
conditions is studied in this paper. An optimization procedure for the lo-
cations of piezoelectric actuators is developed. The objective function in
the optimization is chosen as the sound power radiated from the plates. The
influence of the changes in the support conditions on the eigenproperties of
the plate is evaluated. The numerical results show that the control perfor-
mance with respect to a boundary condition change is dependent upon the
excitation frequency for the case where actuators are optimized for a cer-
tain boundary condition. However for the case of simply supported bound-
ary condition, it is observed that a change in the translational stiffness will
result in degraded control performance only when the translational stiff-
ness is significantly less than infinite (i.e., simply supported). [Work sup-
ported by ONR.]

4:15

2pSA10. Experiments on active control of wave propagation in
fluid-filled elastic cylindrical shells. Bertrand J. Brévart and Chris R.
Fuller (Vib. and Acoust. Labs., Dept. of Mech. Eng., Virginia Polytech.
Inst. and State Univ., Blacksburg, VA 24061-0238)

Experimental results of studies on active vibration control in fluid-
filled piping systems are presented. Reductions of the total power flow, i.e.,
the power flow in the shell wall and the power flow in the fluid field, have
been achieved by means of external radial forces applied to the structure.
Axisymmetric wave propagation was first considered, using PVDF cables
both as actuators and sensors. The shell radial displacement beyond the
control discontinuity was reduced by 7 to 20 dB in a large frequency range.
In addition, the internal pressure field was globally attenvated by the ex-
ternal forces. Considering a point force disturbance at low frequencies,
attenvations of the shell motion associated with higher-order modes (n
=1,2) have been achieved, by means of shaped PVDF films as error sen-

sors and point forces as structural control inputs. [Work supported by
ONR/]
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4:30

2pSAll. The application of a biologically inspired controller to
control sound transmission. James P. Carncal and Chris R. Fuller (Vib.
and Acoust. Labs., Dept. of Mech. Eng., Virginia Polytech. Inst. and State
Univ., Blacksburg, VA 24061)

A biologically inspired control approach for reducing sound transmis-
sion through a distributed elastic system has been theoretically and experi-
mentally verified for narrow-band excitation. The control paradigm ap-
proximates natural biological systems for initiating movement, in that a
low number of signals are sent from an advanced, centralized controller
(analogous to the brain) and are then distributed by local rules and actions
to multiple actuators (analogous to muscle fiber). A local learning rule that
was developed from linear quadratic optimal control theory and solved a
priori was implemented. The investigation considered a plate excited by
normal plane wave, oblique plane wave, and reverberant acoustic fields.
Radiated sound power was the defined cost function and therefore used as
the controller error signal. Four control inputs in the form of piezoelectric
actuators were mounted on the plate in a two-by-two array. Results indi-
cate that increases in transmission loss of approximately 18 dB are attain-
able for off-resonance excitation. In general, comparisons of theoretical
and experimental data show good agreement. This investigation has dem-
onstrated that the biological control approach has the potential to control
multimodal response in distributed elastic systems using an array of many
actuators with a reduced order main controller. Thus significant reductions
in control system computational complexity have been realized by this
approach. [Work supported by NASA Langley.]

4:45

2pSA12. Experimental results from hybrid control with a
sensoriactuator. Robert L. Clark and Jeffrey S. Vipperman (Dept. of
Mech. Eng. and Mater. Sci., Duke Univ., Durham, NC 27708-0300)

Both transient and persistent disturbance rejection were demonstrated
experimentally on a cantilevered beam configured with a piezoelectric
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sensoriactuator. The transient response of the system was suppressed
through direct-rate feedback control, and adaptive feedforward control was
utilized to minimize the response to a harmonic input disturbance. A time-
averaged gradient descent algorithm was implemented to adapt a finite
impulse response filter in the feedforward control approach. Experimental
results demonstrate that rate-feedback control can be utilized to enhance
the transient adaptation of the feedforward control algorithm. Furthermore,
the sensoriactuator provides a convenient method of performing both sens-
ing and actuation simultaneously in feedback and feedforward control of
adaptive structures.
5:00

2pSAl1d. Determination of effective secondary source locations for
active noise control. Jihe Yang (Automated Analysis Corp., 2805 S.
Industrial, Ste. 100, Ann Arbor, MI 48104) and David K. Holger (lowa
State University, Ames, 1A 50011)

A numerical method for determining effective secondary source loca-
tions for active control of interior sound fields has been investigated. The
method uses intermediate results from an indirect boundary element simu-
lation of a sound field to determine effective boundary locations for sec-
ondary sources. In the indirect boundary element method (IBEM), an in-
terior sound field is simulated by replacing the physical boundaries with a
fictitious source distribution that is determined from the geometry, the
properties of the physical boundaries, and the primary source location(s).
Locations of high fictitious source strength, as determined by the IBEM,
are found to be particularly effective locations for secondary sources that
are components in three dimensional active noise control systems. Numeri-
cal results for simple geometries are in agreement with previous experi-
mental results [Elliott et al., J. Sound Vib. 117, 35-58 (1987)], and nu-
merical predictions of active noise control using the proposed method for
locating secondary sources resulted in sound pressure level reductions of
more than 20 dB in reverberant and semi-reverberant spaces. The results
obtained suggest that the method has significant potential for efficiently
locating effective secondary sources for a variety of active noise control
applications.

BALLROOM A, 1:30 TO 4:30 P.M.

Session 2pSP

Speech Communication and Engineering Acoustics: Microphone Arrays: Design and Analysis II

James L. Flanagan, Cochair
CAIP Center, Busch Campus, Rutgers University, Core Building 706, Piscataway, New Jersey 08855-1390

Harvey F. Silverman, Cochair
Laboratory for Engineering Man/Machine Systems, School of Engineering, Brown University, Providence,
Rhode Island 02912

Qiguang Lin, Cochair
CAIP Center, Rutgers University, Core Building, Frelinghuysen Road, Piscataway, New Jersey 08855-1390

Contributed Papers

1:30

2pSPL. Microphone arrays for reducing reverberation and noise in
speech communication. James G. Ryan (Inst. for Microstructural Sci.,
Natl. Res. Council, Ottawa, ON K1A OR6, Canada)

Microphone pickup of sound in typical rooms is impaired by the com-
bined effects of reverberation and noise. This degrades speech intelligibil-
ity and quality particularly in applications where the microphane is located
far away from the talker. Recent advances in microphone array technology
suggest a potential solution to such problems. This paper gives an over-
view of current microphone array techniques and discusses the potential
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benefits for speech communication. Various criteria for measuring the per-
formance of a microphone array are described. A flexible, experimental
microphone array intended for research in speech communications is under
construction and will be described.

1:45

2pSP2. Stable dereverheration using microphone arrays for speaker
verification. A. C. Surendran and J. L. Flanagan (Ctr. for Comput. Aids
for Indust. Productivity, P.O. Box 1390, Piscataway, NJ 08855-1390)

The impulse response of a reverberant environment, in general, is a
nonminimum phase and cannot be inverted. But an exact inverse of the
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environment can be obtained by modeling the room as a multiple input—
output (MINT) system [M. Miyoshi and Y. Kaneda ICASSP (1986}]. In
this report, this model is applied to a microphone array and is used as a
front-end processor for a speaker verification system. The G matrix is
inverted using row action projection (RAP), an iterative approach to solv-
ing a system of linear equations. Starting from an initial guess, the solution
is repeatedly projected onto each hyperplane of the equation system until
it converges. The method is stable, robust to noise, and converges to the
pseudo-inverse solution. In computer-simulated experiments, the signal-to-
reverberant-noise ratio is found to improve with the number of micro-
phones in the array. A speaker verification system using the array is evalu-
ated at various signal-to-competing-noise ratios (SCNR). Results suggest
that verification performance can be substantially elevated in adverse
acoustic environments.

2:00

2pSP). Binaural arrays for hearing enhancement. Michael V.
Scanlon and Stephen M. Tenney (Army Res. Lab., AMSRL-SS-SH, 2800
Powder Mill Rd., Adelphi, MD 20783-1197)

Two hearing augmentation devices developed at the Army Research
Laboratory can enhance normal listening abilities and restore hearing de-
graded by encapsulating headgear. Surrounding sounds are localized with
a head-mounted binaural pinna attachment that recreates the head-related
transfer function associated with the normal listening. The user’s brain
interprets the recreated stereo signals that enter the ear canals through
intra-aural speakers, giving excellent restoration of omnidirectional hear-
ing. A hand-held, ultra-directional array extends the user’s listening range.
The use of delay and sum beamforming in the array assures maximum
directivity in the pointing direction. The binaural long-range hearing de-
vice has two linear endfire arrays of eight cardioid microphones each. The
slightly offset directivity patterns of the two arrays create stereo outputs, so
that the user can interpret differences in amplitude, phase, time-of-arrival,
and frequency content of sounds in the forward area. These devices pro-
vide aural protection and an intra-aural input for communications, without
removing the user from his acoustic environment. Both devices can be
monitored remotely, and are ideally suited for detecting speech, personnel,
equipment, or vehicles during military or law enforcement missions. Per-
formance measurements of various array configurations will be shown.

2:15

2pSP4. A multisensor connectivist model for the preprocessing of the
speech signals. Turker Kuyel and Elmer L. Hixson (Dept. of Elec. Eng.,
Univ. of Texas at Austin, Austin, TX 78712)

Due to the inherent redundancy of the speech data, the design of a
redundancy reducing speech preprocessor is very important. Preprocessor
design is also very important because it can greatly reduce the computa-
tional load on the later stages of speech processing. A special laboratory
oriented method in speech data acquisition, which is called near-field spec-
tral wave number estimation is implemented. In this method multiple mi-
crophones are used. The goal is to incorporate air flow velocity into speech
feature vector. This extra feature is used in addition to the short time
cepstrum of the sound data to make the final speech vectors. The speech
vectors are then quantized into a determined number of categories using a
self-organizing neural network. These quantized and extended vectors are
then used for the modeling of higher speech constructs such as phonemes
and words. The preprocessing scheme reduced the computational complex-
ity considerably at the expense of slight reduction of the recognition ac-
curacy.

2:30

2pSP5. Position-tolerant  differential microphones for noisy
environments. James E. West, G. W. Elko, D. R. Morgan, and R. A.
Kubli (Acoust. Res. Dept., AT&T Bell Labs., 600 Mountain Ave., Murray
Hill, NJ 07974)

Directional microphones are best noted for their noise reduction prop-
erties in communication systems. Close-talking differential microphones
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are particularly useful when the noise environment disturbs the ability to
communicate without error, such as in public and cellular telephony, air-
craft communications, etc. These differential microphones work best when
they are placed within 1 cm from the lips of the talker where the sound
field has a large gradient. For a plane-wave sound field the sensitivity rises
proportional to ", where n is the order of the difference. Users of differ-
ential microphones do not always correctly position the sensor at the
proper distance from the mouth and therefore the sensitivity of the micro-
phone may also rise proportional to »" especially at high frequencies. A
method is described of correcting for this high-frequency gain without
significantly degrading the noise canceling properties of first- and second-
order differential microphones.

2:45

2pSP6. A new adaptive differential microphone array. Gary W Elko
and Anh-Tho Nguyen Pong (Acoust. Res. Dept., AT&T Bell Labs., 600
Mountain Ave., Murray Hill, NJ 07974)

An adaptive differential microphone has been implemented by com-
bining two omnidirectional elements to form back-to-back cardioid direc-
tional microphones. By combining the weighted subtraction of these two
outputs, any first-order array can be realized. If certain simple constraints
are placed on the combination weighting, the null location can be con-
strained to defined angular regions. Three algorithms that control the con-
strained adaptation are presented and discussed for the array: the LMS
algorithm, Newton’s algorithm, and a time-varying least-squares Wiener
filter. A real-time implementation utilizing an AT&T DSP32C digital signal
processor is also described.

3:00-23:15 Break

315

2pSP7. An adaptive subband differential microphone. Juergen
Cezanne and Anh-Tho Nguyen Pong (Acoust. Res. Dept., AT&T Bell
Labs., 600 Mountain Ave., Murray Hill, NJ 07974)

In a previous talk, “A new adaptive differential microphone array” by
Elko and Pong, a differential microphone has been introduced that adapts
its directivity pattern to the particular acoustic environment to provide for
a good signal-to-noise ratio. There, the selected pattern remains more or
less constant with respect to frequency. In this talk an approach is de-
scribed that contains one more degree of freedom. The spectrum of the
signals is partitioned in uniform subbands and different directivity patterns
are adaptively chosen in each subband. This allows to cancel multiple
noise sources with nonoverlapping spectra. An LMS-based algorithm will
be derived with focus on a low computational load and a short delay for the
desired signal. Consequences on the speed of adaptation are discussed.
Further, experimental results of a first implementation with 33 subbands on
a PC-based DSP32C board will be presented. The measurements verify the
ability of the algorithm to cancel multiple noise sources with disjoint
spectra without distorting the desired signal.

3:30

2pSP8. Adaptive enhancement of microphone array signals. Carsten
Sydow (Inst. for Electroacoust., Tech. Univ. of Darmstadt, Merckstr. 25,
D-64283 Darmstadt, Germany)

The signal-to-noise ratio of a speech signal picked up by a microphone
array can be improved by adaptive post processing. Enhancement tech-
niques known from single microphone or dual microphone signal process-
ing, like noise canceling and spectral subtraction can be extended to a
multimicrophone array system. The noise canceling technique and derived
structures try to model the room impulse response by an adaptive trans-
versal filter. Thus the performance of these algorithms is limited by the
ratio of filter length to reverberation time and by the capability to track the
nonstationary impulse response. Reduction of the noise of approximately 8
dB can be achieved with acceptable filter length in a stationary environ-
ment, but precautions must be taken to avoid canceling of the desired
speech signal. The spectral subtraction met' »d yields higher improvements
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in signal-to-noise ratio up to 12 dB, but due to false estimation of magni-
tude short time spectra the processed speech signal contains distortion
known as “musical tones.” Different structures for adaptive post process-
ing of microphone array signals based on both enhancement techniques are
presented and discussed. Their performance in stationary and nonstation-
ary environments is characterized by means of improvement of the signal-
to-noise ratio and subjective speech quality.

3:45

2pSPI. Crosscoupling effects on large wideband arrays. Richard K.
Johnson (Siemens Med. Systems, 22010 SE 51 St., Issaquah, WA 98027)

The effects of crosscoupling on array performance can be well de-
scribed by spatiotemporal or spatiofrequency correlation matrices. The
data acquisition and analysis required for this approach, however, are very
demanding tasks for large wideband arrays. The most important effects of
crosscoupling within an array are latent in single element beam patterns
which are relatively simple to measure. This paper describes the use of
these single element beam patterns to predict array performance and to
establish crosscoupling requirements.

4:00

2pSP10. Minimum error sound source localization. D. Rainton (ATR
Human Information Processing Res. Labs., 2-2 Hikaridai, Seika-cho,
Soraku-gun, Kyoto 619-02, Japan)

A novel approach to the problem of computing the direction of arrival
(DOA) of a sound source using a two-element microphone array is pre-
sented. Typically, the DOA is computed by peak picking from the resulting
cross-correlation function. In order to improve such estimates it is usually
desirable to pre-filter the signals prior to cross correlation. However,
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proper selection of these pre-filters is often problematic. The proposed
algorithm adapts the filters during an initial training session to directly
minimize the number of location estimation errors. The only information
provided is the signal DOA, no explicit knowledge of the signal or noise
spectra are required. It is assumed however that the overall signal/noise
statistics are long term stationary over the training and subsequent testing.
Examples of both linear and nonlinear filter design are presented for a
talker location identification task.

4:15

2pSP11. A model for the holographic reconstruction of sound fields
disturbed with temperature gradients. Martin Gutiérrez V. (Inst. of
Acoust., Univ. Austral de Chile, Casilla 1130, Valdivia, Chile) and
Jorge P. Arenas B. (Inst. of Acoust., Univ. Austral de Chile, Valdivia,
Chile)

Holographic techniques are used to detect noise sources in a wide
range of devices. Some of these techniques are commonly employed in the
reconstruction of sound fields produced by automobile or motorcycle en-
gines. These sound fields are characterized by having several, rather than
single, temperatures; in fact, temperature gradients are frequently found in
regions near the engine. These gradients produce changes in every point of
the sound wave velocity. The mathematical model presented in this paper
was designed to minimize the effect of assuming a constant sound velocity
in the entire space in reconstruction of the sound field. It is based on the
space transformation of sound field (STSF) technique [Hald, Jérgen, B&K
Tech. Rev. 1, 1-50 (1989)], which uses a microphone array to measure
pressure or determine the principal component of cross spectra over a
hologram plane. The model scans the sound field in two planes. The first
plane is used as an STSF initial condition (hologram plane), and the second
plane is considered the boundary condition to Rayleigh integral’s propa-
gation.

BALLROOM B, 1:00 TO 5:00 P.M.

Session 2pUW

Underwater Acoustics: Moderate-to-High Frequency Bottom Interacting Acoustics II

Kevin L. Williams, Chair
Applied Physics Laboratory, University of Washington, 1013 NE 40th Street, Seattle, Washington 98105-6698

Chair’s Introduction—1:00

Invited Papers

1:05

2pUW1. Propagation in range-dependent poro-elastic media. Michael D. Collins (Naval Res. Lab., Washington, DC 20375),
W. A. Kuperman (Scripps Inst. of Oceanogr., La Jolla, CA 92093), and William L. Siegmann (Rensselaer Polytech. Inst., Troy, NY
12180)

Biot’s theory of poro-elasticity is derived for heterogeneous media and reduced to a system of three coupled equations. Previous
formulations of this problem include a redundant fourth equation. The reduced system factors into incoming and outgoing wave
equations and may therefore be solved with the parabolic equation (PE) method, which is useful for range-dependent problems. The
operator square oot is approximated using rational-linear functions that were originally designed for the elastic PE and provide
accuracy and stability. An initial condition for the poro-elastic PE is obtained with the self-starter, which has been generalized to handle
compressional and shear sources in poro-elastic media. Qualitative tests involving the propagation and reflection of slow and fast
compressional wave beams and shear wave beams demonstrate that the poro-clastic PE handles all wave types. A solution based on
the wave-number spectrum has been developed to test the poro-elastic PE quantitatively. The PE and spectral solutions are nearly
identical for problems involving a water column overlying a poro-elastic sediment. A nonlinear relationship involving the coefficients
of the wave equation and the Biot moduli has been worked out so that the natural parameters (i.e., porosity, density, wave speeds, and
attenuations) may be used as inputs to propagation models.
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1:25

2pUW2. A new high-frequency ocean bottom backscattering model. Nicholas P. Chotiros and Frank A. Boyle (Appl. Res. Labs.,
Univ. of Texas at Austin, P.O. Box 8029, Austin, TX 78713-8029)

A new model of acoustic backscatter from the ocean bottom is presented. Based on the analysis of existing data, three main
physical mechanisms have been identified. These are gas bubbles, sediment grains, and interface roughness. Gas bubbles are particu-
larly prevalent in shallow water sediments. A single-scatter approximation is used to model the bubble scattering. Scattering from
sediment grains is a multiple-scatter problem which is still under investigation, but an empirical relationship is available. Scattering
from interface roughness is modeled in terms of a Kirchhoff-Helmholtz scattering integral. The total backscattering strength is an
incoherent sum of the three contributions. It is found that the interface roughness is dominant near normal incidence. The other two
mechanisms tend to dominant at shallow grazing angles. [Work supported by Naval Research Laboratory, Stennis Space Center under
the MCM Tactical Environmental Data System (MTEDS) project.]

1:45

2pUWS3. High-frequency acoustic bottom reverberation. S. Stanic, E. Kennedy (Naval Res. Lab. Code 7174, Stennis Space
Center, MS 39529), and R. Goodman (Appl. Res. Lab., Penn State Univ., State College, PA 16804)

A series of high-frequency bottom backscattering experiments were conducted off the coast of Panama City, Florida. Reverberation
results will be presented as a function of frequency (20 to 180 kHz) and grazing angle (5°-30°). Geoacoustic parameters taken during
the experiments will be used as inputs to an existing seafloor backscattering model initially developed by D. R. Jackson et al. [J.
Acoust. Soc. Am. 79, 1410-1422 (1986)], and modified by A. Lyons et al. [J. Acoust. Soc. Am. 95, 2441-2451 (1994)]. The
experimental data will then be compared to these model simulations.

2:05

2pUWA4. Modeling the sonar backscatter by objects buried in very shallow water. Raymond Lim (Code 130B, Coastal Systems
Station, Panama City, FL 32407-7001)

Conventional sonar systems for bottom searching underwater coastal environments have limited long-range classification capa-
bilities. This is especially true when objects searched for are significantly buried so that imaging is difficult. To investigate the
feasibility of nonimaging methods of classification (e.g., based on isolating resonances in the echo from the desired object), models
that faithfully predict the acoustic response of known objects in various states of burial are required. Because the response of the object
can be strongly modified by the structure of its local environment, an appropriate model must account for effects due to propagating
the acoustic field to and from the object, the scattering itself, and the interaction of the object with its local environment. The present
talk will discuss how these issues can be handled in an exact fashion via a transition-matrix formulation both for fully buried and
partially buried objects. In either case, the solution involves identifying a suitable set of global basis functions. [Work supported by
ONR and the CSS IR program.]

Contributed Papers

2:25 2:40

2pUWS. Acoustic form function for porous solid spheres:
Comparison between theory and experiments. Kerry W.
Commander, Raymond Lim (Coastal Systems Station, Panama City, FL
32407-7001), Theodore W. L. Huskey, Steven R. Baker (Naval
Postgraduate School, Monterey, CA 93943-5000), and Steven G. Kargl

2pUW6. Moderate frequency scattering from objects in an elastic
bottom with rough interfaces. Jaiyong Lee and Henrik Schmidt (Dept.
of Ocean Eng., MIT, Cambridge, MA 02139)

(Univ. of Washington, Seattle, WA 98105)

An underwater acoustic scattering experiment was performed on three
porous solid spheres of varying grain size to determine their acoustic form
functions. The sph