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ABSTRACT 

Efficient simulation of unsaturated moisture flow in porous media is of great importance 
in many engineering fields.  The highly non-linear character of unsaturated flow typical-
ly gives sharp moving moisture fronts during wetting and drying of materials with strong 
local moisture permeability and capacity variations as result.  It is shown that such con-
flict with the common preference for low-order numerical integration in finite-element si-
mulations of unsaturated moisture flow: inaccurate numerical integration leads to errors 
that are often far more important than errors from inappropriate discretisation. 
In response, this paper develops adaptive integration, based on nested Kronrod-Patter-
son-Gauss integration schemes: basically, the integration order is adapted to the local-
ly observed grade of non-linearity.  Adaptive integration is developed based on a stan-
dard infiltration problem, and it is demonstrated that serious reductions in the numbers 
of required integration points and discretisation nodes can be obtained, thus significant-
ly increasing computational efficiency.  The multidimensional applicability is exemplified 
with two-dimensional wetting and drying applications. 
While developed for finite-element unsaturated moisture transfer simulation, adaptive 
integration is similarly applicable for other non-linear problems and other discretisation 
methods.  And whereas perhaps outperformed by mesh-adaptive techniques, adaptive 
integration requires much less implementation and computation.  Both techniques can 
moreover be easily combined. 

KEYWORDS 

Numerical integration, adaptive integration, non-linear problems, finite elements, Rich-
ards equation 
 

1. INTRODUCTION 

Dependable and efficient simulations of unsaturated moisture flow in porous media are 
of great importance for the built environment.  Moisture flow in porous media influences 
the durability and sustainability of built structures: the corrosion of concrete rebars due 
to chloride ingress via the pore water is just one example of potential damage [1].  Fur-
thermore, moisture flow in porous media influences the health and comfort of building 
occupants: excessive humidity levels in buildings yield mould formation [2] and depre-
ciate interior air quality [3].  To correctly design new structures, or to remedy defective 
existing ones, dependable and efficient simulations of unsaturated moisture flow in po-
rous media are crucial.  Many hydrological, agricultural and environmental applications, 
and various other engineering areas, similarly need reliable simulations of unsaturated 
moisture flow. 
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Commonly the Richards equation is applied as mathematical description of unsaturated 
isothermal moisture flow in porous media: 

     c
m c c m c m c c m c

pw
k p p c p k p p 0 c w p

t t


          

 
T T  (1)

where w [kg/m³] is the moisture content, pc [Pa] is the capillary pressure, t [s] is time, cm 
[kg/(m³·Pa)] is the moisture capacity, km [kg/(m·s·Pa)] is the moisture permeability.  Eq. 
(1) presents the Richards equation in its typical building physical form [4]: with capillary 
pressure as moisture potential and neglecting the influence of gravity.  Typically the wi-
de range of pore diameters in porous media makes the moisture capacity cm and mois-
ture permeability km strongly dependent on the moisture level – they regularly vary mo-
re than ten orders of magnitude between the dry and saturated state –, making the Ri-
chards equation highly non-linear.  Several other engineering, physical, chemical and 
biological problems yield similarly non-linear partial differential equations. 
Most simulation models for unsaturated moisture flow in porous media solve Eq. (1) nu-
merically with a finite-element spatial discretisation [4-8, among others] and backward 
Euler temporal discretisation.  This converts Eq. (1) to a system of algebraic equations: 

 t t t t t t t t t t t
c ct t        C K P F C P  (2)

where C is the capacity matrix, K is the permeability matrix, Pc is the capillary pressure 
vector, F is the external load vector and Δt [s] is the time step.  Capacity and permeabi-
lity matrices C and K are assembled from their respective element matrices: 

e
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(4)

where Ωe is the element domain and Ni/j are finite-element shape functions.  Generally 
numerical integration is applied to resolve the integrals in Eq. (3-4) [4-8, among others]. 

Discretisation and integration errors 

The strong dependency of the moisture capacity and permeability on capillary pressure 
typically yields sharp moving capillary pressure and moisture content fronts during wet-
ting and drying of porous media.  These request a fine spatial discretisation throughout, 
to accurately capture the shifting capillary pressure fronts in the entire domain.  Such fi-
ne discretisation throughout is not efficient though, as it is only necessary at the actual 
front, while less active regions of the domain allow coarser discretisation.  For that rea-
son, mesh-adaptive approaches are finding their way into unsaturated moisture flow si-
mulation [9]: concentrating discretisation nodes in regions with large errors [10] allows 
reaching accurate solutions more economically.  Such mesh-adaptive algorithms thus 
implicitly assume that these errors are discretisation errors, caused by the inaccurate 
discretised capture of the capillary pressure profiles in these regions, and they accor-
dingly correct for that by increasing the local node density.  While such assumption is 
acceptable for linear problems with constant coefficients, non-linear cases with state-
dependent coefficients may additionally be affected by integration errors, due to the in-
accurate numerical integration of the element matrices. 
 
The moving capillary pressure and moisture content fronts lead to strong local variati-
ons of moisture capacity cm and permeability km.  These request a fine numerical inte-
gration throughout, to accurately integrate the element matrices in Eq. (3-4) in the enti-
re domain.  Such fine integration throughout is not efficient though, as it is only neces-
sary at the actual front, while less non-linear regions of the domain allow a coarser in-
tegration.  The significance of accurate numerical integration remains currently under-
valued in literature, given the popularity of low-order numerical integration in unsatura-



Postprint: Janssen H, 2009. Adaptive Kronrod-Patterson integration of non-linear finite-element 
matrices, International Journal for Numerical Methods in Engineering, 81: 1455-1474.  

                                                                                        doi:10.1002/nme.2748 
 

  3

ted moisture flow models [4-8, among others].  The analysis here will show though that, 
for non-linear problems, such integration errors easily overshadow the discretisation er-
rors, and should thus receive particular attention. 
Such deficient numerical integration can of course be resolved by mesh-adaptation: the 
local concentration of discretisation nodes entails a concurrent concentration of integra-
tion points.  This indirect approach comes though at the price of extra discretisation no-
des in the system and a complex mesh-refinement algorithm [10], both raising the com-
putational expense.  This article will present an alternative approach, adaptively increa-
sing the integration points in regions with high non-linearity.  This approach directly tar-
gets the integration errors, requires minimal implementation and computational expen-
se, and is moreover wholly complementary to mesh-adaptive approaches. 
 
An introductory section introduces the benchmark calculation that exemplifies the deve-
lopment of the adaptive integration approach, with presentation of the simulation algori-
thm, spatial discretisation meshes and numerical integration schemes.  The respective 
influences of discretisation and integration errors on the benchmark calculation results 
are subsequently illustrated, with an ensuing analysis of the origin of the integration er-
ror.  The main section establishes both an iterative and a non-iterative adaptive numeri-
cal integration, and shows how these reduce the required numbers of integration points 
in highly non-linear finite-element simulations.  The article is finalised with multi-dimen-
sional applications and the conclusions. 

2. SIMULATION ALGORITHM AND BENCHMARK CALCULATION 

The empirical evaluation of discretisation and integration errors in finite-element simu-
lations of non-linear problems is carried out by calculating a benchmark infiltration pro-
blem with different spatial discretisation meshes and numerical integration schemes, 
and comparing the results to a fine-discretisation and fine-integration reference soluti-
on. 

2.1 Simulation algorithm 

The simulation algorithm employed applies a finite-element spatial discretisation and a 
backward Euler temporal discretisation to numerically solve a mass-conservative versi-
on of Eq. (2) [4,7,11]:  

 
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 
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(5)

where m indicates the iteration number.  The resulting system of algebraic equations is 
linearised with the Newton-Raphson iterative scheme and finally solved by standard LU 
decomposition and backsubstitution.  Complete information on the simulation algorithm 
can be found in [4]. 
The algorithm uses a two-pronged convergence criterion for the iterative process, eva-
luating residuals in capillary pressure and moisture content [7,13]: 

t t,m 1 t t,m t t,m 1 t t,m
c c

itert t,m 1 t t,m 1
c

min ,
     

   

  
   
 
 

P P W W

P W
 

(6)

where W is the moisture content vector and δiter is the target error.  In Eq. (6), the capil-
lary-pressure criterion dominates at very low moisture contents while the moisture-con-
tent criterion governs at high saturation levels.  A global criterion is preferred, to avoid a 
strong effect of incidental local numerical deviations.  The algorithm moreover applies a 
heuristic time-step adaption scheme based on the number of iterations that were requi-
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red to obtain convergence in the previous time step: 

max
n 1 n

n

m
t t min , 2

2m
 

    
 

 (7)

where ∆tn(+1) [s] is the current and next time step, mn is the number of iterations from ti-
me step n and mmax is the maximum number of allowed iterations.  Additional criteria to 
treat output moments and divergent steps are also implemented [4].  Whereas Eq. (7) 
does not allow explicit temporal error control [7], the parameters in Eq. (6-7) have been 
chosen such that the iteration and temporal errors have negligible impact on the analy-
sis undertaken here. 
Some important differences with common finite-element models for unsaturated mois-
ture flow in soils [5-7,11, among others] are to be mentioned here.  Our algorithm does 
not apply mass lumping in the moisture capacity matrices, and does hence suffer from 
unwanted oscillations at the toes of the moisture fronts.  While several authors confirm 
the efficacy of mass lumping in this respect [5-7,11, among others], they uniquely com-
bined mass lumping with linear elements.  When combined however with higher-order 
elements, the oscillations remain [4,12].  It is shown in [4] though that the effect of the-
se oscillations is negligible.  Furthermore, our algorithm does not use simplified repre-
sentations of the variations of cm or km over an element.  While many authors do so for 
efficiency reasons [5-7,11, among others], this essentially boils down to low-order nu-
merical integration, which will be shown inferior further down in this paper.  Therefore, 
consistent capacity and permeability formulations as in Eq. (3-4) are maintained. 

2.2 Benchmark calculation 

The benchmark infiltration problem is one-dimensional free water uptake by 10 cm ce-
ramic brick: the underside of a beam-shaped sample is put in contact with water, and 
the moisture absorption in the sample is recorded.  Free water uptake measurements 
are commonly carried out in building physics for material property determinations [14], 
and are conceptually similar to infiltration problems as considered in [7,11].  The limited 
sample height and the high capillary pressure levels involved make the effect of gravity 
negligible.  Material properties for the ceramic brick are taken from [15] and are illustra-
ted in Figure 1 (alphanumeric data are gathered in appendix).  The initial and boundary 
conditions for one-dimensional free water uptake by 10 cm ceramic brick are: 

 

8
c

c

m

t 0 s : x [0.0;0.1] m p 10 Pa

t 0 s : x 0.0 m p 0 Pa

x 0.1 m g 0 kg / m² s

   

  

  

 

(8)

(9)

Simulations are continued for 5000 s with alphanumeric output every 100 s.  The resul-
ting capillary pressure and moisture content profiles are depicted in Figure 2.  It is clear 
that the strongly variable moisture capacity and permeability result in the characteristic 
sharp moving fronts.  In Figure 3, the capillary pressure pc front after 100 s is repeated, 
in combination with the ensuing variations of moisture permeability km and capacity cm 
over the domain.  For ease of representation, km and cm have been normalised by divi-
ding them with their minimal value in the domain.  It is evident from Figures 2-3 that the 
non-linear Richards equation does not only produce a front of pc, but also of km and cm.  
The variations of km and cm in the region of the front amount to some 7 orders of magni-
tude, whereas pc ‘only’ varies over 3 to 4 orders of magnitude.  This suggests that low-
order numerical integration, typical for unsaturated moisture flow simulation models [4-
8, among others], may not suffice for accurate integration of the element matrices. 

2.3 Spatial discretisation 

The benchmark calculation is performed with different spatial discretisations.  Figure 2 
indicates that the capillary pressure fronts become progressively smoother when pene-
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trating deeper into the material, implying that a coarsening discretisation is more appro-
priate than an equidistant one.  These are developed based on a factor A, which deter-
mines the first internode distance and the internode distance growth factor.  Increasing 
A will hence result in a coarser spatial discretisation.  Concretely, all discretisations are 
developed based on: 

   6 3
1 i 1 ix 10 A & x min x 1 10 A ,0.01 & A 10,1000 


        

 

(10
)

where Δxi is the internode distance between node i and i + 1.  For example, for A = 10, 
Δx1 is 1·10-5 m, Δx2 is 1.01·10-5 m, ….  All discretisations apply quadratic line elements, 
with 3 nodes per element.  The considered A values and their corresponding number of 
discretisation nodes and elements are gathered in Table 1.  The fine-discretisation ref-
erence mesh on the other hand applies 2437 nodes (first internode distance 1.0·10-6 m, 
internode growth factor 1.005, maximum internode distance 5.0·10-5 m). 

2.4 Numerical integration 

The benchmark calculation is performed with different numerical integrations.  Typically 
low-order Gauss-Legendre numerical integration is employed to calculate the integrals 
in the capacity and permeability matrices of Eq. (3-4) [4-8, among others].  At the least, 
three Gauss-integration points are necessary to accurately integrate the product of the 
two quadratic shape functions in Eq. (3), and this scheme is considered the basic low-
order integration scheme.  In this paper, two Kronrod-Patterson extensions of this basic 
scheme are considered as enhancements.  Kronrod-Patterson extensions yield nested 
integration schemes [16]: the 7-point first extension recycles the basic scheme’s 3 inte-
gration points – albeit with different weights –, and the 15-point second extension simi-
larly recycles the first extension’s 7 points.  The integration point locations and weights 
are gathered in Table 2.  The benefit of such nested enhancements will become clear 
when adaptive integration is introduced later on in the article.  The fine-integration refe-
rence scheme on the other hand uses a 101-point trapezoidal rule. 

2.5 Error quantification 

The influence of discretisation and integration errors is quantified by comparing results 
from calculations with different spatial discretisation meshes and numerical integration 
schemes to the fine-discretisation and fine-integration reference solution.  The mass er-
ror E – average relative deviation from the reference mass evolution – is taken to quan-
tify the discretisation and/or integration errors: 

2
n

i i,ref

i,refi 1

m m
E n

m

 
   

 
  

(11)

where mi(,ref) is the total mass of absorbed moisture in the actual and reference solution 
at output moment i, and n is the number of output moments (50 for the benchmark cal-
culation considered).  An average deviation over the total calculation interval is prefer-
red over a ‘maximum-value’ criterion, to minimise the influence of odd deviations at ex-
ceptional time steps.  It has been verified however that both generally correlate well.  It 
is noted that our criterion, based on total mass deviations, does not detect any smooth-
ing of the moisture fronts, as a reduced slope of the front does not necessarily yield de-
viations in the total absorbed moisture mass.  Analysis of the solutions shows however 
that discretisation and integration errors primarily yield deviations in the location of the 
front, rather than in the slope of the front.  This implies that Eq. (11) will reliably quantify 
the effects caused by discretisation and integration errors. 
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2.6 Computational expense 

The computational expense of the benchmark calculation is essentially proportional to 
the cost for matrix composition and decomposition in a single iteration and to the total 
number of iterations.  The single-iteration composition cost is governed by the function 
evaluations needed to compose the element matrices of Eq. (3-4): it is hence proportio-
nal to the total number of integration points in the simulation domain, equal to the prod-
uct of the number of elements in the discretisation and the number of integration points 
per element.  The single-iteration decomposition cost on the other hand is governed by 
the number of equations to solve, which is directly linked to the total number of discreti-
sation nodes in the simulation domain.  It will be established that appropriately chosen 
numerical integration decreases the numbers of required integration points and discre-
tisation nodes, hence reducing the matrix (de)composition costs and the total computa-
tional expense.  These single-iteration costs are the main focus of this article.  The use 
of larger elements however also has a positive influence on the time steps [7], an effect 
that is also observed in this analysis.  This (indirect) benefit can only be appreciated. 

3. DISCRETISATION AND INTEGRATION ERRORS 

3.1 Illustration of integration errors 

To illustrate the distinction between discretisation and integration errors in non-linear fi-
nite-element simulations, and to point out the deficiency of low-order numerical integra-
tion, the benchmark calculation is executed with different spatial discretisations (A ran-
ging from 10 to 500) and different numerical integrations (3, 7, 15 Kronrod-Patterson & 
101 trapezoidal).  The 101-point trapezoidal scheme is assumed to give a near-perfect 
integration, and simulations using that scheme should only suffer from discretisation er-
rors.  Deviations between those solutions and solutions with other integration schemes 
can thus be attributed to integration errors.  Figure 4 presents the calculated mass ab-
sorption for the ‘500’ mesh in combination with the 101-, 15-, 7- and 3-point integration 
schemes.  The ‘101-point’ solution is indistinguishable from the reference solution (not 
shown in figure), confirming hence that the ‘500’ mesh is an appropriate discretisation, 
and that the deviations are not caused by discretisation errors.  It is clear, on the other 
hand, that the numerical integration has a huge impact on the results: the solutions ra-
pidly deteriorate for lower-order integration schemes, due to integration errors.  A com-
parison of the mass error E – Eq. (11) – for the different calculations is gathered in Fig-
ure 5. 
For the simulations using the reference 101-point numerical integration scheme, the er-
ror E rises monotonously with the spatial discretisation’s shape factor A: coarser spatial 
discretisations yield larger deviations.  It should be noted though that the E for the '500’ 
mesh – which uses just 17 nodes – is still lower than 1 %.  The effect of the discretisati-
on errors on the benchmark calculation hence remains limited.  The deviations E howe-
ver quickly grow if less accurate numerical integration schemes are used.  For the ‘500’ 
mesh, the 15-point scheme leads to E 3 %, the 7-point scheme E 44 % and the 3-point 
E 69 %.  For all other meshes, Figure 5 also clearly indicates that the integration errors 
vastly overshadow the discretisation errors.   
To attain the 1 % accuracy with the 15-, 7- and 3-point integration schemes, one has to 
employ respectively the ‘250’, ‘100’ and ‘25’ meshes.  This implies that reduction of the 
integration errors through the local concentration of discretisation nodes – be it in adap-
tive or immobile meshes – is effective but inefficient: it requires more discretisation no-
des and integration points than really needed, unnecessarily raising the computational 
cost.  For example, the ‘250 & 15-point’ combination requires only 25 discretisation no-
des and 180 integration points (15 in each of the 12 elements), while the ’25 & 3-point’ 
case requires 195 discretisation nodes and 291 integration points (3 in each of the 97 
elements). 
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On the whole, Figure 5 confirms that the common application of low-order numerical in-
tegration in unsaturated flow models results in substantial integration errors, which are 
usually far more important than the discretisation errors.  While their effect can be mini-
mised by refining the spatial discretisation, this unnecessarily increases the computati-
onal expense.  An alternative approach, directly targeting the integration errors, is pre-
sented later on in this article. 

3.2 Cause of integration errors 

The adverse effect of low-order numerical integration is obviously caused by an inaccu-
rate numerical integration of the element matrices of Eq. (3-4).  To illustrate that, a sim-
plified version of Eq. (4) is considered here: 

e

mK k d


   (12)

where Ωe is [-1,1], the typical domain of a one-dimensional master element.  We focus 
on the permeability matrices here, a similar elaboration is possible for the capacity ma-
trices.  Exemplarily, the capillary pressures at the three element nodes are set -3.0·104, 
-3.0·105 and -1.0·106 Pa, common values for the capillary pressure fronts of the bench-
mark calculation.  Figure 6 shows the variations of capillary pressure and moisture per-
meability over the element, combined with the integration points from the 3-, 7- and 15-
point integration schemes.  It is evident that the 3-point integration scheme can not ac-
curately integrate K: the integration points do not capture the high km region at the left 
side of the element, thus underestimating K.  This becomes progressively better when 
more integration points are used.  The ‘correct’ value for the integral in Eq. (12) is 1.27 
·10-10: the 15-, 7-, 3-point schemes lead to respectively 1.27·10-10, 1.20·10-10, 3.56·10-11.  
While the 15-point scheme gives a satisfactory result, the 7- and 3-point schemes pro-
gressively underestimate the integral.  It is thus demonstrated that low-order numerical 
integration is not sufficient at sharp moisture fronts, and must lead to numerically erro-
neous simulation results.   
As the underestimation of permeability integrals by low-order numerical integration is li-
mited to sharp moisture fronts, and furthermore depends on the capillary pressures in-
volved, its occurrence is irregular.  The global effect however of the irregular underes-
timation of the permeability matrices – and, as can be shown, also of the capacity ma-
trices – is an underestimation of the moisture absorption, as is evident from Figure 4. 

4. ADAPTIVE NUMERICAL INTEGRATION 

4.1 Introduction 

General application of high-order numerical integration requires less computational ex-
pense than low-order integration: the ‘250 & 15-point’ and the ’25 & 3-point’ yield simi-
lar accuracy, but the latter requires 195 discretisation nodes and 291 integration points, 
in contrast to just 25 discretisation nodes and 180 integration points for the former. The 
accuracy – and computational expense – of high-order numerical integration is though 
only needed at the actual front: general application is neither required nor efficient.  Ac-
cordingly, an adaptive numerical integration algorithm can save computation time whe-
re possible and provide accuracy where required, by adapting the density of integration 
points to the local non-linearity. 
Being originally developed to resolve non-smooth integrands, adaptive numerical inte-
gration now finds general application in the Boundary Element Method, as (near)singu-
lar integrands are typical for the boundary element matrices [17-19].  Adaptive numeri-
cal integration similarly finds its way into the eXtended Finite Element Method [20].  For 
the Finite Element Method on the other hand, application of adaptive numerical integra-
tion appears limited to elasto-plastic shell elements [21-22].  In [21], the numerical inte-
gration algorithm chooses between a 1- and 4-point rule, based on the state of the ele-
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ment: 1 point for elements in the elastic regime and 4 points for elements in the plastic 
regime.  This approach is further elaborated in [22], where the number and location of 
the integration points is determined from the stress distribution in the element.  This ar-
ticle presents an iterative and a non-iterative adaptive numerical integration technique 
for non-linear finite-element simulations of unsaturated moisture flow in porous media, 
based on the nested Kronrod-Patterson 3-, 7- and 15-point rules.  A first version of this 
technique was presented in [23]. 

4.2 Iterative adaptive integration 

In the iterative adaptive integration, the numerical integration of the element matrices of 
Eq. (3-4) is progressively refined – by consecutive application of the 3-, 7- and 15-point 
Kronrod-Patterson rules – until convergence is reached.  The computational cost of this 
iterative refinement is reduced by the nested Kronrod-Patterson rules: the function eva-
luations from the lower-level scheme can be reused by the higher-level scheme, it only 
requires multiplications with different weights.  The capacity and permeability matrices 
are not considered separately however, but in their typical combination Ce +  Δt·Ke from 
Eq. (5): 

e e e e
j 1 j 1 j j

int egre e
j 1 j 1

C t K C t K

C t K

 

 

      
 

  
 

(13)

where j (+1) is the level of numerical integration and δintegr is the target error.  Every ite-
rative integration starts with the 3-point scheme.  To evaluate the accuracy of its result, 
the 7-point result is calculated, and both are compared via Eq. (13).  If convergence is 
reached, the 7-point result is maintained for the further calculation, since it is available 
anyway.  If convergence is not reached, the 15-point result is calculated and compared 
to the 7-point result.  If convergence is not reached at that stage, no further refinement 
is executed, instead the element matrices are accepted as is.  Further levels could be 
inserted into the adaptive scheme, but given the fair performance of the 15-point sche-
me for our benchmark calculation (see Figure 5), this option is not pursued here.   
Bond [24] introduced an alternative method to assess the accuracy of a numerical inte-
gral, without the need for additional function calls.  He suggests approximating the inte-
gral based on all but one of the original integration points, in combination with different 
weights.  This approach could indeed be less costly, but chances are it is inefficient for 
the considered case: if the omitted integration point belongs to the region with very low 
km values (Figure 6), its omission would not yield a significantly different integration re-
sult.  The similarity between the two integrals is however no guarantee of their accura-
cy.  The addition of a single integration point would similarly not be efficient.  The addi-
tion of multiple integration points, as proposed here with the use of the Kronrod-Patter-
son scheme, is on the other hand bound to give a reliable assessment. 
 
For the analysis at hand, δintegr has been taken equal to 1 %, 3 %, 5 %, 10 % and 20 %.  
The two larger values produce erratic deviations E from the reference solution, and are 
therefore not retained.  The three smaller values essentially yield the same performan-
ce as the original 15-point integration in Figure 5, implying that the computational cost 
for matrix decomposition remains equally low.  The computational cost for matrix com-
position however changes significantly, as the use of 15 integration points per element 
now becomes exceptional.  For δintegr 5 %, Figure 7 shows the relative use of the 3-, 7- 
and 15-point integration schemes for the different spatial discretisations and the avera-
ge number of integration points per element.  Figure 7 confirms that, for all discretisati-
ons considered, the largest share of the element integrations attain convergence at the 
3-point/7-point comparison, whereas only a small share needs more integration points.  
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The average number of integration points per element consequently drops from 15 to a 
value between 7 and 9.   
While this clearly demonstrates the potential of the iterative adaptive numerical integra-
tion, there obviously also is room for improvement.  As, on the one hand, the 7-point re-
sult is needed for evaluation of the 3-point result and, on the other hand, the refinement 
does not proceed beyond 15 integration points, the iterative adaptive numerical integra-
tion scheme essentially selects between the 7- and 15-point schemes.  A non-iterative 
adaptive numerical integration scheme can further reduce the total number of required 
integration points and thus the computational cost for matrix composition. 

4.3 Non-iterative adaptive integration 

Instead of iteratively improving the integration based on the error estimator in Eq. (13), 
the non-iterative scheme uses an error indicator to determine the number of integration 
points required for each element.  The error indicator is the variation of the permeability 
km and capacity cm over the element, since the accuracy of the numerical integration of 
the element matrices in Eq. (3-4) highly depends on those.   
At the start of each time step, the variation of km and cm over each element is evaluated 
by calculating their values at the element’s nodes and determining the ratio of the maxi-
mum and minimum km and cm values.  Via heuristic investigation it is concluded that the 
following decision algorithm leads to good results: 

m,max m,max

m,min m,min

m,max m,max

m,min m,min

m,max m,max

m,min m,min

k c
max , 100 15 integration points

k c

k c
max , 5 7 integration points

k c

k c
max , 5 3 integration points

k c

 
   

 
 

   
 
 

   
 

 

(14)

The decision on the number of required integration points is based on evaluations of km 
and cm at the discretisation nodes only, and is solely performed at the start of each time 
step: the computational expense related to this assessment is hence negligible.  While 
it would be preferable to make this assessment at the start of each iteration, the choice 
for the time step level is a compromise between computational expense and efficiency.  
Any integration error resulting from significant shifts in the km and cm values during such 
time step is accepted as a consequence of this choice.   
This non-iterative adaptive numerical integration scheme again delivers a performance 
similar to that of the original 15-point scheme (Figure 5), however at a drastically lower 
matrix composition cost.  Figure 8 shows the relative use of the 3-, 7- and 15-point inte-
gration schemes for the different spatial discretisations and the average number of inte-
gration points per element.  Figure 8 confirms that the 3-point scheme suffices for most 
of the element integrations, lowering the average number of integration points per ele-
ment to a value between 4 and 7. 

4.4 Conclusion 

In this study, it is demonstrated that the general preference for low-order numerical in-
tegration adversely influences the needed discretisation for unsaturated moisture flow 
simulations.  This adverse effect is attributed to the inaccurate numerical integration of 
the element capacity and permeability matrices, resulting from the highly non-linear re-
lation between capillary pressure and moisture capacity and permeability.  While gene-
ral use of high-order numerical integration can hence be advocated, its efficiency can 
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be improved by introduction of adaptive integration, be it iterative or non-iterative.  The 
analysis shows that an accuracy E of 1 % in the benchmark simulation requires: 

 general 3-point integration: 195 discretisation nodes, 291 integration points; 
 general 15-point integration: 25 discretisation nodes, 180 integration points; 
 iterative adaptive integration: 25 discretisation nodes, 101 integration points; 
 non-iterative adaptive integration: 25 discretisation nodes, 71 integration points; 

(values taken for the ‘25’ mesh for the general 3-point integration, for the ‘250’ mesh for 
all other integrations). 
For highly non-linear finite element simulations, adaptive integration can hence provide 
accuracy where required and efficiency where allowed.  For the benchmark simulation, 
the use of adaptive integration – instead of the common low-order integration – allows 
reducing the number of required discretisation nodes with a factor 8 and the number of 
required integration points with a factor 4. The computational costs for matrix composi-
tion and decomposition are thus drastically decreased. 
As a side note, the analysis in [7] points out that larger elements also require less time 
steps or iterations to reach a certain temporal accuracy.  This effect can be observed 
here as well: the number of iterations required for simulations with the ‘250’ mesh lies 
four times lower than the number for the ‘25’ mesh.  Adaptive integration, and the con-
sequently larger size of elements, hence also positively affects the computational cost 
via the total number of time step or iterations, albeit indirectly.  

5. TWO-DIMENSIONAL APPLICATIONS 

While adaptive integration has been developed and illustrated above for a one-dimensi-
onal case, its applicability with multiple dimensions and other materials is demonstrated 
below. 

5.1 Two-dimensional wetting of brick 

The first two-dimensional example concerns the capillary absorption by a square beam 
of ceramic brick of 0.2 x 0.2 m from a partial water contact in the centre of the material, 
due to a saturated 2 cm crack.  Application of symmetry allows formulating the problem 
with these initial and boundary conditions: 

8
c

c

m

t 0 s : x, y [0.0;0.1] m p 10 Pa

t 0 s : x = 0.0 m & y [0.0;0.01] m p 0 Pa

other boundaries g 0 kg / m²s

   

  



 

(15)

(16)

Simulations are continued for 5000 s with alphanumeric output every 100 s.  All spatial 
discretisations are developed based on the one-dimensional discretisations as applied 
in the benchmark simulation: the application of Eq. (10) in two dimensions gives the ba-
sis for meshes using quadratic 8-noded rectangular elements.  Numerical integration is 
similarly based on a two-dimensional extension of the 3-, 7-, and 15-point Kronrod-Pat-
terson schemes.  The overall error – caused by discretisation and integration errors – is 
quantified with Eq. (11).  Computational cost is, as before, related to the required num-
ber of discretisation nodes and integration points. 
 
For this case four different integration schemes are used: the 3-point and 15-point stan-
dard schemes and the iterative (δintegr 5 %) and non-iterative adaptive schemes.  Figure 
9 shows the error E for the 3-point and 15-point schemes, illustrating the importance of 
high-order integration again: the 15-point scheme allows reaching a 1 % accuracy with 
about 1500 discretisation nodes and 112.500 integration points (225 in each of the 500 
elements) (values taken between the ‘100’ and ‘200’ mesh).  For such accuracy, the 3-
point scheme needs some 30.000 nodes and 90.000 integration points (9 in each of the 
10.000 elements) (values taken between the ‘20’ and ‘30’ mesh).   
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Adaptive integration schemes essentially give the same accuracy as the 15-point sche-
me, but with reduced matrix composition costs: the iterative and non-iterative adaptive 
integration need respectively about 64 and 40 integration points per element (values ta-
ken between the ‘100’ and ‘200’ mesh), instead of the original 225.  As before adaptive 
integration gives a vast improvement over the common low-order integration, given the 
resulting reduction in required integration points and discretisation nodes. 

5.2 Two-dimensional drying of mortar 

A second two-dimensional example concerns the isothermal drying of a cement mortar 
beam of 0.2 x 0.2 m.  The beam is originally at capillary moisture content, and dries out 
by vapour exchange with an environment at 20 °C and 70 % relative humidity.  Material 
properties for the cement mortar are gathered in the appendix.  While actually requiring 
a convective boundary condition, the simulation is simplified by imposing a fixed capil-
lary pressure of -5 107 Pa – corresponding to 70 % RH – at the drying surfaces.  Appli-
cation of symmetry allows formulating the problem with these initial and boundary con-
ditions: 

 

c

7
c

m

t 0 s : x, y [0.0;0.1] m p 0 Pa

t 0 s : x or y 0.0 m p 5 10 Pa

x or y 0.1 m g 0 kg / m² s

  

    

  

 

(15)

(16)

Simulations are continued for 5 105 s with alphanumeric output every 104 s.  The over-
all error – caused by discretisation and integration errors – is quantified similarly to Eq. 
(11), with mi now describing the total mass of lost moisture in the actual and reference 
solution at the output moment i.  
Figure 10 shows the error E for the 3-point and the 15-point schemes, once more illus-
trating the importance of high-order integration: the 15-point scheme reaches 1 % ac-
curacy with 133 discretisation nodes and 8100 integration points (225 in each of 36 e-
lements) (values taken for the ‘1000’ mesh).  The 3-point integration scheme requires 
about 12.000 discretisation nodes and 36.000 integration points (9 in each of the 4000 
elements) (values taken between the ‘30’ and ‘60’ mesh).  The two adaptive integration 
schemes again deliver a similar performance as the 15-point scheme, but at lower ma-
trix composition costs: the iterative and non-iterative schemes require respectively 120 
and 107 integration points per element (values taken for the ‘1000’ mesh).  As before, 
adaptive integration is a clear improvement over common low-order integration. 

6. CONCLUSION 

Most simulation models for unsaturated moisture transfer in porous materials employ a 
finite-element spatial discretisation, with the element integrals generally being resolved 
by low-order numerical integration.  This article has shown that this low-order integrati-
on is not the optimal choice for the highly non-linear unsaturated moisture transfer pro-
blem: it was demonstrated that low-order numerical integration necessitates small ele-
ments to limit the integration errors. 
In response to that, the efficiency of high-order integration has been illustrated: far lar-
ger elements could be used, indicating that, for highly non-linear finite-element simula-
tions, the discretisation errors are insignificant in comparison to the integration errors.  
Whereas the general application of high-order integration does not yield an explosion 
of integration points – consequence of the ensuing reduction in number of discretisati-
on nodes and elements –, its accuracy is actually only required at the actual moisture 
front, while low-order integration can be accepted in the less non-linear regions.  The-
refore, adaptive integration has been introduced, continuously adapting the density of 
integration points to the reported non-linearity.     
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Both the iterative and the non-iterative adaptive integration algorithm are based on the 
nested 7- and 15-point Kronrod-Patterson extensions of the common 3-point Gauss in-
tegration.  In the iterative approach, the integration is progressively refined until a con-
vergence criterion is met, while a heuristic algorithm selects the number of required in-
tegration points in the non-iterative approach. 
The cases considered in this paper show that the application of adaptive integration – 
instead of the common low-order integration – significantly reduces the number of re-
quired discretisation nodes and integration points, and thus the computational costs. 
 
While seemingly exclusive to finite-element based models, other discretisation methods 
– finite differences or control volumes – can equally benefit from adaptive numerical in-
tegration.  Kalagasidis et al. [25] evaluated different averaging schemes for the interno-
de permeabilities in a finite-volume-discretisation based simulation of free water uptake 
in ceramic brick, and observed that integral averaging performed best.  A general appli-
cability of integral averaging also requires numerical integration schemes, which hence 
also calls for the application of adaptive numerical integration. 
It should in conclusion be stated that mesh-adaptive methods outperform the adaptive 
numerical integration presented here.  The former do necessitate far more complex im-
plementations though, while the adaptive numerical integration technique solely needs 
three integration schemes.  Both approaches are complementary however, and can be 
easily combined.  

APPENDIX 

The moisture retention curve of the considered materials is numerically described with 
a multimodal van Genuchten curve: 
 

  i
i

mn

cap i i cw w . l . 1 a .p


          with     i im 1 1 n   (17)

where w [kg/m3] is the moisture content, pc [Pa] is the capillary pressure, and wcap, ai, ni 
and li are fitting parameters.  The moisture permeability km comprises the liquid perme-
ability km,l [kg/(m·s·Pa)] and the vapour permeability km,v [kg/(m·s·Pa)], respectively de-
scribed with a multimodal Durner expression and an expression taken from [15]: 

 
2m1/m

m,l cap j j jk K S l 1 1 S
            

               with      
j

j
mn

j j cS 1 a .p


     
     &     j jm 1 1 n   

 
5

a v
m,v 2 2 2

v a

2.6110 S p
k

R T 0.503S 0.497




  

     with      a capS 1 w w   

(18)

where pv [Pa] is the vapour pressure, Rv [kg/(J·K)] is the vapour constant for water, T 
[K] is the temperature, ρℓ [kg/m3] is the density of water, and Kcap, τ, aj, nj, lj and μ are 
fitting parameters.  For reasons of flexibility, the a, n, l factors differ for the moisture re-
tention curve and the liquid permeability description.  The parameters for the ceramic 
brick and the cement mortar are listed in Table 3. 
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Table 1 
 
shape factor A 10 20 25 30 40 50 60 
first internode 1.0·10-5 2.0·10-5 2.5·10-5 3.0·10-5 4.0·10-5 5.0·10-5 6.0·10-5

internode growth 1.010 1.020 1.025 1.030 1.040 1.050 1.060 
# of nodes 465 235 195 157 119 95 81 
# of elements 232 117 97 78 59 47 40 
shape factor A 70 80 90 100 120 140 160 
first internode 7.0·10-5 8.0·10-5 9.0·10-5 1.0·10-4 1.2·10-4 1.4·10-4 1.6·10-4

internode growth 1.070 1.080 1.090 1.100 1.120 1.140 1.160 
# of nodes 69 61 55 49 43 37 33 
# of elements 34 30 27 24 21 18 16 
shape factor A 200 250 300 400 500 700 1000 
first internode 2.0·10-4 2.5·10-4 3.0·10-4 4.0·10-4 5.0·10-4 7.0·10-4 1.0·10-3

internode growth 1.200 1.250 1.300 1.400 1.500 1.700 2.000 
# of nodes 29 25 21 19 17 15 13 
# of elements 14 12 10 9 8 7 6 
 
 
Table 2 
 

coordinates  weights  
 3-point 7-point 15-point 

   0.000000 0.888888 0.450918 0.225510 
± 0.223387   0.219157 
± 0.434244  0.401397 0.200629 
± 0.621103   0.171512 
± 0.774597 0.555556 0.268488 0.134415 
± 0.888459   0.092927 
± 0.960491  0.104656 0.051603 
± 0.993832   0.017002 

 
 
Table 3 
 
retention curve ceramic 

brick 
cement 
mortar 

permeabilities ceramic 
brick 

cement 
mortar 

wcap 157 200 Kcap 1.91·10-9 6.98·10-11 
l1 0.3000 0.3760 τ -1.631 -1.019 
a1 1.25·10-5 2.10·10-8 l1 0.8910 0.5880 
n1 1.650 2.600 a1 2.96·10-5 3.88·10-6 
l2 0.7000 0.4400 n1 6.620 3.282 
a2 1.80·10-5 2.30·10-7 l2 0.0005 0.3940 
n2 6.000 3.100 a2 4.17·10-7 2.98·10-7 
l3  0.1840 n2 1.170 5.072 
a3  2.90·10-6 l3 0.1085 0.0180 
n3  2.000 a3 1.09·10-6 1.43·10-8 
   n3 2.040 3.465 
   μ 30.0 42.8 
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Figure 3 
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Figure 5 
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Figure 7 
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Figure 9 
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