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man perception of speech is bmmdal in, ﬂ-{:hal atousuc
specch can be affected by visual cues f rom 1ip Movements,
I—m ‘.\amph one cxpertment shows thal whcn a petson

“sees” a spedker saying g4/, but “hears” (he, .s‘ound,/b‘a/,

(he person perceives neither /ga/ nor /ba/, but something:

close to /da/.

Due to the bimodality in. speebh perx,eptwn, audto—‘
visua! interaction is an important deswn [aclor for mult]-_'
madal communication systcms such as video t\,[ephony‘ ‘
and video conferencing. A prime exampie of this interac- -

tion is Tip rcading or specch reading. Lip teading is not
only used by the hearing-impaired for speech understand-

ing. Infact, e uvnncuulmuhpreﬂdmu to some extent,in .

particular in a noisy environment. such-as at a coukmﬂ
party. Communication systems must be abk i9) pmv1de
the Tull motion necessary: for speech reqdmo by :the

hearing-impaired. Researches hayé. studied the - ‘impor-- ..

tance of frame rates with lmp‘med listesers 12} and and{

lyzed the effects of frame rates-on. isolated Vlsemu

recognition [3]. Rescarch in these axcas will lead- ro

media svstems that account fox the per cepmal boundarme_ ‘
of the hearing-impaired. Researchers have > algo med to"

teach computers 1o Hp-read |51, Based on cnmputer—.

rechnigues for tracking hp movenents: ofa’s eakmg het-

son, a compum can he tr mcd 10 undcf»l(md VlSUd.]

used o cnhanu, awusm S}k uuh ucovmtlon
What can one do 1F th, hamc mtc is not qdequate ]

olhu hand itis alxo p()sslbl\, tow clI'P the 4901 : ‘~uc stgnal 10
synchronize with the person’s mouthi moverients. The lat-

ter approach is very useful in nonrcal—tlmc apphcahons,‘

such as dubbing in a studio. .
One key 1ssue in bimodaf spuuh d]ldly\ :

cmd sy nt :‘515

is the establishment of the mapping; betwccn acoustic pd— '

rameters and the mouth shape pararaeter. In other words,
given the acoustic parameters, such as Lhﬂ ucpstral coeffi-

ncural networks [8], (Jaussmn mlxluus and hldden Mar-
kov models [97. S
Audio-visual interaction can h "cxpl_oited in oany
other ways. The correlation between aiidio-and video'can
be utilized to achieve more cfficient coding of both audio
and video [6, 71. Audio- \mml1111uau10n<,<m alsobe us«,d
for per<on authentication -and. ver ification : H() 11, 12].

" Other applications include dubbing of ‘movies, segmenta-

38

tion of image sequences using. video. and audio smmls
[ 13], human-compuler interfaces, dud uvarvtucml. gmuuatmn.
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‘bey ween audm/ speecliand image/v ideo proc

- References

) ‘quah Ly ags

the”‘e cle’nlv demomlml; that lhc Jomt processitig (1'_
10:dnd v1deo pmwd 5 additional capabilities that are
posmb =3 when audio and video are studied separ: ately.

s clear Lhat once we break dotvn Il]t‘ aftificial boundan
lell" l'ﬂdlly
new 1csuu ch_oppormmlxes and innovative <1pphu1t10us
wxu ans

MCGLLE& an H M%Dondld *H Ieaunv 11p~ and sccing \m\:cs "Na-

1991, -

- Gersteckd, -A. I"(:i'.'seigg';elos; framo Rate ‘_'
ultimedia Applications.” Proc. of IEEE Mul-

: ‘med G amz ,S»gnai Pr(‘LPS\LI’Ll.Z Conference, Prinéeton, N1 June 1997,

_rr':—lf, and l& W 'mc' “Lip-synchronization using
> ILE Eblnmzll’rm ussing I L’II(IS vol.

ur hps l]l(“\., - HAT and Sp\ Ve hludd‘lll‘*

:\SS‘P,. p.-1793, Glas-

01‘ healmo pcoph . II EE Trans. on Relwlnlzmuan )
4, March 1995.

"a.u, Audm - ISlldl lntcm»non in Mulmmdm( om-"

IS \‘v Bm Spuuku uknuin.armn by 11-

1 "T’Axsword free’ mu\mk securily |
,d V]duL SPIE Photonic Fasr.Noevember

“the T [rs‘r Zn'/e»rr(zlionnl (‘on ‘un( ¢ uh -\'u'd[i) und

Wflk (ombmbd Audio and Yisual Streams
; LL 5wn1:-nrauon [(ASSP \0] 4, pp. 2665-
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cients, one needs to estimate the. corrésponding fnouth -
shape. and vice versa. A pumbcer of appumchew have becr:
proposed for this task that utilize: Ve»lOl‘ quantization [7];

’Iz gaard: /’e’n'r\cn, Steffer I)/ms Hansen, John
2k .Sg#r('nwn, Tem h Univ. ()f I)e’nmmk :

,ojaph((,s c>mpha~1/p Ilm necd I or dxscssmcm methods [
the total quality of a ‘multimedia system and methods- [m‘,'

sifaultageots analysis of the system wmpomms Itis im-

_ portdnt to take into account still more’ perceptual LhdrdC- ;

teristics of the human auchlm'v visual, tacfile systems, as

‘well as combifations of these svsterns. It is also hig 3111\ de- .

sirable-to acquire méthods for analyzing the main percep-
‘tual pammetms which constitut¢ the input [or the total-.
men[ L\ltou(:thel this is negessm\ tm opn—‘
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mization of interacting modalities and the associated mul-
timedia system transmission bandwidths. Examples of
systems with interacting modalities are given in [2] and
{3]. Today there is only little established consensus about
methodologies for design and quality assessment of multi-
media systems [3]. There is an increasing effort to incorpo-
rate perceptually important properties in the design and
analysis of communication systems in general, as exempli-
fied by {4] and [1].

In the following a framework is suggested for assessing
the quality of modalities and their combinations. It is based
on models for the total quality of given modalities together
with their perceptually important parameters. The models
can either be based on two input signals consisting of a ref-
erence and its encoded/decoded representation, as exem-
plified in |1] for speech, or a single input signal just
consisting of the latter one,

A quality model for a single modality (Fig. 3) can be
structured in three layers. The first layer receives either the
above two or one input signals and estimates, based on a
perceptual model, a selection of parameters that can be
used in the second layer for the estimation of the perceptu-
ally important parameters from which the total quality
measure is derived in the third layer. A speech coding ex-
ample of this model is given in [5]. Such models require
design based on subjective tests and factor analysis.

In Fig. 4 a possible multimedia quality assessment
model is shown, which delivers a selection of variables for
audio- and video-system analysis. PVA/V are the percep-
tually most important variables for audio/video and
TQA/V are the corresponding total quality of audio/video.
All these are independent characterizations of
audio/video.

The variables PYMMA/V describe the most important
multimedia perceptual variables for audio and vidco. Ac-
cordingly, the measures TQMMA/V describe the total
quality of audio/video, and finally TQMM describes the
total quality of the multimedia system, taking into account
simultaneous audio and video. The construction of such
models represents substantial efforts, but this might be
necessary to carry out simultaneous optimization of the
modalities in multimedia systems.
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Signal Processing for Networked
Multimedia
Reha Civanlar and Amy Reibman, AT&T Labs

Real-time transmission of multimedia data over packet
networks poses several interesting problems for signal
processing research. Although the range of these problems
covers a large variety of topics, currently two groups ap-
pear to attract the most attention. The first group concerns
adapting the signal compression techniques to address the
special requirements imposed by the packet networks, in-
cluding accommodating for packet losses, delays, and jit-
ter; providing capability for multipoint; and coping with
the heterogeneous nature of today’s networks. The second
group of problems is related to protecting the intellectual
property rights (IPRs) associated with the transmitted mul-
timedia data. The increasing availability of high-
bandwidth networking makes it extremely easy toillegally
duplicate and disseminate digital information. Unlcss a
mechanism can be established to protect the rights of the
content providers, commercial use of networked multime-
dia will remain extremely limited.

Adapting signal compression techniques to networked
applications may require some changes in the fundamental
approach to this problem. The goal of classical signal com-
pression is to achieve the highest possible compression ra-
tio. The compression and transmission aspects have

Authorized licensed use limited to: Danmarks Tekniske Informationscenter. Downloaded on April 13,2010 at 12:06:11 UTC from IEEE Xplore. Restrictions apply.

39



