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Defining a Local Arterial Input Function for Perfusion
MRI Using Independent Component Analysis

Fernando Calamante,”” Morten Mgrup,? and Lars Kai Hansen?®

Quantification of cerebral blood flow (CBF) using dynamic-sus-
ceptibility contrast MRI relies on the deconvolution of the arte-
rial input function (AIF), which is commonly estimated from the
signal changes in a major artery. However, it has been shown
that the presence of bolus delay/dispersion between the artery
and the tissue of interest can be a significant source of error.
These effects could be minimized if a local AIF were used,
although the measurement of a local AIF can be problematic.
This work describes a new methodology to define a local AIF
using independent component analysis (ICA). The methodology
was tested on data from patients with various cerebrovascular
abnormalities and compared to the conventional approach of
using a global AIF. The new methodology produced higher CBF
and shorter mean transit time values (compared to the global
AIF case) in areas with distorted AlFs, suggesting that the
effects of delay/dispersion are minimized. The minimization of
these effects using the calculated local AIF should lead to a
more accurate quantification of CBF, which can have important
implications for diagnosis and management of patients with
cerebral ischemia. Magn Reson Med 52:789-797, 2004. © 2004
Wiley-Liss, Inc.
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Dynamic susceptibility contrast (DSC) MRI is playing an
increasingly important role in the diagnosis and manage-
ment of acute stroke (1). It involves the intravenous injec-
tion of a bolus of a paramagnetic contrast agent and the
rapid measurement of the changes in signal intensity dur-
ing its passage through the brain (2). The signal intensity
time changes can be converted to a concentration time
curve C(t), such that:

C(t) = CBF+(C,(1) ® R(1)) (1]

where CBF is the cerebral blood flow, C_(t) is the arterial
input function (AIF), i.e., the concentration of contrast
entering the tissue of interest at time ¢, R(t) is the tissue
residue function, i.e., the fraction of contrast agent con-
centration at time t for the case of an ideal instantaneous
bolus injected at t = 0, and the symbol ® indicates the
convolution operation (3).

Quantification of CBF relies on the deconvolution of the
AIF to calculate the impulse response function CBF - R(t),
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where the AIF is commonly estimated from the signal
changes in a major artery. This estimated AIF is used as a
global AIF for the whole slice. However, it has been shown
that the presence of bolus delay and dispersion between
the artery and the tissue of interest can be a significant
source of error in CBF quantification (4—6), particularly in
the presence of cerebrovascular abnormalities such as in
patients with severe carotid stenosis and patients with
moyamoya syndrome. These effects could be minimized if
a local AIF (estimated from a smaller vessel closer to the
tissue of interest) were used (7). However, measurement of
a local AIF can be problematic due to, for example, partial
volume effects (8,9).

Independent component analysis (ICA) can be used to
identify temporal and/or spatial independent patterns,
and it is based on the assumption that the signals of inter-
est can be decomposed into a linear combination of statis-
tical independent components (10). It has been widely
used in MRI to study functional brain activity (11,12). It
has also been used in DSC-MRI as a segmentation tech-
nique (13), and to remove the signal resulting from large
vessels (14). The present work describes the use of ICA as
a tool to define a local AIF, with the aim of minimizing the
effects of bolus delay/dispersion and obtaining a more
accurate quantification of CBF.

MATERIALS AND METHODS
Independent Component Analysis

ICA is a set of methods for blind signal separation sharing
the assumption that the source signals are assumed statis-
tically independent (see Ref. 12 for a recent review in the
context of MRI). Blind signal separation refers to the com-
mon situation in signal processing in which we aim to
separate unknown source signals from an unknown mix-
ture. This happens, for example, in the so-called “cocktail
party” problem where the target is to separate a number of
simultaneous speakers based on one or more microphone
measurements. In the case of DSC-MRI we are interested in
separating the contribution of several signal sources: vas-
cular components, tissue components, and a number of
confounding sources, e.g., movements and parameter non-
stationarity such as scanner “drift.” These sources are
characterized by being spatially segregated: Vascular com-
ponents are spatially localized to vessels, while tissue
components are located in gray and white matter, respec-
tively. Movement leads to signals predominantly in high-
contrast regions, i.e., at image “edges” orthogonal to the
direction of motion, while scanner drift can lead to signals
at image edges in general locations. Hence, we are inter-
ested in so-called spatial ICA in which the sources are
spatially independent stochastic processes, sampled in
unknown mixtures at different points in time. Formally
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FIG. 1. Component probability distribution calculated using the
Bayesian information criterion for the data acquired using GE-EPI
on a patient with turbulence detected in MR angiography in the right
middle, posterior, and anterior cerebral arteries. According to the
histogram, the optimum number of independent components to
describe this dataset is N = 10.

the measured mixture signal C(x,t) will be assumed linear,
hence, we assume that the source signal components
at any given location (x) at a specific time instant ()
are simply added up without interference effects:

Cxt) = 3V ai(x) - S{t) + noise. Where a,(x) are the
j=1

spatially independent source signals, while the mixing
coefficients S,(t) quantify the levels of expression of signal
sources j at time t. An important complication that often
arises in practical applications is that the number of
sources (V) is unknown. Using a Bayesian ICA formulation
this problem can be solved in the limit of many pixel
locations (x) (15). The so-called Bayesian Information Cri-
terion (BIC) selects the number of components by estimat-
ing the probability of the model containing N sources
given the observed data [P(N|data)], where the number of
components is varied in a range [0,N,,,,], the signal vari-
ance not accounted for by the N source components is
assumed to be contributed by an additive normal indepen-
dent identically distributed white noise signal component
(the ICA Matlab code with BIC selection of the number of
components is available from the web site http://isp.
imm.dtu.dk/toolbox).

Local AIF

The methodology to calculate the local AIF consists of the
following steps:

1. The signal intensity time changes are converted to a
concentration time curve C(x,t) in each pixel (where x
denotes the spatial pixel position, and t time).

2. The optimum number N of independent components
is estimated according to the BIC. This is illustrated
in Fig. 1.

3. The calculated C(x,t) is decomposed into the N inde-
pendent sources (and noise components, see Eq. 2).
This is illustrated in Fig. 2 for the data from a patient
where the optimum number of components is N = 10
(see Fig. 1).
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4. The data are denoised to create C,;,,.(X,t) by remov-

ing the noise components:

N
C(x,t) = Ea,-(x) + S{(t) + noise = Cyjsqe( X,f) + no0ise.
=1

(2]

. To determine the arterial contribution from the ICA,

the components with clear nonarterial characteristics
were discarded, i.e., those components representing
tissue and/or venous flow (based on their spatial dis-
tribution and temporal characteristics, see, for exam-
ple, the component S_(t) in Fig. 2), or components
representing artifacts (based on their spatial distribu-
tion and temporal characteristics, see, for example,
the component Sg(t) in Fig. 2). For each of the remain-
ing components (i.e., those with arterial contribu-
tions, subindexes labeled “arterial” in Eq. 3, below), a
mask [m(x)] was defined with the voxels whose in-
tensity was greater than a given threshold (the value
of the threshold was determined interactively by the
user for each component, such that the mask con-
tained voxels consistent with the spatial distribution
of arterial branches in the image). See Fig. 3a for an
example of the masks created with the components
with arterial contributions selected from those shown
in Fig. 2. These contributions were combined to cre-
ate C,,(x.t) (see Fig. 3b):

Con(x, = D) mu(x) - a(x) - Si(t). 3]

arterial

Thresholding the map components to generate the
masks has two purposes. First, to select only the voxels
with significant contribution in the components that
have a clear arterial spatial distribution (cf. z-scores in
ICA of fMRI data (11)). In the absence of this threshold,
even pixels with almost negligible intensity in the map
component could have an important contribution to the
final local AIF, since the resulting C,,,(x,f) dataset will
be scaled to have uniform area under the peak (see step
6, below). Second, to aid the isolation of arterial com-
ponent from tissue components in cases when these
were not fully separated by the ICA (cf. tissue segmen-
tation using ICA and thresholding (13)). Note that by
using the masks, the C,,,(x.t) is defined only in some of
the voxels (see Fig. 3b).

. The C,,(x,t) dataset is scaled to have the same area

under the peak throughout the slice. This is based on
the assumption that the integral under the arterial
concentration has the same value for all tissues in the
brain (16).

. In some cases the thresholding approach described in

step 5 left some delayed arterial components mixed
with venous components. When present, this was
most commonly observed with the sagittal sinus.
This is illustrated in Fig. 4 for the data acquired on a
patient with sickle-cell disease and left internal ca-
rotid artery occlusion: the very delayed arterial con-
tribution in this patient (open arrow) is mixed with a
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FIG. 2. ICA of the data acquired using GE-EPI on a
patient with turbulence detected in MR angiogra-
phy in the right middle, posterior, and anterior ce-
rebral arteries. The figure shows the 10 indepen-
dent spatial component maps on the left column,
and the corresponding temporal components on
the right column. The data correspond to the same
patient as that shown in Fig. 1. The horizontal axes
in the graphs display the image number (TR = 1.5
sec) corresponding to the 67.5 sec total acquisition
time.

contribution from the sagittal sinus (filled arrow).
Since the venous signal has higher signal intensity
than the arterial component, it is not removed by the
thresholding step 5. To eliminate this contribution to
the C,,,(x,t) data, any residual venous contribution is
interactively removed by manually drawing a region
around the vein of interest and excluding these data
from C,_,(x,1).

8. The AIF in the pixels where C,,(x,t) is not defined
(whose position is labeled x; in Eq. 4, below) is cal-
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culated from the remaining surrounding pixels (la-
beled x; in Eq. 4) according to their distance to the
pixel of interest (d,;), using a Gaussian-weighting fac-
tor:

Dw(d;) Cor( x:,0)

Cart(Xjrt) =

Swidy) 4]
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where the Gaussian-weighting factor (with standard
deviation o) is given by:

dz
w(dy) = exp( — 20’2>. [5]

For the present study, a 10-pixel o was empirically
chosen (based on the gap size typically generated by
the masks in step 5), and the Gaussian-weighting was
truncated to a box of 30 X 30 pixels to avoid nonlocal
contributions.

9. The resulting dataset is smoothed (with a 3 X 3 uni-
form kernel) to improve the signal-to-noise ratio
(SNR); this smoothed dataset represents the local
AIF. This is illustrated in Fig. 5.

Patient Data

The methodology was tested on data obtained from pa-
tients with various cerebrovascular abnormalities. Data
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FIG. 3. a: Masks [m,(x)] repre-
senting the voxels with arterial
contributions in the data from the
same patient as that shown in Fig.
2 (component numbers 1, 2, 3, 4,
5, 6, and 9). The figure in the bot-
tom right is a T,*-weighted ana-
tomical image. The data from the
voxels in the masks were com-
bined to create C_.(x,t) as shown
in Eq. 3. A set of 10 images (dur-
ing the passage of the bolus) of
the calculated C,(x,t) dataset is
shown in b. The numbers inside
each image correspond to the ac-
quisition image order.

were acquired using either a gradient-echo (GE) echo-pla-
nar imaging (EPI) sequence (on a 1.5 T Siemens Symphony
scanner, Siemens, Erlangen, Germany) or a spin-echo (SE)
EPI sequence (on a 1.5 T Siemens Vision scanner). For the
EPI acquisition, a multislice sequence was used (GE: TE/
TR = 47/1500 ms, 12 slices; SE: TE/TR = 100/1500 ms, 6
slices), and a bolus of 0.15 mmol/kg body weight contrast
agent (Gd-DTPA; Magnevist, Schering, Germany) was in-
jected using an MR-compatible power injector (Medrad,
Pittsburgh, PA).

Deconvolution

To assess the effect of using a local AIF in the quantifica-
tion of DSC-MRI, the data were analyzed in two different
ways. First, C,;.,..(t) was deconvolved on a pixel-by-pixel
basis using the local AIF generated in step 9, above. Sec-
ond, the same C,,,.(t) dataset was deconvolved using a
global AIF. The global AIF was calculated from pixels
manually selected (with an early, large signal drop) in a
major artery (typically the middle cerebral artery) on the
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FIG. 4. T,*-weighted anatomical image (left) from a
patient with sickle-cell disease and left internal
carotid artery occlusion. The image on the right
shows one of the spatial components obtained by
ICA. A mixture of very delayed arterial contribution
(open arrow) and venous contribution (filled ar-
rows) is present in this spatial component.

contralateral hemisphere. Deconvolution was performed
using singular value decomposition (SVD) (3), but with a
reduced threshold (5% (17)) for the truncation of the SVD
expansion, due to the improved SNR after signal denoising
using ICA (see step 4, above). A 3 X 3 uniform smoothing
was applied before deconvolution to further improve the
SNR. CBF maps were calculated from the maximum of the
corresponding impulse response function (3). Cerebral
blood volume (CBV) maps were calculated from the area
under C,;.,..(t) (normalized to the area under the corre-
sponding AIF (2)). To calculate the area, the contribution
from the recirculation was removed by fitting the concen-
tration time curves to a gamma-variate function (2). Fi-
nally, mean transit time (MTT) maps were calculated by
the central volume theorem as the ratio CBV/CBF (2).

RESULTS
Optimum Number of Independent Components

The optimum number of components depended on the
type of sequence (GE vs. SE) and on the degree of vascular
abnormalities in the patients (the more heterogeneity in
the temporal characteristics of the vascular supply to the
slice, the more the number of components). The optimum
number was smaller for SE (typically 3—5 components for
the patients investigated) than for GE (typically 8—13 com-
ponents). It should be noted that this is not due to a
difference in the degree of vascular abnormalities in the
patients studied with each sequence (for example, both
cases included data from patients with moyamoya syn-
drome).

Local AIF

The identification of arterial contribution in the compo-
nents (see step 5, above) was much easier in the datasets
acquired using GE-EPI than in those acquired using SE-
EPI. The separation between arterial and tissue contribu-
tions was more marked in the data acquired using GE-EPI,
while only a relatively small number of components in-
cluded arterial contributions (typically 1-3 components)
for the SE-EPI case, and these were usually more mixed
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with tissue component than for the GE-EPI case (data not
shown).

The ICA approach defined a local AIF that was hetero-
geneous in all the patients studied, with some areas dis-
playing delayed, wider peaks, consistent with the patients’
vascular abnormality. This is illustrated in Fig. 5 for the
data acquired using GE-EPI. This figure show the local AIF
calculated for the data from a patient with MR angiography
turbulence in the right middle, posterior, and anterior
cerebral arteries (Fig. 5a), and from a patient with sickle-
cell disease with left internal carotid artery occlusion (Fig.
5b). Similar results were obtained using SE-EPI (see, for
example, Fig. 6a for the data from a patient with right
internal carotid artery stenosis, and Fig. 6b for a patient
with bilateral moyamoya syndrome).

To investigate the sensitivity of the calculated local AIF
to the particular choice of the optimum number of com-
ponents, the analysis of the data from the patient shown in
Figs. 2, 3, and 5 was repeated assuming a nonoptimum
number of components (15 components were used, cf.
optimum number 10 found using the BIC). Although small
differences were observed in some of the components, and
some extra components related to artifacts were identified,
the use of the nonoptimum number of components did not
have a noticeable effect on the final local AIF (data not
shown).

Deconvolution Analysis

The effect of defining a local AIF on the analysis of DSC-
MRI data was assessed by performing the deconvolution
using either the local AIF or a global AIF (currently the
common practice method). Various differences were ob-
served when comparing the maps depending on the AIF
used, in particular CBF underestimation and MTT overes-
timation when the global AIF was used. This is illustrated
in Fig. 7 for two GE-EPI cases and two SE-EPI cases. (Note:
the CBV maps for the two methods are not shown because
they are equivalent (up to a scaling factor, since the local
AIF is normalized to have uniform area)).

To quantify the effect of AIF choice, the mean values of
CBF were measured in gray matter regions manually
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Local AIF

FIG. 5. Local AIF defined from
data acquired using GE-EPI on (a)
a patient with turbulence de-
tected in MR angiography in the
right middle, posterior, and ante-
rior cerebral arteries (same pa-
tient as that shown in Fig. 3), and

-0.05 L

on (b) a patient with sickle-cell
disease with left internal carotid
artery occlusion. Each figure

10 15 20 25

30 35

shows a set of eight images dur-
ing the passage of the bolus of
the local AIF (top), and a graph
with the local AIF (in arbitrary
units) for two gray matter pixels
(bottom). The solid line corre-
sponds to the local AIF from a
pixel in normal-appearing gray
matter (shown by the black aster-

Local AIF

isk in the inset figure). The dashed
line the corresponding local AlF
from a pixel in abnormal grey
matter (shown by the white aster-
isk).

-0.1 L 1

b Image number

drawn in the areas marked with arrows in Fig. 7. The
values were normalized to the corresponding mean values
from a similar region in the contralateral side. For the
cases shown in Fig. 7 acquired using GE-EPI, the ipsilat-
eral/contralateral CBF ratios were increased using the lo-
cal AIF from ~0.3 to 0.55 (top row), from 0.5 to 1.0 and 0.3
to 1.1 for the anterior and posterior regions, respectively
(second row). Similarly, for the cases acquired using SE-
EPI, the CBF ratios were increased from ~0.4 to 0.7 (third
row), from 0.5 to 0.7 (bottom row).

DISCUSSION

A new methodology to define a local AIF was presented.
The methodology is based on the decomposition of the
concentration time data on linearly independent compo-
nents, and the use of thresholding of these components to
identify arterial contributions, which are then combined to
define a local AIF. The methodology was tested on data
from patients with various cerebrovascular abnormalities.

30

The local AIF generated in these patients was found to
display regional heterogeneity, with areas with bolus ar-
rival delay and wider peaks, which were consistent with
the patients’ vascular abnormalities.

To assess the effect on perfusion quantification, the
maps calculated using deconvolution of the local AIF were
compared to the corresponding maps calculated using the
conventional approach (based on a global AIF). The new
methodology produced higher CBF and shorter MTT (com-
pared to the global AIF case) in the regions where the local
AIF was distorted. In some cases, the abnormalities de-
tected using the global AIF were in fact completely elim-
inated in the maps calculated using the local AIF informa-
tion. Since the presence of bolus delay and/or dispersion
has been shown to introduce CBF underestimation and
MTT overestimation (4—6), the present results suggest that
these effects are significantly minimized. Therefore, al-
though the true perfusion values are not known in the
patients included in this study, the use of the local AIF
should lead, in principle, to a more accurate quantification
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Local AIF
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FIG. 6. Local AIF defined from data ac-
quired using SE-EPI on a patient with right Ot
internal carotid artery stenosis (a), and on a a
patient with bilateral moyamoya syndrome

(the MR scan was performed after surgical
revascularization to the left hemisphere)

(b). Each figure shows a set of images dur-

ing the passage of the bolus (six in a and

12 in b) of the local AIF (top), and a graph

with the local AlF (in arbitrary units) for two

gray matter pixels (bottom). The solid line
corresponds to the local AIF from a pixel in
normal-appearing grey matter (shown by

the black asterisk in the inset figure). The
dashed line the corresponding local AlF

from a pixel in abnormal gray matter
(shown by the white asterisk).

15 20 25 30 35
Image number

Local AIF

of perfusion. This can have important implications for the
diagnosis and management of patients with cerebral isch-
emia. Recent studies have focused on improving the char-
acterization of the mismatch area between the diffusion
and perfusion abnormalities, with the aim of differentiat-
ing tissue that will eventually infarct from tissue that will
remain viable (see, for example, Refs. 18, 19). As shown in
this study, the use of a local AIF can greatly influence the
CBF and MTT values in areas with distorted AIF, which
can potentially modify the tissue outcome classification.
Despite the several methods for tissue classification cur-
rently available, their sensitivity/specificity values remain

|
15 20 25 30 335

Image number

limited. This might hinder the widespread use of MRI as a
tool for the identification of suitable patients for treatment
(e.g., thrombolysis in acute stroke). Therefore, future stud-
ies should assess the effect of defining a local AIF on the
sensitivity/specificity of tissue classification models.

It should be noted that the resulting AIF in the voxels
identified by the masks (step 5) is different from the one
that would have been obtained by directly thresholding
the original data (equivalent to keeping all the compo-
nents). Since the masks are not completely overlapping,
each pixel will have some of the components that will not
contribute to the expansion in Eq. 3. The logic behind this
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Calculated with
the local AIF

approach is that the components left out are believed to be
associated with tissue/venous/artifact contributions.
Therefore, ICA provides a method to separate the concen-
tration in components, and the methodology presented
here a “recipe” to select some of those components.
Certain differences were found when applying the meth-
odology to data acquired using GE-EPI and SE-EPI. For
example, a larger number of optimum components were
detected in the GE-EPI data, and the separation of arterial
from tissue contributions in these components was much
easier. These findings are related to the different vessel
size sensitivity of these MR sequences. It has been shown
that susceptibility contrast in GE images arises from both
large and small vessels, whereas in SE images it is domi-
nated by the small, capillary-size vessels (20). Therefore,
the identification of the vascular signal is much simpler
using a T,*-weighted sequence. Moreover, it could have
been expected that extracting local AIF information from
SE data is not possible. However, it should be noted that
the SE used in this study is based on an EPI acquisition,
and it has therefore a degree of T,* weighting (21).
Although the methodology defines an AIF for each pixel,
in some areas this is done indirectly using the neighboring
information (see steps 8 and 9). This is unavoidable, since
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Calculated with
the global AlF

FIG. 7. Maps obtained with deconvolution
analysis using the local AIF (left pair) and
the global AIF (right pair). Each pair shows
the CBF map (left) and the MTT map (right).
The figure shows the results for the data
acquired with GE-EPI (top 2) and SE-EPI
(bottom 2) on four different patients (from
top to bottom): i) patient with turbulence
detected in MR angiography in the right
middle, posterior, and anterior cerebral ar-
teries (same patient as that shown in Fig.
5a); ii) patient with sickle-cell disease (same
patient as that shown in Fig. 5b); iii) patient
with right internal carotid artery stenosis
(same patient as that shown in Fig. 6a); iv)
patient with bilateral moyamoya syndrome
(same patient as that shown in Fig. 6b).
Various differences can be seen when com-
paring the maps depending on the AIF
used, in particular CBF underestimation
and MTT overestimation when the global
AIF was used (see arrows).

MTT

there will always be regions in the image where the arterial
information is very limited (e.g., some white matter areas).
The approach used in this work in based on the assump-
tion of AIF similarity between neighboring voxels. The
validity of this assumption may be questioned in some
cases, and an alternative method could be used. Although,
in principle, the distribution of the arterial territories
could be used as an improvement, large intersubject vari-
ability has been observed (22), which could introduce
further errors.

It should be mentioned that the current implementation
of the method to define a local AIF is based on a semi-
manual approach. For example, user input is required in
step 5 (to chose the threshold to define masks for each
spatial component) and step 7 (to remove any residual
venous contribution). We are currently working on a more
automated approach.

One of the main limitations of any method that defines a
local AIF is its validation. Although the defined local AIF
agrees well with the global AIF in the voxels filled primar-
ily with vessels (data not shown), in the general case it is
not possible to validate the accuracy of the defined local
AIF directly due to the lack of a gold standard. Numerical
simulations may provide some validation, but they need to
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be carefully designed to reflect a realistic representation of
the partial volume effects and signal changes that are
present in real cases. Alternatively, the local AIF can be
validated indirectly by assessing the accuracy of the per-
fusion maps. This also is not straightforward, since the
deconvolution process will introduce errors, which must
be distinguished from those associated with the local AIF.
Furthermore, perfusion must also be measured using a
gold standard to compare with the results obtained using
MRI. Due to these difficulties, an alternative (and probably
more realistic) approach is to assess its effect on practical
applications rather than to attempt a validation of the
methodology. For example, as mentioned before, the effect
of using a local AIF on the sensitivity/specificity of pre-
dictive models of tissue infarction could be investigated. If
these are improved, the use of the local AIF is justified,
even though the AIF information might not be strictly
correct.

In summary, a new methodology to define a local AIF
using ICA was described and compared to the conven-
tional approach of using a global AIF. The new methodol-
ogy produced higher CBF and shorter MTT (compared to
the global AIF case) in areas with distorted AIFs, suggest-
ing that the effects of delay/dispersion are minimized. The
minimization of these effects should lead to a more accu-
rate quantification of perfusion, which can have important
implications for diagnosis and management of patients
with cerebral ischemia. A further advantage of the pro-
posed methodology is the improved SNR due to the de-
noising capabilities of the ICA, which should further con-
tribute to improve the accuracy of DSC-MRI quantification.
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