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Interaction of a fluxon with an rf radiation emitted into a long Josephson junction is investigated
analytically and numerically. We use a model based on the sine-Gordon equation driven by a periodic
force at the boundary with the frequency larger than the plasma frequency of the junction. It is
shown that due to excitation of a standing linear wave by the driving force, the fluxon motion is
strongly influenced by a periodic (averaged) potential similar to the Peierls-Nabarro potential in a
discrete chain. This effective potential decreases in the direction of the boundary where the external
rf drive is applied, so that the fluxon always moves to the active boundary. We calculate the fluxon
parameters and confirm our analytical predictions by direct numerical simulations.

I. INTRODUCTION

As is well known, the dynamics of long Josephson
junctions shows a rich variety of interesting nonlinear
phenomena, which have been observed experimentally
and explained analytically (see, e.g., Ref. 1 and refer-
ences therein). In particular, the dynamics of fluxons in
quasi-one-dimensional Josephson structures has received
increasing interest over the last decade as a model sys-
tem for soliton physics and also because of possible ap-
plications for microwave generation.? When an external
rf signal is applied to the junction, it creates a set of in-
teresting features in nonlinear dynamics; e.g., depending
on the amplitude of the rf signal, various nonlinear phe-
nomena such as hysteresis, period doubling sequences,
quasiperiodicity, etc., have been predicted analytically in
the framework of the model based on a perturbed sine-
Gordon (SG) equation.3~® As has been shown, when the
frequency of the rf signal is within the spectrum gap of
the linear (plasmon) waves, the most interesting effect of
the applied signal is the hysteresis loop which consists
of an upper and lower branch, respectively.® These two
branches may be explained in the framework of a simple
approach which assumes that the excited localized non-
linear oscillation at the junction edge may be considered
as an effective breather mode, so that the breather dy-
namics may be studied in the framework of the collective-
coordinate approach as that of an effective nonlinear os-
cillator showing a nonlinear resonance and hysteresis.”

Recently, a series of experimental studies of the fluxon
dynamics in long Josephson junctions has been initiated
to analyze the influence of external millimeter-wave irra-
diation on the flux-flow dynamics.?:® In particular, a type
of resonant flux-flow satellite steps was observed which
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can be interpreted as parametric mixing of the flux-flow
oscillations with the external rf signal; it was suggested
that a natural qualitative explanation for these steps was
the microwave-assisted reflections of fluxons into antiflux-
ons at the junction boundary.®

In the present paper, mostly motivated by the exper-
imental studies in Refs. 8 and 9, we analyze the effect
of the external rf signal on the dynamics of a fluxon (27
fluxon) in the framework of the perturbed SG equation
with the external ac force applied as a boundary condi-
tion. We assume that the signal is applied at a frequency
which is above the spectrum gap; i.e., it generates linear
waves (plasmons) in the junction. The linear waves cre-
ated at the edge of the junction propagate along it and
influence the fluxon dynamics. We investigate the mo-
tion of the fluxon and find the dependence of the fluxon
parameters on the parameters of the external rf signal,
combining analytical and numerical approaches. In par-
ticular, we demonstrate that due to the external rf signal
the slow (time-averaged) motion of the fluxon is influ-
enced by a periodic (averaged) potential similar to the
Peierls-Nabarro potential in the dynamics of the discrete
SG chain and this potential is decreasing to the bound-
ary where the external rf drive is applied, so that the
fluxon always moves towards the active boundary. We
confirm these conclusions by direct numerical simulations
and observe a rather good agreement between the ana-
lytical predictions based on the method of averaging and
numerical results.

The paper is organized as follows. Section II contains
an outline of the model which is based on the SG equation
with the ac driving force applied as a boundary condition.
In Sec. III we describe the analytical method developed
to analyze the problem. The method itself is rather gen-
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eral to be applied to various nonlinear problems which
involve a rapidly oscillating ac drive at a boundary. Sec-
tion IV is devoted to the analysis of the fluxon motion
under the influence of the driving force. We derive a dy-
namical equation for the fluxon coordinate and we show
that the motion of the fluxon may be described as that of
a particle in an effective (averaged) potential. In Sec. V
results of numerical solution of the model equation are
presented and they are compared with our analytical pre-
dictions showing a good agreement for large frequencies.
Section VI concludes the paper summarizing the main
results.

II. MODEL

The mathematical model used to describe the dynam-
ics of a long Josephson junction is the perturbed SG equa-
tion including a dissipative term,

btt — Pz +5in = —ady, (1)

where ¢ is the phase difference between the quantum me-
chanical wave functions of the superconductors defining
the junction. The spatial coordinate z is normalized to
the Josephson penetration depth Ay = (h/2eduoJ)/?,
and time is normalized to the inverse plasma frequency
wy! = (2eJ/hC)/2. Here J is the Josephson current
density, d is the magnetic thickness of the barrier, and
C is the capacitance per unit area. The loss parame-
ter & models dissipative (quasiparticle) current, and it is
defined through the shunt conductance G per unit area,
a = G(h/2eJC)/2,

When an oscillatory magnetic field H, cos(wt) is ap-
plied to one edge (in our case at z = L) of the junction,
perpendicular to the length of the junction and parallel to
the plane of the barrier, the boundary conditions for the
phase difference ¢ at the edges are (see, e.g., Refs. 3-7),

¢:z:|z=0 =0, d’mlz:L = acos(wt), (2)

where a = H./J\; and L = l/)\; are the normalized
magnetic field strength and the junction length, respec-
tively. Asin Refs. 3-7, we assume that the influence of an
external magnetic field is felt only through the boundary
conditions such as in Eq. (2). In experimental studies,3®
the external rf signal has been applied at a frequency
which is larger than the plasma frequency [= 1 in the
dimensional variables as it is in Eq. (1)]. This condition
is different to that considered in Refs. 3-7, because such
a signal generates linear waves (plasmons) which prop-
agate along the junction. The problem we are going to
analyze is how the linear waves induced by the external
rf signal will influence the fluxon motion in the junction.
In particular, in this paper we restrict ourselves to the
case where the fluxon is initially at rest, so that we are
interested in the effect of the rf radiation on the fluxon
parameters and its motion.

The problem formulated above allows us to use a quite
general formalism which may be extended to a variety of
different problems involving an external high-frequency
driving force at the boundary. The approach we apply
here is based on the method of averaging of nonlinear

dynamics and it may be considered as a version of mean
field theory. The similar approach has been recently used
in two other problems related to the kink dynamics in the
SG and ¢* models perturbed by a parametric external
force which was taken to be homogeneous in space.1:11

III. AVERAGED EQUATION OF MOTION

The ac force applied at the boundary of the junction
generates a linear wave which propagates along the junc-
tion and, after a reflection from another boundary, a
standing linear wave forms which subsequently influences
the fluxon dynamics. Because the frequency of the stand-
ing wave is large (w > 1), we will apply an averaging
method analogous to the well-known one for the Kapitza
problem, i.e., for the dynamics of a pendulum hanging
from an oscillating suspension point (see Ref. 12). In or-
der to derive an averaged equation of motion in our case,
we will decompose the wave field ¢ into a sum of slow
and fast varying parts, that is to say,

p=2+7, ®3)

where the functions ®(z,t) and ¥(z,t) describe the slow
and fast evolutions, respectively. The function ¥(z,t)
stands for small oscillations around the slowly varying
field ®, and the mean value of 1) during the period 27 /w
is assumed to be zero, i.e., (¢) = ®, the brackets stand-
ing for time average. Our goal is to derive an effective
equation for the function ® that describes the slow (“av-
eraged”) wave field dynamics. To this end, we substitute
Eq. (3) into Egs. (1) and (2), and expanding in 1, which
we assume to be small enough for such a purpose, we
obtain the equation

Dt + Vet — Py — Yoz +5in P + P cosd — %wzsinq)
= —a®; — ayy,

4)

where we neglect higher-order harmonics contributions.
The boundary conditions are

(Qw + 'wz)tm=0 =0, (5)

(B + ¥z)|e=L = acoswt. (6)

Let us go on taking a careful look at Egs. (4)—(6). It
is clear that the equations have terms of a very different
nature, slow and fast varying ones. Hence, the fast and
slow terms must satisfy Eqgs. (4)—(6) separately. In order
to satisfy the rapidly oscillating parts in Egs. (4)—(6), it
is necessary to take into account all the terms which are
proportional to the rapidly varying function 1 plus the
term ~ acos(wt), which is also fast. As a result, the
following equations must hold for the rapidly oscillating
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part: where w2 = cos ®. Now, as the function ® evolves much
Vis — Yoo + Wi = —ah slower than 1), we can consider the function wg in Eq. (7)
w“] xe 0 0 1/)—‘ —t,acos(w £) ) as constant, and subsequently write the forced solution
e sle=L = ’ of the linear equations (7) in the form,
|
P(x,t) = acoswt[A; cos k1x cosh kax + Ag sin ki sinh koz] + a sinwt[Az cos kyz cosh kex — Ay sin kyz sinh kox], (8)
where IV. FLUXON DYNAMICS INDUCED
BY RADIATION
A= Dl ay = B2 (9)
1= ———s =2 _
A+ A3 A+ A% In a nondissipative case, when o = 0, the resulting
p

Al’g = k1,2 sin le cosh kzL F k2,1 CcOSs le sinh kzL,
(10)

and the parameters k1 and k2 are the real and imaginary
parts of the wave number, k = k; +1k2, which are defined
by the expression k? = w? — w2 + iow, i.e.,

Ko = 4[4 — )+ flwr = o + o).

(11)

In the limit & — 0 we have k2 — 0, and the solution (8)
transforms to a more simple one

cos wt cos kz, (12)

a
V@) =~k

where k? = w? — 2.

The next stage of our analysis is to input Eqs. (8)—(11)
into Eq. (4) and to average over the fast oscillations. By
doing so we derive the equation for the slowly varying
function ®, which turns out to be

Byt — Poo + (1 — 3(¥?)) sin® = —ady, (13)
with the boundary conditions
q)z,z=0 = q)m,m=L =0, (14)

where the function (1)2) has to be calculated with the
help of Eq. (8) and finally it looks quite simple,

_ a?[cosh(2kex) + cos(2k; )]
(w?) = 2(k? + k%)[coshz(ilkgL) - CO;(Zle)]' (15)

In the limit w? > 1, the wave numbers are also large,
in particular, k? >> 1; i.e., the spatial dependence of (1/?)
will be also rapidly oscillating, but now also in z. Thus,
after averaging Eq. (15) in z, the last (oscillating) term in
the right-hand side (RHS) of the equation will disappear,
and the dependence (1)2) vs z is smoothed. In the general
case the wave number k is not large, even though the driv-
ing frequency is large, and the function (1?) is spatially
oscillating with the wavelength A\ = w/ks. Thus, the
renormalized SG equation (13) is the main result of our
analytical approach, and it describes an averaged non-
linear dynamics of the junction in the case where the
external rf signal excites a standing linear wave.

Eq. (13) is the SG equation with the spatially varying
coefficient,

B4y — Dyp + Q?(x)sin® = 0, (16)

where Q%(z) = (1—1(%?)). In the system with an infinite
length, Eq. (16) has an exact fluxon solution of the form

.’L‘—Xo
V11— X3

provided Q%(z) = Q2 = const. Here X, = Xy(t) is the
fluxon position, Xy is the fluxon velocity, and the fluxon
energy is given by the expression

® =4tan"lexp | Q (17

Ey, =8Q/4/1 - X3. (18)

In the subsequent analysis we assume that the system
length L is much larger than the fluxon width I < Q~1,
so that even in the long- but finite-length system we may
use the solution (17) for the infinite model, assuming
that the fluxon coordinate is not at the system bound-
ary. When the function Q2(z) is spatially dependent, but
slowly varying in x, we may consider the fluxon dynam-
ics adiabatically, assuming that the fluxon shape is given
by Eq. (17), but its parameters are slowly varying in t.
Then, as follows from Egs. (15) and (16), the inequality
Q2(z) > Q2(L) is valid, so that Ex(z) > Ex(L). There-
fore, the fluxon always has the lower energy at the bound-
ary where the external ac force is applied. Moving along
the junction, the fluxon changes its width, which may
approximately be described by the relation [see Eq. (17)]

= Q11— X2~ Q Y(z). (19)

To derive the equation of motion for the fluxon coordi-
nate X, we use the simplest version of the perturbation
theory for solitons which is based on the use of conserva-
tion laws (see, e.g., Ref. 13 for a review and Ref. 14 for a
concrete problem involving conservative perturbations).
To apply this approach, we write the SG equation (13)
in the form

Q4 — Opp +5ind = A(z)sin® — ady, (20)

where A(z) = 1(y?) is given by Eq. (15) and it is con-
sidered as a perturbation, additionally to the dissipative
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term (~ a). The simplest way to proceed now is to use
conservation laws which are modified by perturbations.
Let us consider the momentum of the wave field ® defined
as

oo
P= —/ 8,®,dz. (21)

—0o0

In the SG system without perturbations [i.e., when
the RHS of Eq. (20) is zero], the momentum (21) is
conserved, because P is an integral of motion. In
the presence of perturbations the equation describing
the perturbation-induced evolution of the momentum is
given by

dP o .
rri —/ dz A(z)®,sin® — aP. (22)
—00

Equation (22) is exact; however, it may be effectively
used only to develop a perturbative approach. Let us as-
sume that the function A(z) is slowly varying in z. This
is valid, e.g., for the case of large ko, when the function
A(z) may be considered as averaged with respect to fast
spatial oscillations. The slow dependence of A(z) on x
assumes that Eq. (22) may be transformed to be of the
form

dP

dt

where the prime stands for the derivative. To obtain
Eq. (23), we have used, as an approximation, the fluxon
shape uy = 4tan~! exp(z — Xp). Calculating the fluxon
momentum as P ~ 8X,, we finally get the motion equa-
tion for the fluxon coordinate X,

@Xo _ dUs _dXo

di2 aX, "Tat -

= —44'(Xo) — aP, (23)

(24)

Equation (24) describes the motion of a particle of the
mass m = 1 under the dissipative force (~ a) and in the
effective potential

Ueﬂ'(XO) ~ “%(d’z)lz:)ﬁ)y (25)

where (¢?) is defined as an averaged (in time) spatially
dependent function. In a more general case the effective
potential may be defined from Eq. (22) as

1 [  Alz+ X
Ueg(Xo)z—-gf dz——(i—o).

26
oo cosh? 2 (26)

As follows from Eq. (25), the properties of the effective
potential U.g are completely determined by the averaged
function (12). Because this function is oscillatory in-
creasing, the effective potential is decreasing, so that the
fluxon, even being initially at rest, will move to the active
boundary under the action of the driving force applied
at the edge of the junction. Figure 1 shows the averaged
function (12) for constant value of the amplitude of the
applied microwave signal, a = 0.5, the frequency is varied
from w = 1 tow = 5, the length of the junction is L = 20,
and the fluxon is placed in Xo = 10. The function (¢2)
has been calculated using the definition given by Eq. (26)

FIG. 1.

Averaged field (1?) as a function of z and w for
the length of the junction L = 20; the 27 fluxon is placed at
Xo = 10. The microwave source is placed at the right end
of the junction (at z = 20). The resulting effective potential
given by Eq. (25) has a character which eventually forces the
fluxon to move towards the right boundary.

where wy = cos ®, ® being the usual expression for the
fluxon (27 kink) solution. The increase of (12) for in-
creasing z results in an effective potential (which is just
of opposite sign to (12)) which attracts fluxons placed in
the junction.

V. NUMERICAL SIMULATION RESULTS

In the present section the results obtained from the
perturbation approach are compared to results from the
numerical solution of the SG equation describing the in-
teraction between the fluxon and radiation emitted by
the microwave source placed at the boundary. Through-
out this paper, the loss term a = 0.2. The microwave
source is placed in the right end of the junction.

First, examples of fluxon dynamics confirm the predic-
tion of the existence of an effective attractive potential.
Fluxons are shown to be attracted by the active boundary
in the full SG system. Second, a comparison between tra-
jectories determined from numerical solution of the full
system and the perturbation approach is performed.

In order to illustrate the effect of the predicted attract-
ing potential derived in the former section, two examples
of fluxon dynamics are shown in Fig. 2 in terms of contour
plots of the spatial derivative ¢,. The fluxon is initially
placed in X(0) = 10. Because of the interaction with
the radiation penetrating the junction, the fluxon moves
to the right. In Fig. 2(a) the parameter values are w = 2
and @ = 0.5 while in Fig. 2(b) they are w = 8 and @ = 0.5.
The interaction between the radiation and the fluxons is
clearly seen. For the lower value of the frequency w, the
fluxon has been attracted to the right boundary. The
attraction is much less pronounced for the larger value of
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Contour plots showing the details of 27 fluxon dynamics in terms of the spatial derivative ¢. The applied amplitude

is @ = 0.5 and the loss parameter o = 0.2. In (a) w = 2, while in (b) w = 8. The microwave signal is seen to influence the

dynamics of the fluxon.

the frequency. These observations are in agreement with
the analysis given in Sec. II. Further application of the
perturbation approach described in the former section
gives a good quantitative agreement.

In the following, results from numerical solution of
Eq. (22) are compared to those obtained for the original
SG system, Egs. (1) and (2). From Fig. 2 the interaction
between the microwave-induced radiation and the fluxon
is seen to force the fluxon back and forth. The position of
the fluxon has been defined as the position of the max-
imum value of ¢,. Now, in order to solve Eq. (22) we
have used the fluxon solution

z — Xo
V11— X2

and the corresponding expression for the momentum,

® = 4tan"lexp (27)

P =8X,/4/1 - X3. (28)

The potential A(z) has been calculated in accordance
with Eq. (15). In Fig. 3 we show a comparison between
the position X, determined in this way (solid curve,
rapidly oscillating), a resulting smoothed curve (solid
curve), and the results obtained from numerical simu-
lation of Eq. (22), i.e., the perturbation approach (dot-

dashed curve). The parameter values are as in Fig. 2(b).
The agreement between the smoothed and dot-dashed
curves is good.

The comparison between the perturbation approach
and the full numerical simulation is shown in Figs. 4 and
5. The solid curves are the smoothed curves obtained

10.4] ' ) \

7024 i | A i
Uil

it i A
10.0f WUH WW | ﬂfl/\’\MH(!VWJf‘Nl“RM'W‘{:
| I !
A |
9.8 e ]
1320 1340 1360
FIG. 3. Comparison between );)osition Xo of the 27 fluxon

obtained from full simulation of the SG equation, the rapidly
oscillating function, and the value obtained from the pertur-
bation approach, the dot-dashed curve. The solid curve is
the smoothed version of Xo. The agreement between the
smoothed curve and the curve obtained from the perturbation
approach is good. The parameter values are w = 8,a = 0.5,
and o = 0.2.
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FIG. 4. Comparison between the trajectories obtained
from full numerical simulation of the SG equation (solid lines)
and the perturbation approach (dot-dashed lines). The pa-
rameter values are a = 0.5, a = 0.2, and from the top
w = 2,4,6,8. For w > 4 the agreement is rather good.

from the full SG system defined by Egs. (1) and (2). The
dot-dashed curves are obtained from numerical solution
of Eq. (22). The parameter values in Fig. 4 are a = 0.5
and, starting from the top curve, w = 2,4,6,8. In Fig. 5
the amplitude of the applied microwave signal has been
increased to @ = 1 and the frequency is w = 2, 3,4,6,8.
The influence of the amplitude a is clearly seen, in agree-
ment with Eq. (15); i.e., the potential is proportional to
—a?. Even for smaller values of w the qualitative agree-
ment between the results obtained from the perturbation
approach and the SG system is good. For w > 4 the
agreement is excellent. Finally, we note that fluxon is at-
tracted by the active boundary and eventually absorbed
as seen in Fig. 5 for w = 2.

For values of the applied frequency less than unity,
the averaging method described above fails. As has been
shown in Ref. 3, for larger amplitudes of the driving force
the low-frequency oscillation becomes localized at the ac-
tive boundary, and in the nonlinear case it may be treated
as an effective breather mode with the characteristic size
determined by its amplitude, ~ (1 —w?)~1/2. This means
that a kink situated far away from the boundary does not

20 * e ?*

|-

18} A

|

S: [
14 "-‘
12}
10 L= ]
0 500 1000 1500
t
FIG. 5. Same as in Fig. 4 but for a = 1.0, and from the

top w = 1.5,2,4,6,8. Again the agreement is good for w > 4.
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FIG. 6. Same as in Fig. 4 but for w < 1, i.e., when the ex-
ternal frequency lies in the linear spectrum gap. The applied
amplitude a = 1.0, and from the top w = 0.95,0.75, 0.7. As
is clearly seen, for w < 0.7 there is no attraction of the kink
by the boundary and the kink practically does not move.

“feel” such an oscillation produced by the driving force
in the junction. Figure 6 shows results of our numerical
simulations for the case w < 1. As may be concluded
from this figure, for w < 0.7 the kink initially situated at
z = 10 practically does not interact with the boundary.

VI. CONCLUSION

In conclusion, we have analyzed the influence of an rf
signal applied to the boundary of a long Josephson junc-
tion on the dynamics of the fluxon. The model we have
used is based on the SG equation including a dissipative
term, with the external ac drive being taken as a bound-
ary condition. When the frequency of the driving force
is above the plasma frequency, the ac force generates a
standing wave in the junction which strongly influences
the fluxon motion. We have derived an averaged equa-
tion of motion to analyze the problem, and have shown
that the radiation from the boundary leads to an effec-
tive oscillating potential which influences the fluxon dy-
namics. The effective potential decreases in the direction
of the boundary where the ac force is applied, so that
the fluxon always moves to the active boundary even if
initially at rest. We have made a series of numerical sim-
ulations to elucidate the influence of the active boundary
on the fluxon. Further we have shown that the analyt-
ical predictions and numerical simulation results are in
good agreement. Thus, the physical picture based on an
averaged potential for the fluxon may be indeed rather
useful for understanding, even quantitatively, the physi-
cal phenomena in long Josephson junctions driven by a
microwave field.
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