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Preface
Risg International Energy Conference 2009, 14 — 16 September 2009

Energy solutions for CO, emission peak and subsequent decline

The world is facing major challenges with regard to climate change and security of supply. At the same time it is
necessary to provide energy services to accommodate economic growth and in particular to meet the growing
needs of the developing countries.

We have been aware of these challenges for a number of years, however, the need for rapid action was made
clear with the release of IPCC’s 4th assessment report in November 2007.

IPCC states that in order to stabilize the concentration of GHGs in the atmosphere, emissions must peak soon
and decline dramatically thereafter. Delay in reducing emissions significantly constrains opportunities to achieve
lower stabilization levels and increases the risk of more severe climate change impacts.

The conference aimed at identifying energy solutions on local, regional and global level which can lead to a peak
in CO, emissions in 2015 — 2020 and a 50% reduction before 2050.

The conference focused on the scientific development of new technologies, their market perspectives and
realistic contributions to achieve these ambitious goals. Furthermore, the conference will address systems
aspects, end use technologies and efficiency improvements.

The conference identified mixes of existing and new energy technologies and future energy systems that meets
the CO, reduction requirements on a global, regional and local scale.

The conference was sponsored by:

DONG

energy

LT
¥

o
SIEMENS (9
UNEP

United Nations
Environment Programme

Risg-R-1712(EN)
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< *Energy Solutions for CO2 Emission Peak
and Subsequent Decline
Riso International Energy Conference
2009

When will renewables be able to deliver 80 percent
as fossils do now?

Jose Roberto Moreira
Brazilian Reference Center on Biomass — CENBIO

Riso National Laboratory for Sustainable Energy
Technical University of Denmark
14-16 September 2009

v
CENTRO NACIONAL

u‘»
CENBIO

Road Map
*Present situation and senarios buit up to a few years ago
*GHG Emissions mitigation taken more seriously by society
*Deployment of renewables in the last 4 years
*More RE-intensive scenarios are poping-up in literature

*Future can be even more favourable to RE than the new
scenarios claim

*All these more optimistic view may be destroyed due
barriers

«Conclusions — Key Messages

< »
CENBIO

What Are the Major Renewables?
U.S. Electricity Net Generation - 2006

cento NAfIONAL

;;;;;;;;;;;;

Renewables (non-
hydro) 2.39%

Petroleum;
1,50%

Biomass, 57%

Wind, 27%

Other
Gases;
0,40%

Source: EIA Annual Energy Review 2007

v
CeNTRO NACNAL
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CENEHIO

Primary energy sources for electricity generation -
Brazil 2008

120,0%

Installed Power
99.7 GW 155 GW

100,0%

Other renewable]
=Wind
Process steam
= Waste gas
Biomass
= Coal
u Diesel oil
= Natural Gas
u Fuel oil
= Nuclear
®m Hydro

80,0%

60,0%

40,0%

20,0%

0,0%

2008 2014

5

9/7/2009

10



9/7/2009

<« ‘ » p? ‘ ,» World Energy Supply and the Role of Renewable Energy

CENBIO CENHIO

v v
CENTRO NACIONAL camo N

::::: | share of renewable energies (primary energy) in different
world energy scenarios show a wide range of expectations

#[R] (2007) g
WEE (1608)
WBGU {2003)
IEA ETF (2006)
IEA WED {2006)
MNuclear
WETO (2008) Wockew T% s
60%

2030

[ ]
]
+ - increase in
1 IPPC (2000) ener;
2030 2050 gy.
Current status consumption
wJaruary 2008 Figene Darsteliung Wuppertal Institut

Source: IEA Annual Energy Review, 2007

<( »
CENBIO

P

c!l': Increase in World Primary Energy Demand by Fuel in the
Reference Scenario

I | polieou It VWI/ {a ke an 80% Redictioniis

2500 3 S 1
Source: WEO 2007 T rmghywm Fossil kuelkmissions V]
;e i
2000 5
00 1
//

8 1500 gwﬂ ;,

= [ sos .
1000 T Ee T T W0 7 5

500 2000 2020 2040 2060 2020

1980-2005 2005-2030

i_ At this point, emissions equal net removals by 2050!

mCoal mOil mGas ®Nuclear mHydro ®mBiomass = Other

Risg-R-1712(EN) 11
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CENBIO

80% Reduction Brings Emission;.!sii
«  'Down to Meet Removals

f Total Enussions and Removals

Emissions  £o2in the

Emissions / j
- -
»| Net Removals .

T %  nw w0 om0 ne Net Removals

So levels of CO2 in the atmosphere
stabilize at 450 ppm.

<

24

CENBIO

IPCC SPECIAL REPORT ON RENEWABLES
Towards a Special Report on RE

*100% renewable energy supply is feasible
(>2050)

«Common knowledge about technical options for
RES integration is underdeveloped

*Need for better understanding the dynamics in a

high share RES supply system

Source: Luebeck, Germany, January 20-25,
2008

‘@
CENBIO

The Wedges Plan Proposes a "Flat path”, Le vekfg[l
Emissions Through 2054 and Then Reducing Them

Wedges ,+"  So what
o= P would
" < sy happen to
COz in the
— sen e atmosphere?
o = Would we
’ | St meetthe

= S goal?

Socolow and Pacala

<
CENBIO

24

So Meeting the Goal Will Require 7 Wedgég% l

. .

0en of Tomm o e
Caraon Cvmed

Socolow and Pacala

% Plus 6-7 More
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CENBIO

" ORFEBENICIA Fil R

como NaiowaL

Learning curves determine the future perspectives
Development of costs is not independent on the scenario itself
(realistic-optimistic & very optimistic market penetration scenario)

1600

a0

- wind - offshare

PV - golar irr. 1800
KWWh/mly

=== fuel cells - SOFC

- Biomass CHP -
woadchips

~=- natural gas - gas
turbine

20%
realistic-optimistic
- -——
woo 015 050

*January 2008

Source: Kiewit ef al, NEEDS, 2007

I Wuppertal Institut

Figure 3: Renewable power™ generation and capacity as a

Investment in renewable energy
‘ ‘ generatlon projects grew by 13% during
2008, to $117 billian, and new private
investment in companies developing and
scaling-up new technologles increased 140
by 37% from 2007 to §13.5 billion.

120 £
$180 billlon of fiscal stimulus support for /
sustainable enerqy suggests the political 4 100
wiil has never been greater. K} /

S 80
[a)
S 60 /
2008 was the first year that new power , , =
generatlon Investment In renewables o 20
was greater than investment In
fossil-fueled technologles 20 Source:
; 0
‘ Despite the turmoll In the world’s 2004 2005 2006 2007 2008
financial markets, transaction value in the

global carbon market grew 87% during
2008, reaching a total of $120 billion

The drivers that have propelled investment

In the sustalnable energy sector so
dramatically for the past five years are still
at work — climate change, energy insecurity,
fossil fuel depletion and new technologies.

Risg-R-1712(EN)
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ceweio Proportion of global power, 2003-2008, %
P ! ===Renewable power capacity :
H addition as a % of global power H
H capacity addition .
H 25% L
N =8 Renewable power generation H
M increase as a % of global power 239, M
B generation increase B
: —=— Renewable power as a % of :
. global power capacity .
H 0, H
E —s— Renewable power as a % of 16% E
B global power generation :
5% 6.2%
: b 53@ S 4.4% :
E f T T T T T E
2002 2003 2004 2005 2006 2007 2008
* Excluding large hydro
Source: EIA, IEA, New Energy Finance, Global Futures, UNEP SEFI
« » Ethanol and Biodiesel Production, 2000-2008
ceENgio 70
| oo —Biodiesel /
60
==Ethanol /
50
Z 40
2
=
5 %
@ /
20
i //
0
2000 2001 2002 2003 2004 2005 2006 2007 2008

REN21, 2008
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CENBIO

v
CoNTRO NACIONAL

CO, EMISSIONS AND
ENERGY SCENARIOS

v
CENTRO NACIONAL

“| IEA ETP 2008 PROJECTIONS TO 2050

development and
energy efficiency.

2 a5 550 450
= Policy Policy
s Scenario  Scenari
=0 ' 2%
1%
5 3%
0 54%
P13
0
2005 2010 2015 2020 2025 2030
— Reference Scenario =550 Palicv Scenario === 450 Palitv Scanaria

Climate change mitigation will be impossible without the

deployment of new clean technologies and

= Nuclear
= CC5
w Henewables & brofuels

Enargy efficiency

Source: IEA 2008

=~GBER

Glabal Bioenergy Partnershig

«@®»

CENBIGQ

=3,600 Bl/yr

Source: IEA ETP 2008

Accelerated Technology -Energy

Global biomass use in 2050 compared wilh today CO2 emissions in 2050 are back to

[Mtoe] the level of 2005.
3500 BLUE Map- Energy CO2 emissions
00,1~ in 2050 are half those of 2005. This
::;2 is similar to the “450 PPM
1500 |- Stabilization
1000 Sustainably produced biomass
500 - for the energy sector in 2050
o . ‘ 3 : - 150
Todsy e e s
wenara 1050 wenalio 2050 soerann M5O
1201
v}
Bt
(TS
3400 Mtoe = 62 Mboe/day = 148 EJ/yr wl

BUEMap  ACTMaD Hasing
scenain scenanis soenarto

BIOMASS FOR BIOFUEL OR
ELECTRICITY?

800
S 700 Biofuels Use in BLUE
600 Biodiesel - Map
BtL i
500 Biodiesel - 26% of Transport Fuel Use in 2050
il d
400 o Sléet%anol
300 cellulosic
Ethanol - . .
200 ne Biofuels Land Use in
Ethanol
100 grain Blue
0 About 150 million hectares
2005 2020 2035 2050 .
worldwide
200
180 iodiesel:
If all biofuel derived from 160 B Biodiesel: BiL
sugar cane 74 Mha o140 B Biodiesel: oil
would be used plus 1,580 o0 seed
TWh/yr or 5% of all 0100 O Ethanol:
global electricity could < 80 cellulosic
be generated 560 B Ethanol: cane
=40
=20 B Ethanol: grain
0
2005 2020 2035 2050
Source: Lew Fulton, 2008, International Energy Agency

FROM SUGAR CANE WE HAVE
BOTH1!
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Number of cars, amount of electricity and amount of electricity equivalent
required, amount of ethanol used, amount of electricity used, number of ICV
cars, number of electric cars, planted area for sugar cane - Optimized

Number of cars, amount of fossil fuel consumed, amount of ethanol
equivalent requires, planted area for ethanol, ethanol and electricity
potentially produced from sugar cane to replace all car fossil fuel - Present
situation (2008) in USA and Brazil
400
DEMAND SUPPLY
Usa, 350
350
300
usa, 270
250
USA, 200
200
Brazil, 154.6
150
100
Brazil, 60
50 Brazil Brazil, 3| 455
Brazil, razll,
Bra:il‘,"&“’ 3 SA, 0
n ‘
Mumber of cars  Gasoline eq. (Bl)  Ethanol eq.(BI) Planted area  Ethanol produced Elect. produced
(Millions) (Mha) (81} (TWh/yr)

<« »
cENBIO CASE STUDY CONCLUSION
NS Eor 2009
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The total land area in use is 1,608 million hectares in 1999. For 2006 an estimate of 1,635 million
hectares is made (Dornburg et al, 2006)

N ﬁ » CONCLUSIONS - KEY MESSAGES

CENEIlO

1. Necessity of immediate actions to curb GHGs emissions
in the next 20 years.

2. Short —term resource potential is significant but
conditional; interlinked with agricultural management
(bioenergy), investment, and governance (other RES)

3. Significant GHG mitigation potential (most RES) and
under key conditions also for bioenergy.

3. Rapidly changing policy context driving RES to more
sustainable options and approaches.

4. Barriers are significant, either due incomplete
understanding of the physical and economic potential,
as well as ways to avoid social and environmental
conflicts, or due to economic interest related with the
use of conventional energy sources.
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The intelligent energy system infrastructure for the future
Risg-R-1695(EN) September 2009

Edited by Hans Larsen and Leif Sgnderberg Petersen

Conclusions and recommendations

Within the energy sector energy security and climate change are the two overriding priorities. This is especially
true for industrialized countries and the more rapidly developing economies. Many other developing countries,
on the other hand, still face basic energy development constraints which give quite a different meaning to the
concept of energy security.

Renewable energy resources (RES), which at one time occupied an almost insignificant niche, are gradually
expanding their role in global energy supply. Today the largest contributor is traditional biomass, followed by
large hydropower, leaving only a tiny fraction to “new renewables” such as photovoltaics, wind power, small-
scale hydro, biogas and new biomass. But the contribution of new renewable sources has expanded rapidly in
recent years. This is especially true for wind power and photovoltaics, though the latter started from an
extremely low level.

Today’s energy system is the result of decisions taken over more than a century. This long-term development is
reflected in the structure of the energy system, which in most cases was developed according to basic
engineering requirements: energy is produced to meet the needs of consumers. However, a new supply structure
based on variable energy resources such as wind power will require a much more flexible energy system, also
including the flexibility of the energy consumers.

The power system is currently undergoing fundamental structural changes. The causes of this include not only
the rapidly increasing amount of fluctuating renewable energy that is being connected to the system, but also the
use of new types of production and end-use technologies.

One such change is a general increase in distributed production units that are smaller than traditional thermal
power plants; in the future this may include low-voltage connections from microCHP plants in individual
households. Another is the increasing use of Information and Communications Technology (ICT). The rapidly
increasing capabilities, and falling costs, of ICT open the way to two-way communication with end-users,
making this one of the most important enabling technologies for the future power system.

The need for energy storage in a future energy system dominated by fluctuating renewable energy depends on
many factors, including the mix of energy sources, the ability to shift demand, the links between different energy
vectors, and the specific use of the energy. Since energy storage always introduces extra costs and energy losses,
it will be used only when it sufficiently increases the value of energy between production and use. Modern
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transport depends heavily on fossil fuels. Ways to reduce emissions from transport are to shift to renewable or at
least CO2-neutral energy sources, and to link the transport sector to the power system. Achieving this will
require new fuels and traction technologies, and new ways to store energy in vehicles.

A future electricity system with a considerable amount of fluctuating supply implies quite volatile hourly prices
at the power exchange. Economists argue that exposing customers to these varying prices will create flexible
demand that matches the fluctuations in supply. Persuading customers to react to hourly prices would improve
market efficiency, reduce price volatility, and increase welfare.

Customers show some reluctance to react to hourly pricing, partly because their average gain is less than 0.5% of
the electricity bill. Gains vary considerable between years, however, and depend crucially on the variation in
prices, which in turn depends on the amount of fluctuating supply. Increasing the proportion of wind power in
the system increases the benefits to consumers of acting flexible.

Recommendations
The global economy has in recent years faced a number of changes and challenges.

Globalization and free market economics have dominated the last decade, but the current financial crisis is
rapidly changing the political landscape.

In the energy sector, energy security and climate change mitigation are the two overriding priorities. This is
especially true for industrialized countries and the more rapidly developing economies; whereas many
developing countries still face basic energy development constraints that give quite a different meaning to the
concept of energy security.

We have several options in addressing climate change and energy security issues, but all of them will require
strong global and national policy action focusing on low-carbon energy sources and gradual changes in the way
the overall energy systems are designed:

o More flexible and intelligent energy system infrastructures are required to facilitate substantially higher
amounts of renewable energy compared to today’s energy systems. Flexible and intelligent
infrastructures are a prerequisite to achieving the necessary CO2 reductions and secure energy supplies
in every region of the world.

During the transition to the flexible and intelligent energy systems of the future, short-term policy actions need
to be combined with longer-term research on new energy supply technologies, end-use technologies, and the
broader system interaction aspects.

Prerequisites to the development of flexible and intelligent energy system infrastructures are the ability to:

o effectively accommodate large amounts of varying renewable energy;

e integrate the transport sector through the use of plug-in hybrids and electric vehicles;
e maximise the gains from a transition to intelligent, low-energy buildings; and

e introduce advanced energy storage facilities in the system.
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It is important that flexible and intelligent energy systems are economically efficient and can be build up at
affordable cost.

To allow high proportions of fluctuating renewable power production in the future energy system it is necessary
to have:

e Long-term targets for renewable energy deployment and stable energy policies are needed in order to
reduce uncertainty for investors. A mix of distributed energy resources is needed to allow system
balancing and provide flexibility in the electricity system. Electric vehicles, electric heating, heat pumps
and small-scale distributed generation, such as fuel-cell-based microCHP, are promising options.

For the electrical power system, the following issues should also be addressed in the planning of the intelligent
power grid:

e energy shifting — the movement in time of bulk electricity through pumped hydro and compressed air
storage;

e “smart” electricity meters in houses, businesses and factories, providing two-way communication
between suppliers and users, and allowing power-using devices to be turned on and off automatically
depending on the supply situation;

e communication standards to ensure that the devices connected to the intelligent power system are
compatible, and the ability of the system to provide both scalability (large numbers of units) and
flexibility (new types of units);

o optimal use of large cooling and heating systems, whose demand may be quite time-flexible;

o large-scale use of electric vehicles is highly advantageous from the point of view of the power system as
well as the transport system.

The integration of a larger share of fluctuating wind power is expected to increase the volatility of power prices;
demand response facilitates integration by counteracting fluctuations in supply.

Finally, there is a strong need to pursue long-term research and demonstration projects on new energy supply
technologies, end-use technologies, and overall systems design. Existing research programmes in these areas
should be redefined and coordinated so that they provide the best contribution to the g oal of a future intelligent
energy system.
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Highly flexible and intelligent energy system infrastructures are required to facilitate substantially higher amounts of renewable energy
than today’s energy systems and thereby lead to the necessary CO: reductions as well as ensuring the future security of energy supply in all

regions of the world.
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Renewable energies and efficiency are the
solution for global CO; reduction - results of the
Energy [R]evolution 2008 scenario

Thomas Pregger, Wolfram Krewitt, Sonja Simon

DLR - German Aerospace Center, Institute of Technical Thermodynamics,
Department Systems Analysis & Technology Assessment,
Pfaffenwaldring 38-40, D-70569 Stuttgart, Germany

Abstract

The Energy [R]evolution 2008 scenario is a target oriented scenario of future energy
demand and supply. It takes up recent trends in global socio-economic developments,
and analyses how they affect chances for achieving climate protection targets. The main
target is to reduce global CO, emissions to around 10 Gt/a in 2050, which is seen as one
of the prerequisites to reach a limitation of the global average temperature increase to
about 2°C. A global energy system model was used at DLR for simulating energy supply
strategies for the ten world regions. Long term energy demand projections are developed
based on the assessment of energy efficiency measures in the key demand sectors of each
region. Energy supply scenarios focus on the deployment of renewable energy resources,
taking into account the regional availability of sustainable renewable energy resources.
Scenario results show that achieving ambitious CO, reduction targets is possible without
relying on CCS or nuclear energy technologies. Renewable energy could provide more
than half of the world’s energy needs by 2050. Developing countries can virtually
stabilise their CO, emissions, whilst at the same time increasing energy consumption
through economic growth. OECD countries will be able to reduce their emissions by up
to 80%. Compared to a business-as-usual development, increasing energy efficiency and
shifting energy supply to renewable resources on the long term significantly reduces the
costs for energy supply.

1 Objectives and approach

The main objective of the Energy [R]evolution scenario (Greenpeace/EREC, 2008) is to
show a possible and promising pathway to transform our unsustainable global energy
supply system into a system which complies with climate protection targets. The
scenario aims at demonstrating the feasibility of reducing global CO, emissions to 10 Gt
per year in 2050, which is seen as one important prerequisite to limit global average
temperature increase to around 2°C (compared to pre-industrial level) and thus
preventing severe effects on the climate system (see IPCC, 2007).

Compared to the new Wold Energy Outlook (WEQ) 2008 of the International Energy
Agency (IEA, 2008), the Energy [R]evolution scenario is much more optimistic
regarding the role renewable energies could play in the energy systems of the world until
2050. Although the WEO 2008 points out that renewable energies will become soon a
major source of electricity, it states that achieving the ambitious climate protection target
is not possible without a massive expansion of nuclear and carbon capture and
sequestration (CCS) power plants. In contrary, the aim of Energy [R]evolution is to show
that without relying on nuclear and CCS there is no principal technical obstacle in
curbing CO, emissions at the pace required to achieve the 2° target. Its strategy is based
on energy efficiency and high shares of renewable energies to supply power, heat, and
transport demand. The pathways proposed also offer economic benefits and new options
for economic development. Political will for change and appropriate policy measures are
needed to overcome the inertia inherent in our current energy supply system.
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The Energy [R]evolution 2008 scenario is an update of the first Energy [R]evolution
scenario published in 2007. It is a target oriented scenario developed in a back-casting
process. The global energy supply strategies were simulated with a 10-region global
energy system model implemented in the MESAP/PlaNet environment (MESAP, 2008).
The ten regions correspond to the world regions as specified by the IEA’s WEO 2007
(Africa, China, India, Latin America, Middle East, OECD Europe, OECD North
America, OECD Pacific, Other Developing Asia, Transition Economies) (IEA, 2007a).
IEA energy statistics (IEA, 2007b, c) were used to calibrate the model for the base year
2005. Population development projections are taken from the United Nations’ World
Population Prospects (UNDP, 2007). Projection of gross domestic product (GDP) was
taken from WEO 2007 and the WEO 2007 Reference scenario was used as the business-
as-usual projection. Both data sets were extrapolated to 2050 by own assumptions.

Scenario pathways were developed based on assessments of renewable energy resources
for each world region and assumed technological and economical developments. The
story lines were integrated into the model as exogenous model parameters and
constraints. The demand scenarios are driven by the development of population and GDP
as the key drivers and by assumptions regarding the potentials and exploitation of
efficiency measures which were analysed in detail by (Graus and Blomen, 2008). A
future without CCS technologies and new nuclear power plants but also the phasing out
of existing nuclear power plants until 2050 are constraints of the Energy [R]evolution
scenario. Worldwide renewable energy resources were assessed based on several studies
above all on the global level from (REN21, 2008; Hoogwijk and Graus, 2008). As a
response to the controversial discussion on the availability of biomass resources, a study
on the global potential for sustainable biomass was commissioned as part of the Energy
[R]evolution 2008 project (Seidenberger et al., 2008). Beside population development
and economic growth, future energy price projections, CO, emission costs and power
plant investment costs were projected as other key system drivers which affect
technology choices of the future but also total system costs and benefits due to
investments and the substitution of fossil fuel consumption.

Demand and supply scenarios were developed in an iterative process. A close
cooperation with regional counterparts, representing research organisations and NGOs
from the respective world regions enabled an extensive review process. Also the
renewable energy industry represented by the European Renewable Energy Council
(EREC) was part of this process and contributed their views on production capacities and
future potentials and constraints. The regional counterparts provided input on renewable
energy potentials, and reviewed detailed scenario assumptions, taking into account the
energy policy context in the respective world regions.

2 Key driver and scenario pathways

Economic growth and population growth affect the energy demand of the future. Fig.
1 and Fig. 2 show growth rates assumed for these drivers up to 2050. Energy demand in
the Reference scenario was calculated by specific energy intensities per region and per
demand sector derived from the base year statistics. Following the ‘medium fertility’
projection of the United Nations” World Population Prospects (UNDP, 2007), world
population will continuously grow from today 6.7 billion people to 9.2 billion in 2050,
most rapidly in the developing regions. Expected population growth will slow over the
projection period, from 1.2% per year during 2005-2010 to 0.4% per year during 2040-
2050. In 2050, 86% of the population will live in the Non-OECD countries compared to
82% today. Africa will remain the region with the highest growth rate, leading to a share
of 21% of world population in 2050. The population of the Transition Economies and to
a lesser extent of the OECD Pacific countries will decline. OECD Europe and OECD
North America are expected to maintain their population, with a peak around 2020/2030
and a slight decline afterwards.
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Regarding economic growth and GDP development Fig. 2 shows that China and India
are expected to grow faster than other regions, followed by Other Developing Asia,
Africa and the Transition Economies. The projections were published before the world
financial crisis starting end of 2008 and appear too optimistic for the period up to 2010
from current perspective. It is difficult to foresee to which extent this crisis will affect
long-term economic growth, but it may lead to a lower economic development in all
world regions. The economy growth in China will slow as it becomes more mature, but
will nonetheless become the largest in the world in purchase power parity adjusted terms
early in the 2020s. GDP in OECD Europe and OECD Pacific is assumed to grow by less
than 2% per year over the whole projection period, while economic growth in OECD
North America is expected to be slightly higher. According to these extrapolated data
based on WEO 2007, the OECD share of global purchase power parity adjusted GDP
will decrease from 55% in 2005 to 29% in 2050.
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Fig. 1: Annual population growth rates assumed for the Energy [R]evolution scenario.
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Fig. 2: Annual GDP growth rates assumed for the Energy [R]evolution scenario.

The projection of prices for fossil fuels and biomass is an important input for the
calculation of future energy costs and benefits due to the substitution of fossil power
generation. We expect oil prices to reach $120/barrel in 2030, and a continuous increase
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up to $140/barrel in 2050. In the WEO 2008 reference scenario IEA expects the oil price
to reach $110 per barrel in 2030 ($2007 122/barrel). In contrast to IEA, we assume that
coal prices continue to rise in the long term, reaching $250/t in 2030 and $360/t in 2050.
Natural gas prices are assumed to rise by a factor of four compared to 2005 and to reach
between 23 and 25 $/GJ until 2050. Biomass prices are expected to rise up to 5 $/GJ
until 2050 outside of Europe and up to 11 $/GJ in Europe.

Estimations of future CO, emission costs are subject to large uncertainty. It was
assumed that in each world region a market for CO, allowances will exist, in Non-Annex
B countries only after 2020. We assume that average CO, costs rise linearly from
$10/tCO; in 2010 to $50/tCO, in 2050. Compared to WEO 2008 scenario, we expect
much lower CO; reduction costs due to the more comprehensive exploitation of cost-
effective renewable energy potentials. In the 450 ppm scenario of WEO 2008 CO, costs
were assumed to reach up to $160/tCO; ($2007 180/tCO,) in 2030.

Table 1 shows power plant investment costs assumed for the future. For fossil fuel
based energy technologies we assume an advanced phase of market development, thus
we expect only little potentials for further cost reduction. CCS technology was not
considered as this still unproven concept cannot guarantee safe and permanent
underground storage of CO,, has significant energy consumption and costs and is
expected not to be available before 2030. The renewable energy technologies considered
in the Energy [R]evolution scenario have different technical maturity, costs, and
development potentials but are all already in commercial operation or expected to reach
commercial operation soon. Large potential for cost reductions were assumed for most of
these technologies because of the still relatively early technology development phase.
The capacity factors of these technologies might differ significantly, also depending on
the world regions and their resources. Investment costs for concentrating solar thermal
power plants include thermal storage systems which facilitate high capacity factors.

Table 1: Assumptions on specific investment cost development (in $/kW) for selected
power plant technologies

2010 2030 2050
Coal condensing power plant 1230 1160 1100
Natural gas combined cycle 690 610 550
Wind onshore 1370 1110 1090
Wind offshore 3480 2200 1890
Photovoltaic 3760 1280 1080
Biomass CHP 4970 3380 2950
Geothermal CHP 13050 7950 6310
Concentrating solar power plant 6340 4430 4320
Ocean energy 5170 2240 1670

The Energy [R]evolution scenario is a low energy demand scenario which takes into
account an ambitious deployment of energy saving measures in all demand sectors.
Efficiency improvements already occur in the Reference scenario based on IEA WEO
2007. Additional individual efficiency measures were quantified compared to the
Reference energy demand projection. It is assumed that equipment is replaced only at the
end of its economic lifetime. Details of the methodology applied can be found in
(Greenpeace/EREC, 2008) and in (Graus and Blomen, 2008). Final energy demand in
the Reference projection (excluding non-energy use) will nearly double until 2050, from
299 EJ in 2005 to 570 EJ in 2050, driven by the population and GDP increases.

In the transport sector we analysed three options for reducing energy demand, namely
the reduction of transport demand, modal shift from high energy intensive to low energy
intensive transport modes, and energy efficiency improvements. Per capita transport
demand in OECD countries and in Transition Economies was expected to be reduced by
5% in 2050 compared to the Reference scenario, whereas in non-OECD countries no
reduction in transport demand was assumed. Regarding modal shifts we assume that
2.5% of passenger transport shifts from air (short distance) to rail, 2.5% from car to rail,
and 2.5% from car to bus compared to the Reference scenario. For freight transport we
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assume that 5% of the transport volume shifts from medium trucks to rail, and 2.5%
from heavy trucks to rail. Light duty vehicles with lower fuel consumption were assumed
for all world regions. Detailed technology analyses result in energy intensities of around
1.6 litre gasoline-equivalents (lge) per 100 km in 2050 (for new European drive cycle —
NEDC) for small cars, 2.5 14/100 km for medium size cars and 3.5 l/100 km for large-
size cars compared to current intensities of e.g. 11.5 1;e/100 km in North America and

8 13e/100 km in OECD Europe. High shares of plug-in electric and hybrid cars have been
assumed to occur between 2030 and 2050 especially in the OECD regions with even
lower energy consumption due to the high efficiency of the electric drive train. Test
cycle values are adjusted to real-world driving by applying a factor of 1.2 for fossil fuel
and 1.7 for battery electric driven vehicles. Due to these changes, the world average fuel
consumption of vehicles in the Energy [R]evolution scenario will drop from 10 lg/100
km today to 4 1/100 km in 2050. Energy intensity of air and rail transport was also
expected to be reduced by around 50% until 2050.

Long-term energy efficiency potentials in energy intensive industries such as chemical
and petrochemical industry, the iron and steel industry, and the processing of non-
metallic minerals were quantified by analysing individual measures. Average worldwide
energy efficiency improvements are between 0.4% and 1.4% per year depending on
industry with an average of 1.2% per year for the total industry sector. The energy
efficiency potential of the remaining industry was considered as decrease of average
energy intensity per world region. More sector and region specific details are available in
(Greenpeace/EREC, 2008) and (Graus and Blomen, 2008).

Energy consumption in the ‘other’ sectors (residential, commercial and public services,
agriculture) represents nowadays about 40% of global final energy consumption, in most
world regions dominated by the residential sector. The reduction of heating and cooling
demand due to improved insulation and building design, and the use of efficient electric
appliances, lighting and air conditioning are the main measures analysed and applied in
the Energy [R]evolution scenario. Table 2 summarises saving potentials in the ‘other’
sectors resulting from the detailed analysis of measures and their potential.

Table 2: Saving potentials by type of energy use in the buildings sector (Graus and
Blomen, 2008). Percentages related to heat/electricity demand in ‘Other’

sectors.
Heating Heating Standby Lighting Appli- Cold ap- Aircon- Computer/ Other
-new  -retrofit ances pliances ditioning server

OECD Europe  58% 40% 72% 60% 50% 64% 55% 55% 57%
OECD North- 38% 26% 72% 42% 50% 64% 55% 55% 53%
America
OECD Pacific 8% 5% 72% 49% 50% 64% 55% 55% 55%
Transition 35% 24% 2% 67% 50% 64% 55% 55% 58%
Economies
China 38% 72% 18% 50% 64% 55% 55% 48%
Other regions 72% 67% 50% 64% 55% 55% 58%

The main objective of the project was to develop a renewable energy oriented supply
scenario. Availability of renewable energy sources differs considerably between world
regions. Renewable potentials were analysed based on three global studies and several
information for individual world regions and countries and reviewed by the regional
counterparts. Investments in new highly efficient fossil power plants, together with an
increasing capacity of wind turbines, biomass, concentrating solar power plants and
photovoltaics lead to electricity generation dominated by renewable energy technologies.
Fossil electricity generation will peak around 2020, followed by a continuous decline,
with a shift from coal to gas fired power plants which helps to compensate for power
fluctuations of renewable energy sources. 24% of the global heat demand today is
covered by renewable energies, mainly by the traditional use of biomass. In the Energy
[R]evolution scenario solar collectors, modern biomass and geothermal energy are
increasingly substituting fossil fuel-fired systems. In the transport sector a growing but
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limited share of biofuels is expected and a massive market introduction of electric
vehicles (both battery vehicles and electric hybrid vehicles) after 2020 was assumed.

3 Results

In the following some main results of the Energy [R]evolution scenario are shown.

Table 3 shows the resulting final energy demand by world region and demand sector.
Additional efficiency measures considered in the Energy [R]evolution scenario lead to
an only moderate growth of energy demand compared to the Reference scenario. Global
final energy demand grows up to 350 EJ in 2050, 40% lower than in the Ref. scenario.
Transport energy demand in 2050 is even lower than today although worldwide transport
volume increases. In the “Other sectors” demand grows by 26% compared to 2005.

Table 3: Development of final energy demand in PJ/a under the Energy [R]evolution
scenario by region (excluding non-energy use).

2005 2010 2020 2030 2040 2050

World 299,300 327,393 347,127 354,335 353,803 349,845
Transport 83,936 92,889 92,233 89,980 85,79% 83,306
Industry 91,759 102,321 112,295 114,021 113,583 110,787
Other 123,665 132,183 142,598 150,334 154,423 155,752
Africa 18,073 20,003 22,174 24412 26,409 28,286
Transport 2,812 3,254 3,759 4,265 4,770 5,276
Industry 3,345 3,720 3,933 4,016 4,111 4,071
Other 11,916 13,029 14,482 16,132 17,527 18,939
China 43,677 55,359 67,869 71,370 72,412 73,120
Transport 5,062 7,557 9,992 12,054 13,970 17,296
Industry 20,405 27,453 34,646 35,245 34,024 31,365
Other 18,210 20,349 23,231 24,071 24,419 24,458
India 13,569 16,009 21,188 26,174 31,247 36,263
Transport 1,549 2,156 3,786 5417 7,047 8,677
Industry 4,145 5,431 7,582 9,531 11,525 13,421
Other 7875 8,422 9,819 11,227 12,676 14,165
Latin America 15,484 17,288 18,894 20,242 21,637 23,229
Transport 5,131 5,595 5,718 5,842 5,965 6,089
Industry 5,683 6,547 7,288 7,722 7,978 8,136
Other 4,670 5,146 5,888 6,679 7,694 9,005
Middle East 12,011 14,266 16,437 17,575 18,648 19,564
Transport 4,460 5,226 5,004 4,686 4,332 3,990
Industry 3,324 4,266 5,604 6,198 6,637 6,751
Other 4,226 4,774 5,829 6,690 7,680 8,823
OECD Europe 53,833 54,781 48,833 43,902 40,751 39,231
Transport 16,080 16,860 14,377 11,770 9,779 8,693
Industry 15,380 15,374 13,636 12,430 12,038 11,908
Other 22,374 22,547 20,821 19,702 18,934 18,630
OECD North America 72,218 74,483 74,003 72,152 65,727 55,459
Transport 31,310 32,466 30,419 27,520 22,297 16,721
Industry 16,067 15,337 14,332 13,719 13,106 12,356
Other 24,840 26,680 29,252 30,913 30,324 26,383
OECD Pacific 21,322 22,243 21,678 20,397 18,513 16,669
Transport 6,716 7,256 6,515 5,774 5,033 4,035
Industry 6,847 7,159 7,251 6,913 6,284 5,723
Other 7,760 7,828 7,912 7,710 7,196 6,911
Other Developing Asia 20,553 23,448 26,357 28,651 30,330 31,625
Transport 4,964 5,988 6,637 7,189 7,740 8,292
Industry 6,285 7,334 8,292 8,898 9,203 9,300
Other 9,305 10,126 11,428 12,565 13,387 14,033
Transition Economies 28,620 29,511 29,693 29,460 28,128 26,399
Transport 5,853 6,531 6,025 5,464 4,863 4,237
Industry 10,277 9,700 9,732 9,350 8,678 7,756
Other 12,491 13,280 13,936 14,645 14,587 14,405
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Electricity generation from renewable energies reaches 28,600 TWh/a in 2050 in the
Energy [R]evolution scenario, which is 77% of the electricity produced worldwide. Solar
energy will be the main source of electricity generation in the long-term, both from PV
cells and from concentrating solar thermal power plants. The installed capacity of
renewable energy technologies will grow from the current 1,000 GW to 9,100 GW in
2050. Growing electricity generation in combined heat and power (CHP) applications
(2005: 1915 TWh; 2050: 6400 TWh) improves the overall efficiency of the energy
supply system, with biomass being the main fuel for CHP applications in 2050. After
2030 there is a rapidly growing additional electricity demand induced by the market
introduction of electric vehicles which can largely be covered by renewable energy
sources. Fig. 3 and 4 show the shares of electricity consumption by energy sources and
by world region for the base year 2005 and the year 2050.
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Fig. 3: Electricity supply by technologies and world regions in 2005 (IEA, 2007b, c).
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Fig. 4: Electricity supply by technologies and world regions in 2050 in the Energy
[R]evolution scenario.
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Fig. 5 shows the fuel shares for heating (incl. cooling) by world regions for the year
2050. Geothermal also includes energy for heat pumps. Heat supply covered by
renewable energies is expected to reach about 115,000 PJ/a in 2050, which is 71% of the
total heat demand. Heat supply from CHP to an overall shrinking heat market grows
from 10,140 PJ/a in 2005 to 26,070 PJ/a in 2050, thus increasing its share to 16%.
Largest demand occurs in China followed by North America, Europe and the Transition
Economies. Biomass will be the largest source in Africa and Latin America followed by
Other Developing Asia. Solar energy will be the dominating source in Middle East and
reach significant shares in other world regions too.
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Fig. 5: Heating/cooling by fuels and world regions in 2050 in the Energy [R]evolution
scenario.

Significant improvements of energy efficiency are expected to be possible for transport
technologies, which leads to a decreasing energy demand in the long term, although
demand for transport services grows continuously. Fig. 6 shows the resulting shares of
transport energy demand by fuel and world region in 2050 in the Energy [R]evolution
scenario. On the global level, the share of biofuels of total transport energy demand will
reach 15% in 2050. Due to the market success of plug-in-vehicles electricity will provide
24% of the world transport sector’s energy demand in 2050.

Fig. 7 shows efficiency savings in the year 2050 in the Energy [R]evolution scenario as
difference to the final energy demand in the Reference scenario. Energy savings are
expected to be possible above all in OECD North America and China, followed by
OECD Europe and India. In most world region energy savings are expected to be
possible above all in the transport sector, especially in North America but also in China,
where a strong demand growth is expected.
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Fig. 6: Share of transport energy demand by fuel and world region in 2050 in the Energy
[R]evolution scenario.
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Fig. 7: Efficiency savings in the year 2050 in the Energy [R]evolution scenario compared
to the Reference scenario.

Fig. 8 shows resulting primary energy demand by energy sources and world regions.
Efficiency savings reduce the global primary energy demand by about 45% compared to
the Reference scenario. 56% of the energy demand in the year 2050 in the Energy
[R]evolution scenario is covered by renewable sources, above all by biomass and solar
energy. The world average electricity generation costs calculated based on assumed
technological learning curves and increasing energy prices rise from 9.5 $cent/kWh in
2005 to 10.8 $cent/kWh in 2050 in the Energy [R]evolution scenario with a peak of

13 $cent/kWh around 2030. In the Reference scenario the increased use of fossil fuels
lead to much higher electricity generation costs of around 14.5 $cent/kWh in the year
2050.
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Results of the Energy [R]evolution scenario for global CO, emissions are shown in
Table 4 and by world regions in Fig. 9. Resulting global average per capita CO,
emissions in 2050 are 1.15 t/capita. However per capita emissions in 2050 still differ
considerably for the regions with China having the highest specific emission above
3 t/capita and Africa the lowest (below 0.4 t/capita) followed by Latin America

(0.6 t/capita).
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Fig. 8: Global primary energy demand in the year 2050 by energy sources and world
regions in the Energy [R]evolution scenario.
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Fig. 9: Development of CO, emissions in world regions in the Energy [R]evolution
scenario (in Mill. t per year).
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Table 4: Development of global CO, emissions in the Energy [R]evolution scenario (in
Mill. t per year).

2005 2010 2020 2030 2040 2050
World 24,351 26,954 25,381 20,981 15,581 10,589
- industry 4,292 4,553 4,463 3,875 2,993 2,067
- other sectors 3,405 3,526 3,213 2,651 2,004 1,333
- transport 5,800 6,332 5,891 5,272 4,378 3,493
- electricity & steam 10,854 12,543 11,814 9,183 6,206 3,696

4 Conclusions

This Paper provides some main results of the Energy [R]evolution project and scenario.
The Energy [R]evolution scenario shows ambitious but realistic pathways to a more
sustainable energy future in all world regions achieving a significant reduction of fossil
fuel consumption and in consequence a reduction of global CO, emissions to around
10 Gt/a in 2050 without CCS technologies and nuclear energy use. Energy efficiency
measures and renewable energies play the leading role in the world’s energy future.
Towards the mid of the century, renewable energy can provide more than half of the
world’s energy needs, at the same time ensuring the continuous improvement of global
living conditions, in particular in developing regions. More detailed information and
results can be found above all in (Greenpeace/EREC, 2008) and (Krewitt et al., 2009).
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Heat Plan Denmark — The Danish heating sector can be CO; neutral
before 2030

by
Anders Dyrelund, Ramboll Denmark
Henrik Lund, Aalborg University

Abstract

Heat Plan Denmark is an R&D study financed by the Danish District Heating
Association (DDHA). It demonstrates that District heating is the key technology
for implementing a CO; neutral Danish heating sector in a cost effective way.

Since 1980 annual CO, emissions have been reduced from approximately 25
kg/m? to 10 kg/m? floor area. This is due to two efforts: firstly, consumers
have saved 25% on heat; secondly, the heat market share of district heating
has increased from 30% to 46% and the district heating has utilized combined
heat and power (CHP) and renewable energy.

Heat Plan Denmark shows that it is possible to continue this progressive
development, so that CO, emissions from the heating sector can be reduced by
another 50% by 2020 and that an almost CO, neutral heating sector is
achievable by 2030.

The plan shows that this is possible with to-days technology by combining:

e additional 25% reduction of the heat demand

e a further reduction of the return temperature to 35 dgr. C.

e more district heating up to a market share of 70%

e more integration of renewable energy in the district heating systems,
such as large scale solar heating, geothermal energy, waste to energy,
biomass CHP and heat pumps in combination with large thermal storages
and CHP plants to utilize the fluctuating wind energy

e heat pumps, wood pellet boilers and solar heating for the remaining
individual heat market.

Paper

Heat Plan Denmark is an R&D study financed by the Danish District Heating
Association (DDHA). It demonstrates that District heating is the key technology
for implementing a CO; neutral Danish heating sector in a cost effective way.

Since the first oil crisis in 1973, improvements in the heating sector have
played a crucial role in the Danish energy supply mix. The heat supply act and
the gas supply act in 1979 started a target oriented, least-cost planning
process and widespread implementation of natural gas and district heating
networks.
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Since 1980 annual CO, emissions have been reduced from approximately 25
kg/m? to 10 kg/m? floor area. This is due to two efforts: firstly, consumers
have saved 25% on heat; secondly, the heat market share of district heating
has increased from 30% to 46% (corresponding to 60% of the dwellings in
Denmark). The district heating expansion has made it possible to utilize
combined heat and power (CHP) and renewable energy. Natural gas has also
had an important role.

The current awareness of climate change and the decision of the Danish
Government to base future energy supply in Denmark on renewable sources
has once again brought the heating sector and the possibilities of district
heating into focus.

Heat Plan Denmark shows that it is possible to continue this progressive
development, so that CO, emissions from the heating sector can be reduced by
another 50% by 2020 and that an almost CO, neutral heating sector is
achievable by 2030.

Heat Plan Denmark shows how these benefits can be achieved by 2020 in a
cost effective way through a combination of the following initiatives:

e Consumers save another 25% on heating and reduce their return
temperature to the district heating network to around 35 dgr.C, e.g. in
connection with renovation of the building envelope.

e District heating is expanded from 46% to around 63% of the market share,
starting with the very profitable conversion of large gas fuelled boiler plants
to district heating based on CHP and renewables.

e The majority (approximately 70%) of new buildings, for which intelligent
urban planning is possible and cost effective, are connected to district
heating or block heating, whereas the remaining will be individually
supplied low energy houses.

e District heating systems are further interconnected so that utilisation of
excess heat in the summer, mainly from waste to energy plants, is
improved, and competition between the heat sources is intensified

e District heating production is expanded with more heat storage tanks, more
renewable energy, in particular more efficient waste to energy CHP plants
with fluegas condensation, large scale solar heating, biomass boilers and
CHP, biogas CHP, geothermal energy and excess wind energy.

e The remaining heat market will be covered by heat pumps and wood pellet
boilers in combination with individual solar heating.
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The study compares 3 cases for the development after 2020.

Case A: a 70% district heating market share and constant heat demand from
2020, taking into account the effects of electricity savings and increasing
comfort, which could be a realistic alternative in case of increasing fuel prices,
cost based price signals to the consumers and a strong heat planning.

Case B: a 70% district heating market share and additional 25% heat savings
after 2020, corresponding to a total 50% heat savings compared to the 2008
level. This could be an alternative to case A in case of strong enforcement of

investments in the building sector.

Case C: a constant 63% district heating market share and a constant heat
demand from 2020, which could be an alternative in case of modest fuel prices
and a modest energy policy after 2020.

Comparisons show that the additional heat savings of 25% to 50% in case B
do not contribute to any additional CO, reduction — only less consumption of
biomass. Moreover, a detailed analysis of numerous heat saving options shows
that the cost per saved MWh increase dramatically in case the saving exceeds
25%. However, further savings may be needed in a long-term perspective in
which Denmark is heading for an energy system based 100% on renewable
energy.

Detailed analysis of the heat market, which could shift to district heating (from
46% up to 70% market share), shows that district heating and heat pumps are
the best solutions combining CO, emission reductions and costs in a future CO,
neutral society around 2060. This will be the case even if consumers in these
districts reduce the space heating demand by up to 75%, provided the district
heating adjust the networks to lower demand and lower return temperature.

Moreover, compared to individual heat pumps, district heating will further
strengthen the reliability and flexibility of the energy system for integrating
large amounts of wind energy, (e.g. up to a market share of 70 % wind energy
in the electricity market), by combining CHP, large thermal storages, heat
pumps and electric boilers, which can absorb excess wind energy and balance
the fluctuating wind energy.

With regard to new buildings and new city districts, our analysis shows that
district heating combined with CHP and renewable energy is more cost
effective than individual solutions based on more investments in the building
envelope and/or investments in individual renewable energy solutions. Thus
our analysis confirms that it is a very good idea that the EU directives on
renewable energy and on energy performance of buildings require that the CO,
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emission shall be reduced in a cost effective way, taking into account local
conditions and options for utilizing district heating, block heating and CHP.

Therefore the study presents case A as the preferred option.

The figures below show the heat market development from 1980 to 2050:
heated floor area, heat demand, share of the heat market, district heating
demand, district heating production and CO, emissions. We note that the CO»
emission from waste to energy is assumed to be zero, as waste to energy is
more environmentally sustainable than landfilling waste and that utilization of
the excess heat does not contribute to CO, emissions. We consider that the
fossil fuel components in the waste are used by industries which produce
plastic or utilize plastic in their products, not by those who utilize waste heat
from the most environmentally friendly treatment of the waste.

We note that the very dramatic increase in the heat utilization from waste to
energy is mainly due to more efficient CHP plants with fluegas condensation
and maximal utilization of the summer load.

The heat plan for Denmark has been prepared by experts from Ramboll’s
district heating services department and Aalborg University, Department of
Development and Planning. The work was commissioned by the Danish District
Heating Association (DDHA) and can be downloaded from
www.danskfjernvarme.dk

Further information:
ad@ramboll.dk
lund@plan.aau.dk
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The total results of end-user savings and development of the district heating is

a significant reduction of the CO, emission.

Risg-R-1712(EN)

CO2 emission factor: kg/m2 floor area

42



Fuel
(Scenario3 in DK-2060 100% RES-system)

15 —

12 —
— 9 |
5 — m Excess elec.
E 6 O Biomass
E 3| ’:‘ O Biogas

0 - - ﬁ T - - T T | — | T T ﬁ

Ref HP- HP-air EH MiCHP H2-CHP  DH
3 ground
Cost
(Scenario3 in DK-2060 100% RES-system)

15000
g 12000 1 m Fuel
>
9000 | 0 O&M
) 0 DH/grid
§ 00004 @ central heating
E 3000 | @ Production

O T T T
Ref HP-  HP-air EH MICHP H2- DH
ground CHP

Fuel consumption and costs for alternative options show that district heating is
an option compared to individual heat supply in urban areas
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Abstract

This paper intends to describe the outline of the Eco Care Program (ECP) at the Siemens-Division Industry So-
lutions and its implementation. ECP aims to embrace and to coordinate main activities within the product lifecy-
cle management (PLM) process considering both economic targets in terms of overall lifecycle costs as well as
energy efficiency and other important environmental issues in the innovation management for industrial solu-
tions. ECP consists of adapted methods for assessing the environmental and financial impacts of industrial solu-
tions (plants, processes, single technologies or even services) and tools which helps to derive reliable assessment
results. Life Cycle Assessment (LCA) is a suitable method for assessing environmental impacts of products and
solutions over their entire lifecycle focusing on those lifecycle phases which may contribute significantly to en-
vironmental burdens or benefits. To meet these requirements the main challenge is to simplify the assessment
methodology as far as reliability and accuracy of results is preserved.

To present results in both dimensions of economical performance and environmental impact the paper introduces
the concept of the “eco care matrix” (ECM). Environmental sound industrial solutions have advantages in both
“eco” dimensions (eco-nomical + eco-logical). The analytical approach presented is further on implemented in
two complementary and independent industrial application fields: in order to exemplify usability of the approach
in quite complex process technology different hot metal producing technologies (blast furnace route vs. smelting
reduction routes COREX / FINEX). The second pilot application is targeted on the assessment of infrastructure
solutions especially focusing on the comparison of environmental and financial effects of different technologies
and payment schemes of electronic city tolling systems for London and Copenhagen. Experienced results de-
rived from these two pilot applications to put ECP in place are evaluated and presented.

1 Introduction 2 Methodology

2.1 Life Cycle Assessment (LCA)

The Siemens-Division Industry Solutions is one of the
world-leading solution and service providers for in-

dustrial and infrastructure facilities. The product port-
folio of Industry Solutions contains already a high
number of energy efficient and environmental sound
solutions. The Eco Care Program (ECP) at Industry
Solutions has the objective to increase the amount of
environmental sound products / solutions, i.e. green
products / solutions significantly in the product port-
folio. For that purpose the existing Product Lifecycle
Management (PLM) process has been extended to-
wards a “Green-PLM” (ref. to [1]). The application of
the Green-PLM will be shown in two case studies:

=  Industrial Case: Steel Plant

» Infrastructure Case: City Tolling

LCA has been developing since the 1980’s. In the be-
ginning primarily in scientific fora such as Society for
Environmental Toxicology and Chemistry (SETAC)
but later the development has been taken so far that
the International Organisation for Standardisation
(ISO) and other international and national organisa-
tions and authorities have developed standards and
guidelines (e.g. ISO-14040: 2006 Environmental
management -- Life cycle assessment -- Principles
and framework; ISO-14044: 2006 Environmental
management -- Life cycle assessment -- Requirements
and guidelines).

The goal and scope definition concerns specification
defining the scope of the study. What questions in-
tends to be answered by the study and which decision
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should it support. A crucial point in LCA is the use of
a functional unit which serves as the reference for the
assessment, e.g. 1 ton of hot metal - or for a paint;
e.g. the protection of a 10m?” surface for 10 year. The
system boundary determines which unit processes are
included in the LCA and must reflect the goal of the
study. The intended data requirements are also de-
scribed. Finally the goal and scope phase includes a
description of the method applied for assessing poten-
tial environmental impacts.

The life cycle inventory concerns the collection of
data for inputs (energy, materials etc.) and outputs
(products, waste, emissions) for each of the processes
that are included in the study. All data are aggregated
into one number for each input/output, e.g. the
amount of CO, emitted in each process is summed
into one figure in the inventory.

The third phase 'Life Cycle Impact Assessment' is
aimed at evaluating the contribution of each of the
inventory items to impact categories such as global
warming, acidification etc. Normally around 10 cate-
gories are assessed: Global warming, ozone depletion,
acidification, photochemical ozone formation, eutro-
phication, toxicity to humans, ecotoxicity, land use,
some solid waste, and resource use. Characterisation
is the first step, in which the contribution of each in-
ventory item to each impact category is calculated us-
ing the characterisation factors of an impact assess-
ment methodology. Characterisation factors are often
expressed as an equivalent of a substance, e.g. for
global warming CO,-equivalents are used. Different
substances contribute to different extent to the impact,
for example methane (CH,) has a global warming po-
tential that is 25 times larger than CO,, i.e. 25 CO,-
equivalents and nitrous oxide (laughing gas) has a po-
tential of 250 CO,-equivalents. In this way 1 kg of
methane and 1 kg of nitrous oxide can be summed to
275 kg CO,-equivalents. The next steps are normali-
zation and weighting, but these are both voluntary
according the ISO standard. Normalization is often
expressed in person-equivalents i.e. what is the con-
tribution of the assessed system compared to the total
contribution of one person per year to that impact
category. The normalisation provides a basis for com-
paring different types of environmental impact cate-
gories (all impacts get the same unit, person equiva-
lents). The seriousness of the impacts can be taken
into account through weighting. Weighting of the re-
sults can be done in different ways e.g. expert panels,
questionnaires or as distance to politically set reduc-
tion targets. With the current global concern for cli-
mate change it is plausible that global warming would
receive a higher weighting than for instance photo-
chemical ozone formation, which is a local/regional
impact. Weighting of the results would change the

environmental profiles of the different systems ana-
lysed and probably also the difference between them.

The 'interpretation' phase relates the results to the
goal and scope. An analysis of major contributions,
sensitivity analysis and uncertainty analysis leads to
the conclusion whether the ambitions from the goal
and scope can be met. More important; what can be
learned form the LCA? All conclusions are drafted
during this phase. Sometimes an independent critical
review is necessary, especially when comparisons are
made that are used in the public domain (ref. to [2]).

The European Union is in the process of developing
The “International Reference Life Cycle Data Sys-
tem” (ILCD) for good practice in LCA with aim of
ensuring comparable and quality-assured LCA studies
and applications in business and the public sector. The
ILCD includes handbooks with requirements on
method, quality, nomenclature, documentation, and
review. Plus supporting documents and tools. And it
goes a little further in the specifications than the ISO
standards (refer to the European Commission home-
page for Life Cycle Thinking in reference [3]).

Also the United States have developed a reference
document for LCA. The LCA101 document from
2006, entitled "Life Cycle Assessment: Principles and
Practice," provides an introductory overview of LCA
and describes the general uses and major components
of LCA. They also developed a Life Cycle Impact As-
sessment methodology (TRACI) that is widely used
in the US. All US EPA documents on LCA can be as-
sessed (ref. to [4]).

The United Nations Environment Program, UNEP
and the Society for Environmental Toxicology and
Chemistry, SETAC launched an International Life
Cycle Partnership, known as the Life Cycle Initiative,
to enable users around the world to put life cycle
thinking into effective practice. The mission of the
Life Cycle Initiative is: “To develop and disseminate
practical tools for evaluating the opportunities, risks,
and trade-offs, associated with products and services
over their whole life cycle.” The Life Cycle Initiative
does not as such produce guidance documents but
merely aims to further the use of life cycle thinking.
At their website a range of documents related to LCA
can be found (ref. to [5]).

In many other places around the world national initia-
tives for building up LCA competences has been ini-
tiated. At the Life cycle initiative website a good
overview can be found, but one of the most notewor-
thy is the LCA project in Japan, which is as far or
even further than the European and US initiatives.
More information about this can be found the home-
page of the Japanese Environmental Management As-
sociation for Industry (JEMAL, ref. to [6]).
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2.2 Eco Care Matrix (ECM) within
Green-PLM

The development of green products / solutions has
become very important due to the climate change.
Looking at the existing PLM processes used in many
companies worldwide a methodology to support the
design of green products / solutions is missing. To
close this gap in the PLM methodology the Eco Care
Matrix shown in figure 1 has been derived based on a
former approach from BASF (Eco-efficiency Analy-
sis, ref. to [7]). The combination of ECM and PLM
leads to the Green-PLM.

Product Fortfalio G =
Maragement(FPM) .  Define Realize b

Ervironnertal mpact

Green-PLM

PLM + ECM

aa EH
oyt

Fig. I: Green-PLM = PLM + Eco Care Matrix (ECM)

The ECM describes both dimensions of economical
performance (horizontal) and environmental impact
(vertical). An existing technology / product / solution
is set as a reference in the center of the ECM. The to
be developed green solutions should be better in both
eco-dimensions, i.e. eco-nomical and eco-logical. To
describe the economical dimension it is favorable to
use system costs e.g. CAPEX and OPEX. The eco-
logical dimension is described by the LCA methodol-
ogy described in chapter 2.1.

Siemens Industry Solutions is using the Green-PLM
to generate the best green solutions for its customer
base. A very positive site effect of the Green-PLM
approach is that the engineers will create other ideas
considering the environmental benefits of their de-
sign.

3 Industrial Case: Steel Plant

As a typical example for industrial processes different
hot metal producing technologies were compared
with ECM.

A LCA study aims to provide a holistic overview of
the environmental impact of a technological process
(see chapter 2.1 and ref. to [8]). Beginning with the
mining of iron ore and coal up to the finished hot-
metal product, it could be shown that direct reducing

technologies like Corex® and Finex® ironmaking
processes score much higher in an LCA rating when
compared with the conventional blast furnace route
(ref. to [9] and [10]).

Corex® and Finex® are innovative smelting-reduction
processes in which non-coking coal is directly used as
the energy source and reducing agent for the produc-
tion of hot metal. But to what extent are they envi-
ronmentally compatible and how can this be proved?
Up until recently, this question has not been easy to
answer. One approach had been to evaluate the results
from mass balances or measurements, i.e., the quan-
tity of potentially harmful substances released to the
environment such as dust, SO,, NO, or CO,. These
were then compared with emissions from the blast
furnace route, including the sintering and coking
plants. With a LCA evaluation, as defined per ISO
14040 and 14044, a standardized method for generat-
ing a comprehensive picture of environmental impacts
could have been applied.

3.1 Definition of environmental impact
categories

In close cooperation with three universities — Techni-
cal University of Berlin (Germany), University of
Mining and Metallurgy (Leoben, Austria) and Tek-
niske Universitet Copenhagen (Denmark) — a life-
cycle assessment study was conducted in 2008 using
the environmental software tool "GaBi" (ref. to [11]).
Each step in the hot-metal production process, from
the mining of iron ore and coal, the transportation to
the plant site and the individual production steps to
the final hot-metal product, were modelled and ana-
lyzed. All by-products and their subsequent utilization
were also taken into account. Five key impact catego-
ries were identified in this study:

1. Acidification Potential (AP)

2. Abiotic Resource Depletion Potential (ADP)
3. Global Warming Potential (GWP)
4

. Photochemical
(POCP)

5. Eutrophication Potential (EP)

The Acidification Potential provides an overview of
the acidic components that are released to the envi-
ronment, for example, SO,, NO,, HCI, HF, H,S and
NH;. The gaseous substances SO, and NOy are trans-
formed to sulfuric and nitric acid if they come into
contact with water. Acid rain is a well-known conse-
quence which causes damage to buildings, the bio-
sphere and the soil. Forest dieback gained notoriety in
the mid-1970s.

Ozone Creation Potential

The Abiotic Resource Depletion Potential considers
natural resources which are subdivided into "non-

Paper at: RISO International Energy Conference, 14 — 16 September 2009, Copenhagen

Risg-R-1712(EN)

47



renewable deposits" (e.g., iron ore or fossil fuels),
"renewable funds within a human lifetime" (ground-
water and some soils, etc.) and "continually renewed
flows" (wind, river water and solar energy, etc.).
Processes are more sustainable if they are based on
the use of coal, which is abundantly available world-
wide, instead of non-coking coal, where resources are
clearly limited.

One of the most frequently discussed environmental
topics today is global warming, which most experts
believe is caused by an increase of so-called green-
house gases (carbon dioxide, methane and CFC com-
pounds, etc.) in the atmosphere. These gases as well
as water vapor raise the atmospheric temperature by
absorbing infrared radiation reflected from the surface
of the earth.

Photochemical Ozone Creation Potential describes
the formation of ozone (O3) in the presence of NOX,
hydrocarbons and sunlight (summer smog). Although
the mechanisms behind this form of ozone creation
are highly influenced by weather conditions, industry
and traffic also play a major role.

Another important factor that has to be determined
when assessing the environmental impact is the Eu-
trophication Potential. It determines the degree of
over-fertilization, which can be aquatic or terrestrial.
Needless to say, hot-metal production has not been a
primary culprit in polluting the environment with nu-
trients, yet it is nevertheless a factor that has to be
considered for a holistic overview of environmental
impacts.

3.2 Evaluation of environmental im-
pacts with LCA

The relative importance and magnitude of the above-
described five impact categories were evaluated for
the Corex®, Finex® and blast furnace iron making
routes. This was performed applying two different
normalization methods referred to as the CML (Insti-
tute for Environmental Sciences, Leiden, ref. to [12])
and EDIP methods (Environmental Development of
Industrial Products, ref. to [13]). This approach al-
lowed an enormous amount of complex and interre-
lated data to be illustrated in a single overview dia-
gram. Specific customer-relevant parameters, such as
the raw material properties, the related transportation
aspects and the energy sources, have an influence on
the overall picture. Different electricity mixes (coun-
try-specific ratio of hydroelectric-, nuclear-, wind- or
coal-based power generation) were also taken into
consideration.

Under European conditions, it could be shown that all
three iron making production routes are comparable
with respect to global warming (GWP). Corex® and

Finex® have a better LCA rating for all other catego-
ries when compared to the blast furnace route. For
Chinese steel producers, as well as for most develop-
ing countries, the LCA for the Corex® and Finex®
processes provides a much better outcome than the
conventional blast furnace route. This is also valid for
global warming, which is roughly 30 percent less.
This is due to the utilization of the export gas from
the Corex® and Finex® plants for the generation of
electricity, which substitutes coal. In fact, when con-
sidering the Acidification Potential (mainly SO, emis-
sions), the inverted graph result indicates a "positive"
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Fig. 2: Comparison of LCA results for different hot metal
producing technologies (ref. to [10]).

The results of an independent life-cycle assessment of
the most important hot-metal production processes,
taking into account key environmental performance
indicators, has shown that the Corex® and Finex®
processes are environmentally more compatible than
the conventional blast furnace production route, espe-
cially at sites where coal is used as an energy source
to generate electricity. As a supplier of Corex®,
Finex® and blast furnace technology, Siemens Indus-
try Solutions can ideally support iron and steel pro-
ducers in the selection of the optimum hot-metal
route, taking into account raw material factors, local
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site conditions, cost aspects and environmental re-
quirements.

Fig. 3: Regional comparison of LCA results for different
hot metal producing technologies (ref. to [10]).

3.3 ECM for different hot metal produc-
ing technologies

COREX®
@ fnex®

0,0

Blast Furnace

Environmental Impact

1,0 0,0 -1,0
P
System cost

Fig. 4: Eco Care Matrix for different hot metal producing
technologies (geographical reference: EU-25).

Figure 4 shows the ECM combining the LCA results
with detailed cost analysis for the three hot metal pro-
ducing technologies. Corex® and Finex® are Green
solutions showing lower environmental impact and
lower system costs than the blast furnace technology
(reference).

4 Infrastructure Case:
City Tolling

This second example section describes another appli-
cation of ECM for eco-efficiency assessment of infra-
structural processes. As an example different elec-
tronic tolling technologies in the application of city
tolling systems were compared to each other in terms
of ecology and economy.

4.1 Evaluation of environmental im-
pacts with LCA

In order to assess environmental effects of a City toll-
ing system it is assumed that a road pricing scheme is
to be implemented in Copenhagen.

Economical effects of road pricing schemes have
been derived from the revenue stream. Revenue is the
income from road users' payments to the Road Pricing
scheme minus the cost of establishing and maintain-
ing the scheme.

Ecological effects of road pricing schemes have been
calculated from pollution which will primarily be

measured by airborne pollutants, (incl. CO, and par-
ticulate matter).

Traffic behaviour will be primarily measured by the
ability for the city to manage traffic as intended and
the general willingness to change behaviour by the
population, the total distance driven, and the average
velocity of the vehicles. For the modelling it is neces-
sary to consider the area of Greater Copenhagen split-
ted into 835 zones shown in figure 5.

¥ i

=

Fig. 5: Illustration of zones modelling the traffic demand from
one zone to each other zone (Greater Copenhagen).

To find the most ecological and economical city toll-
ing system for Copenhagen three different road pric-
ing schemes were evaluated:

1. Distance based road pricing where the pricing is
a function of the distance driven within a zone. In this
case the Road Pricing scheme is based on GPS in pos-
sible combination with a secondary technology for
enforcement such as camera or RFID.

2. Area based road pricing where there is a fixed
price for entering a zone. The technology here can be
GPS, RFID, camera or another stationary technology.

3. Mixed distance & area based road pricing where
road pricing schemes 1 and 2 are mixed up specific
for different vehicle types.

The baseline scenario that will be used when evaluat-
ing the above three road pricing schemes will be the
initial situation of no city tolling in operation.
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The Traffic Flow Model considers the traffic demand
for each of the zones to all remaining zones differen-
tiated in terms of different vehicle type classes (pas-
senger cars gasoline/ diesel, heavy/ light duty trucks)
and in different time slices during a typical working
day.

The environmental evaluation is based on the traffic
flow model, evaluating the potential impacts on both
the environment and on human health. The whole fuel
cycle is included (i.e. primary production, transporta-
tion, refining and vehicle operation) but the vehicle
cycle (production and disposal of vehicles) is omitted.
The evaluation focuses primarily on quantifying the
extent and impacts of life cycle air-borne emissions
arising from the fuel cycle. The reason for this focus
is due in part to the importance of air emissions in the
context of road transport, and also due to the time and
resource limitations of the study. The air emissions
assessed include the three main greenhouse gases:
carbon dioxide, nitrous oxide and methane. In addi-
tion, the regulated emissions associated with road
transport are assessed (carbon monoxide, oxides of
nitrogen, hydrocarbons and particulates).

For the assessment of impacts to the environment,
general LCA impact assessment methodologies are
applied (see chapter 2.1). When modelling the poten-
tial exposure of humans it will be attempted to apply a
generic fate and exposure model with spatial differen-
tiation allowing taking into account a low emission
height and a high population density measured by the
number of inhabitants per area.

Figure 6 shows the global warming potential com-
pared between the three road pricing schemes for Co-
penhagen.
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100% no% sy 36,3%

[=— | m Vehicle Emissions
Ol uel Lite Cycle
0 Equipmant

No Road
Pricirg
Area+
Distance
besed
Arsg
Lasod
Distance
hEspr

Fig. 6: Environmental impact for different road pricing
schemes compared to baseline.

4.2 ECM for different road pricing
schemes

System costs are calculated based on the equipment
necessary in the different road pricing schemes. The

amount of equipment necessary will be estimated on
the basis of infrastructure, level of enforcement and
other equipment needed. Economical performance of
a city tolling solutions can be calculated in terms of
amortization time (months).

Figure 7 shows the Eco Care Matrix for three differ-
ent road pricing schemes for the city and surrounding
area of Copenhagen. Additionally it was calculated
the scenario of Copenhagen assuming the same con-
gestion charge approach as in London (“London Sce-
nario”).

-20%

.J Mixed area &
London  distance besed RP

Scenario

Area bezed RP

Distance bazed RP
Reference
{Basic Scanario)

Environmental Impact
o
=

0%

160% 100% 0%
-—
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Amortization Time

Fig. 7: ECM for different road pricing schemes for Copenhagen.

All three road pricing schemes show a lower envi-
ronmental impact compared to the baseline (no road
pricing system). The area based road pricing scheme
shows a very long amortization time due to the high
investment costs needed. The other road pricing
schemes (mixed area & distance based, distance based
road pricing) show shorter amortization time. The
London city approach shows a better environmental
performance but a less attractive economic evalua-
tion. This analysis shows the advantage of the ECM
approach to find the right road pricing scheme. Of
course for investment decisions much more detailed
calculations have to be conducted.

4.3

In addition to the above discussed analysis of
environmental and economical impacts of a city
tolling solution this section describes the approach of
a dispersion analysis deriving immission related data
based on local emissions. Vehicle emissions of
airborne pollutants are normally dispersed in the
atmosphere depending from local metereological
weather conditions (wind speed & direction, rainfall,
change in atmospheric pressure, temperature, etc.).
Key issue for performing a dispersion analysis is

Immissions derived from emissions
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knowledge about the 3-dimensional shape of
buildings forming the geometric constraints of roads.

i

\

Fig. 8: Combination of road network

with 3-dimensional building data

Figure 8 shows the combination of 2-dimensional
road network data with 3-dimensional shape informa-
tion regarding road surrounding buildings. Depending
on the heights and shape of buildings the airborne
pollutants will be dispersed according to the specific
pattern of airflow caused by wind.

The influence of building shape and heights on dis-
persion of airborne pollutants is illustrated in figure 9
displaying the concentration of PM20 in pg/m?* for a
given building group near to a road.
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Fig. 9: Dispersion without considering building heights

Beside the ECM approach the analysis of the immis-
sions is crucial to the decision of the appropriate road
pricing scheme in Copenhagen.

5 Conclusion

To meet the worldwide climate challenge the indus-
trial products and solutions have to become much
more environmental sound. The Siemens-Division
Industry Solutions has extended its existing PLM to a
“Green-PLM” to trigger the design and engineering
of green products / solutions.

The key element in the Green-PLM is the “eco care
matrix” (ECM) which defines environmental sound
industrial products / solutions with advantages in both
“eco” dimensions (eco-nomical + eco-logical). Two
case studies are illustrated, i.e. hot metal producing
technologies (industrial case) and electronic city toll-
ing systems (infrastructure case).
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Abstract

The political ambition of replacing fossil energy with renewable energy

will be a huge task, and contrary to the first thought, the development of high
efficiency steam plants will still play an important role in future as renewable
energy is characterised by its fluctuating nature — wind and solar energy over
days and weeks, and biomass over years.

Coal based and/or nuclear power will still be necessary for a long time to come
in order to guarantee the stability and security of supply. The coal-based steam
plant also offers the most efficient utilisation of biomass and it can be equipped
with carbon capture.

This paper will describe the current status - which involves steam temperatures
around 600 °C and steam pressure close to 300 bar — and the possible lines of
development.

The thermodynamic process can be optimised with features such as double
reheat and more sophisticated cycles such as the Master Cycle.

In order to compensate for the fluctuating nature of mainly wind energy, it will be
important to maximise ‘load following’ capability and to be able to operate at low
minimum loads.

The work on the 700 °C steam temperature plant (AD 700) is now so advanced
that E.ON has declared its readiness to build such a plant.

As a new development the possibility of getting steel which would allow steam
temperatures up to 650 °C has now become much more realistic as the Z-
phase steel is now in the process of qualification, and if it is qualified it will offer
a more economic solution than AD 700.

Regarding Carbon Capture, the MEA-based absorption plant is the only avail-
able commercially mature solution today, but other absorption technologies are
under development.

Another post combustion technology is oxyfuel involving combustion in an at-
mosphere of oxygen and re-circulated CO,. This simplifies the carbon capture
process as there is no need for handling large amounts of Nitrogen.

The IGCC plant has not yet had success in electricity production, but might
have advantages in the future in relation to carbon capture.

1. The importance of coal

Although the amount of power production based on renewable energy is ex-

pected to more than double from 2005 to 2030 on a global basis, the amount of
power production based on coal in the same period is also expected to be dou-
bled. These assumptions are based on a doubling of the total power production.

In Europe, power based on renewable energy is foreseen to be tripled and

power based on coal is expected to remain at nearly the same level in the same
period.
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These figures are IEA predictions. Even though they have been criticised for
being too pessimistic regarding renewable energy, it is a fact that coal-based
power generation will play an important role for a long time yet.

The reason for this is that the gap between the power demand and production
of renewable energy must be filled with fossil fuels, and coal is by far the
cheapest fuel, being abundant and mined all over the world and easy to trans-
port and store, whereas gas and oil are either difficult to exploit or controlled by
a limited number of governments.

The only realistic alternative to coal-based power production will be nuclear
power.

Figure 1 (demand previsions)

General situation
As CO:. is the predominant greenhouse gas, great efforts should be made to
limit the emission of CO, from coal-based power production.

Firstly power must be produced as efficiently as possible; then coal could be co-
fired with CO, neutral fuels, thus reducing the emission correspondingly. When
the volume of CO, thus has been minimised, Carbon Capture and Storage
techniques (CCS) can be brought into play.

Another important goal for new coal-fired plants is to increase the operational
flexibility to allow the optimum interaction with renewable energy where the
production only can be controlled to a very limited extent. The future role of the
steam power plant will be to ensure balance both in terms of power and in terms
of energy.

State of the art coal-fired steam power plant

State of the art plant is a pulverised coal-fired plant operating with steam tem-
peratures close to 600 °C and steam pressure up to 300 bar.

The unit size is typical 750MW,, a size which can be built with mono compo-
nents, however, this type of plant is built in sizes from 400MW up to 1100MW
and both for hard coal and lignite.

The efficiency level will typical be 47% for hard coal, single reheat plant with 3D
optimised turbine blades.

Further improvements
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The efficiency of a thermodynamic process is determined by the difference be- Doc. No. 570825
tween the highest and the lowest temperature in the process (for the Carnot

process the equation is 1- Tiw/Thign). This means that the higher temperatures

you are able to reach in the process, the higher the theoretic efficiency will be,

as low temperature is normally given by the ambient temperature.

However, the actual efficiency is also dependent on the process itself and the
‘quality’ of the components in the process.

Figure 2 (Efficiency diagram)

Process improvements could for instance be double reheat.
Component improvements could be eg 3D-optimised turbine blades.

Improvements are still possible at the state of the art plant.

If double reheat is introduced, the efficiency can be raised to 48.5%. Investment
in more heat exchange surface on the condensate side can raise the efficiency
by 0.4 percent point and shifting some heat from the flue gas side to the con-
densate can bring 0.5 percent point. So without introducing any kind of new
technology the efficiency can be raised to 49.4%

Operational flexibility

As the steam power plant must ensure the minute to minute power balance, it is
important that it has both good load following capability and also that the mini-
mum load is very low. Gradients of 5%/min in the load range from 50% to 90%
can be achieved and minimum load on coal firing down to 10% is possible.
Once through operation - down to the lowest possible load (low Benson Point) -
will also improve the load following capability. The use of vertical, rifled tubes in
the furnace area allows the Benson Point at 20% load.

Master Cycle

As the steam temperatures are increased, the steam from the extractions in the
high temperature end of the turbine casings in the traditional steam plant will be
ever more superheated. This is not desirable from a thermodynamic point of
view. The idea with the Master Cycle is to avoid this by introducing a second
turbine, which is fed with steam from the HP turbine exhaust and supplying a
number of feed heaters. The turbine drives a feed pump.

The steam going to the second turbine will not be reheated which is a drawback
in terms of efficiency, but it also means that the investment cost for especially
double reheating can be reduced.

Thorough analyses have shown that the gain in efficiency above standard dou-
ble reheat is limited, but it is expected that in this way higher efficiency of dou-
ble reheat can be established in a more cost-effective way.
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Figure 3 (MasterCycle)

Z-phase steel

Steam temperatures of 600 °C or slightly above seems to be close to the limit of
what can be achieved with steel-based materials today. The limit is set by the
strength and oxidation resistance of the 9%Cr steels for high pressure outlet
headers and steam lines.

The development of mechanically stronger 12%Cr steel will allow steam tem-
peratures up to 650°C and an efficiency of approximately 52% with double re-
heat.

A candidate for such a steel type has now been found — Z-phase steel.

All previous attempts to develop 12% Chrome steel have failed up to now. The
explanation for that was found at DTU. The higher content of Chrome promoted
over time that metal nitrides were dissolved and reassembled in large Z-phase
particles causing a dramatic reduction in creep strength.

The idea behind the Z-phase steel is actually to accelerate the formation of
small Z-phase patrticles to prevent the later formation of large Z-phase patrticles.
This is done both by chemical composition and heat treatment. The Z-phase
steel is patented and is now in the process of qualification. So far, the results
seem promising.

Figure 4 (Z-phase steel)

AD700 Technology

The next step for the traditional coal-fired steam power plant will be to increase
steam parameters to 700°C and 350bar. This can only be achieved by using
nickel-based alloys for the highest temperatures.

A European project with several phases has been working seriously on this
matter since 1998. The second phase was completed at the end of 2006 with
the conclusion that the technology, called AD 700, would be feasible, and al-
ready in July 2005, a test facility testing the most important components started
operation in Power Plant Scholven in Gelchenkirchen, and today the work on
the specifications for a 500MW demonstration plant has been in progress for
some time.

E.ON has declared its willingness to build such a plant. The efficiency of the
demonstration plant will be above 50%.
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Efficiency can be increased to 53% by using double reheat and introducing the
Master Cycle.

Co-firing of biomass

Biomass is considered to be CO, neutral and can be co-fired with coal. Up to
10% biomass on energy basis can be co-fired without this causing any prob-
lems, as the corrosive elements in the biomass (especially in straw) are neutral-
ised by the coal ash. Co-firing of biomass in a high efficiency coal-fired plant
demonstrates by far the most CO,-reducing effect. Combusting biomass in a
stand-alone biomass-fired boiler gives a lower potential for CO,-reduction due
to the lower steam parameters caused by the fireside corrosion beginning at a
steam temperature of 540°C.

The biomass will normally be residual products from farming and the wood in-
dustry, but it can also come from household waste.

The 10% limit is set by the standards for utilisation of the fly ash in the produc-
tion of cement and concrete. Up to 20% straw has been co-fired without corro-
sion problems and deterioration of the catalyst in the DeNOx plant.

In fact, the boiler can be fired entirely with wood pellets, if that is considered an
option.

In future, the general trend will be to design the modern steam plant for a very
high degree of fuel flexibility, because it will be up to the plant to ensure the
energy balance in the electrical system.

Another trend might lead towards smaller plants due to the problem of trans-
porting and handling of the greater volumes of biomass (as long as the effi-
ciency is not significantly reduced).

The investment cost of the mentioned co-firing possibilities is relatively small.

For the most difficult types of biomass there is the possibility of gasifying it in a
separate gasifier and burn the gas in the normal boiler. In this way, corrosion
problems and contamination of the useful fly ash can be avoided.

Post combustion Carbon Capture

Carbon Capture has very high priority, but at the moment, it is not clear what
the best technology will be and there might actually be a number of technolo-
gies which will be relevant in the same way as a number of technologies will be
relevant to power production.

At the moment, there is only one commercial technology available and it is

based on absorption by amines of which mono-ethanol-amine (MEA) is the
standard absorbent. It has been commercially available for many years for the
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ject has shown that it can also be used for flue gasses from coal-fired power

plants. Unfortunately, the energy consumption for the process is very high and

implies a reduction in efficiency of about 10 percentage points. MEA is relatively

corrosive and the consumption of MEA in the process is also relatively high.

Great efforts are made to find absorbents with lower energy consumption and
better chemical properties. Several vendors have announced processes with
significant lower energy consumption; however, these processes have not yet
been proven in large scale on flue gasses from coal-fired power plants.

A new and very interesting process is called chilled ammonia. This process has
much lower energy consumption, but the process is in a very early stage of
development. The absorption takes place at temperatures between 2 and 10°C.
The low temperature has several advantages, but the important question is
whether the low temperature will bring sufficient absorption kinetics to obtain an
acceptable plant. In any case the process is interesting.

In 2006, the process was patented by Alstom and the first pilot plant is now in
operation. The first test results are expected to be available by the end of 2009.

The amine processes and the chilled ammonia process are called post-
combustion technologies, as the CO, is removed after the combustion process.
They are suitable both for new plants and for retrofit of existing plants.

Oxyfuel combustion

Another version of the coal-fired steam power plant is the oxyfuel combustion
plant. In this process the combustion takes place in an atmosphere of oxygen
and re-circulated CO,. The combustion ‘air’ is pure oxygen from an air separa-
tion plant and CO, is re-circulated to ‘ease’ the combustion conditions in the
boiler. The flue gas will consist of water vapour and CO, and smaller amounts of
other gases, among which SOx and NOx will be the most important. Water can
be separated from CO, by simple cooling, and by subsequent compression the
largest part of the impurities will follow the water. However, it is unclear if addi-
tional purification of the CO, is required.

Oxyfuel Combustion can have advantages in relation to Carbon Capture be-
cause smaller volumes are to be handled in the capture plant as Nitrogen is
excluded from the process.

Oxyfuel is also a post-combustion capture technology

Oxyfuel pilot plants are now in operation and many consider the technology to
be very promising, although it is generally assumed that it will take longer time
for this technology to mature than the post-combustion processes described

above.

Figure 5 (CCS technologies)
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An alternative to the traditional steam power plant is the IGCC plant where coal

is gasified (normally in pure oxygen) in a gasifier and steam is added to the CO

rich gas and a shift reaction takes place, where the CO takes the Oxygen atom

from the water molecule. The resulting gas will get a high content of hydrogen

(and COy). The hydrogen is subsequently burned in a gas turbine followed by a

traditional combined cycle.

The IGCC plant has the potential for high efficiency, but the technology is much
more complex than the traditional steam cycle, and consequently the availability
has been limited up until now. The plants which are in commercial operation are
all run in connection with refineries where petro-coke or other oil residues can
be used as fuel and the hydrogen, alternatively, can be used in chemical proc-
esses.

In terms of CO, capture, IGCC might have an advantage compared to the tradi-
tional steam plant as the concentration of CO, in the gas is high and the gas is
under pressure, so the CO, separation plant can be much smaller. As the CO,
is removed before the final combustion in the gas turbine the process is called
pre-combustion capture.
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Figure 3: Improvement in efficiency
(double reheat (blue) and Master Cycle (Bordeaux))

Martensitic steel strengthened by Z-phase

= Very fine Z-phase particles in
experimental steel

= High Chromium content is no
longer harmful, but a necessary
element in order to obtain high
microstructure stability

= Ongoing experiments to verify high
creep strength

= |f successful strength and oxidation
resistance once again can be
combined in the same steel (No
need for coating)

= Possible pathway to affordable
650°C/325bar steam power plant
All based on steel!

12%CrNbN experimental steel after 650°C/3,000h
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Figure 4: The Z-phase steel
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Abstract

It has been argued, that the necessary technologies will be at hand to make total switch
from the present reliance on fossil energy to a 100% non-fossil energy supply in
Denmark already by 2050. Apart from efficient storage and transformation of energy,
three areas will become the back-bone of the future energy system:

a. Intelligent energy use and consumption-reduction in households, industry and
transportation;

b. Electric energy transformation from the sun via photovoltaics, wind and wave energy,
and

¢. Biomass conversion to electricity, heat, feeds and biofuels.

Based on a recent study in Region Nordjylland, the northern-most part of Denmark, the
paper will present how energy production and consumption may be balanced in 2050,
with particular focus on biomass production and its use. It is important to acknowledge
that land-use and land-use change and forestry (LULUCF) will play a pivotal role in
reaching the goal of 80-90% reduction of green-house-gas emissions before 2050. Even
if energy supply and consumption have become 100% renewable, agriculture and
industry, and in particular animal husbandry will continue to emit large quantities of
green-house-gasses, and Danish consumption of imported goods will continue to emit
large amounts in other countries.

The authors argue that it is possible for the Danish energy sector to become 100% fossil
free by 2050, and the biggest challenge is not in the energy sector. The biggest
challenges will be reducing green-house-gas emissions from food production and
consumption, how to produce enough biomass and how to convert the biomass into
energy, without degrading its value.

1.1 Introduction

There is a growing consensus that we need to move as fast as possible from a
dependency on coal, oil and natural gas to a fossil-free future. At the DTU-Risg
conference in January 2009, the Director of the Swedish Energy Agency Thomas
Kéberger argued that in many countries this may not even be futuristic idea, as biomass
conversion to heat and power, hydropower and geothermal heat and are well-developed
techniques. The underlying rationale behind moving from fossil fuels to renewables may
differ, depending on the focus being energy efficiency, energy supply security or
reductions in green-house-gas emissions to reduce the risk of the global average
temperature rising to more than 2 degrees centigrade. One overriding argument for all
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interested parties is that fossil fuels are limited, whereas renewables are unlimited in
time. The sense of urgency is becoming increasingly accepted by the major economies of
the World, now accepting the 80% reduction goal in 2050".

In Denmark several independent parties, including the Danish Association of Engineers
(Ingenigrforeningen i Danmark, IDA) argue that a 100% renewable energy sector is
possible as well as feasible by 2050. Furthermore, Denmark may economically benefit
from the change of the energy sector away from fossil fuels, as fossil energy reserves in
the North Sea will be depleted within the coming 10-20 years.

Energibalance - Region Nordjylland - 2007
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Fig. 1. Energy flows in Region Nordjylland 2007. Explanations in the text.

1 G8 meeting, Aquila, Italy 8-10 July 2009.
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1.2 Scenarios for Region Nordjylland

In a recent study by NIRAS Climate Change and Energy for NIK-VE (Northern Jutland
Innovation and Competence-development Center for Reneweable Energy) it was found
feasible to move from the presently primarily fossil-based energy production to a fossil-
free scenario in 2050.

Figures 1 and 2 (in Danish) show the estimated annual energy flows in the Northern-
most region of Denmark (Region Nordjylland) in years 2007 and 2050. Numbers are
given in 100 GWh per annuum. Yellow arrows signify fuel inputs (breendsel), and red
arrows heat output (varme) and blue arrows power output (kraft). Energy loss (Tab) in
conversion of fuels to heat and power is estimated to 4900 GWh per year. The gross
energy consumption of the region is about 12% of the total Danish gross energy
consumption (table 1).10,5% of the Danish population is found in the region.
VE=Renewable energy.

1.3 2007

In 2007, the total gross energy consumption of the region is an estimated 29,200 GWh
per year. The net-energy consumption in the region is an estimated 22,100 GWh per year
with a net-surplus of electricity exported to other regions of around 2,700 GWh per year

(fig. 1).

Energy consumption in Region Nordjylland is generally on level with the national
average. The only major exceptions are industry and agriculture consuming more energy
than the national average. The biggest Danish energy consuming industry, the cement-
factory Alborg Portland is based in the region, and 20% of the Danish agricultural
production is found in the region.

Total energy consumption in the households (Husholdninger) is an estimated 6,000 GWh
per year. District heating covers 70% of all households in the region compared to the
national average of 45%. District heating (red arrows) and electricity (blue arrows)
covers 17% and 13% respectively of the annual net-energy consumption. District heating
and power-production are based on 87% fossil fuels and 13% renewable energy (waste,
biomass, geothermal), of which more than half is biomass (woodchips and straw).

Total energy consumption for transportation (Transport) is an estimated 6,700 GWh per
year. Energy consumption for road transportation is an estimated 5,300 GWh per year.
72% of the energy consumption is in private cars, 17% in small trucks and 8% in busses
and large trucks. The use of gasoline and diesel-oil is more or less the same, 2,400 GWh
0g 2,900 GWh per year, respectively. Liquid Propane Gas (LPG) is rarely used in
transportation. Energy consumption in air transport (including military) is an estimated
1,200 GWh per year. Trains use 100 GWh, primarily dieseloil. Sea-transport energy
consumption (excl. fishing and overseas) is an estimated 100 GWh per year.

Total energy consumption in the industry (Industri) is an estimated 5,300 GWh per year.
A cement factory uses 85% of the total energy consumption of the industry, primarily
coal, petro-coke and oil, but some co-firing with waste and biomass is emerging. Surplus
heat production from the industry at a level of 500 GWh per year is utilised in the
dictrict-heating system.

Total energy consumption in small and medium enterprises, agriculture, forestry, private
and public services (Erhverv) is an estimated 4,100 GWh per year, by 1,400 GWh
electricity, 2,200 GWh fuel-oil og natural gas, 400 GWh district heat and 100 GWh
biomass.
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Energibalance - Region Nordjylland - 2050

(100 GWh)

VE - El

Eksport

Vind

Forbrug

Sol

Bolge

Kraft-/Varme"

VE -Varme
:
*E Erhverv: 30
(U]
Braendsel
E 83 Industri: 30
S
3
Andet
Transport: 42
Tab 6 E
Methanol, brint
Totalt brutto-forbrug: 176 Totalt netto-forbrug: 138

Fig. 2. Energy flows in Region Nordjylland 2050. Explanations in the text.

1.4 2050

To reach the target in 2050, all fossil fuels (coal, natural gas and oil) have to be
substituted by other energy forms. 48% of the energy production will come from
biomass production, 30% will be electrical energy from wind, 12% electrical energy
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from photovoltaic sunpanels, 1% from wave energy, 3% from solar heat panels, and 6%
from geothermal heat (table 1 and figure 2).

Wind, photovoltaics and geothermal energy may be developed even further, depending
on demand and cost-benefit. Biomass for energy will become the biggest challenge, as
65% of the Danish surface area is already in use for agricultural production, with a
growing demand for other purposes. Furthermore, the estimated energy potential of
Danish forestry and farmland is 165 PJ per year (table 2), or 2/3 of the expected energy
demand from biomass in 2050 (table 1).

Source of energy in 2050 Danish energy | Region NJ Relative
consumption, PJ GWh importance

Wind 160 5300 31%

Photovoltaics 60 2000 12%

Wave energy 5 500 1%

Solar heat panels 15 500 3%
Geothermal energy 30 1000 6%
Biomass 250 8300 48%

Total energy demand 520 17600 100%

Table 1. Expected Danish energy consumption in 2050.

1.5 Energy usein 2050

The estimated reduction in overall energy consumption will be 40%, from 863 PJ per
year in 2007 to 520 PJ per year in 2050.

A 50% reduction in energy use in the housing sector will be achieved by implementing
new stronger housing and building construction regulations. By 2050 50% of the
buildings should be energy-neutral or energy-producing through solar panels and heat-
pumps. In Denmark a majority of households will either be connected to district-heating
systems based on solar heating, geothermal or biomass, or use a combination of
decentralised solarheaters and heat-pumps with a coefficient of performance (COP) on 4.

In the industry, public and private enterprise sector (including agriculture and fisheries)
the net energy use will be reduced by 35% since 2007. Fossil fuels have been substituted
by equal parts electricity and biomass for heating. Surplus heat from industrial processes
are recycled internally or to nearby enterprises. Organic waste (e.g. manure), wood-chips
and energy-crops, such as willow will be the major parts of the energy input to the
industry and agricultural sector.

The biggest changes have occurred in the transport sector. Despite a 20% increase in
person-milage transportation, the overall energy input to transportation has been reduced
by 40%. In 2050, individual transportation will be 60% electric cars and 40% electric-
hybrid cars. Biofuels, such as biodiesel, methanol, butanol, ethanol etc., are used by
trucks, ships and for air transport. Busses will also use biogas or alternatively hydrogen
from electrolyses. Small trucks may use hydrogen fuel cell stacks run on pure hydrogen
or reformed bio-methanol and alike. Methanol will be produced from biomass CO and
hydrogen from electrolyses based on surplus electrical energy.

1.6 Energy production in 2050

In 2050, 12.000 MW on-shore and off-shore windmills are expected to produce 44 TWh
equal to 160 PJ per year. This figure may be even higher, depending on the development
of the technology.
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In 2050, photovoltaics (PV) will be expected to produce four times the energy in 2007
equal to 3,400 kWh per 1 kWp in 2050. If 1 MW solarcells (approximately 1 ha) produce
3.4 GWh per year in 2050 (40% efficiency), 5000 MW may produce 17 TWh per year.
500 MW wave energy will produce 1,5 TWh annually. A total of 18,5 TWh equal to 65
PJ per year will come from PV cells and wave energy.

Total heat production from geothermal energy may be up to 30 PJ per year. If solar heat
panels are developed to cover 600 ha (fifteen times the area in 2005), the may produce
4,5 TWh per year in 2050 equal to 15 PJ per year. At total of 45 PJ heat from geothermal
energy and solar heat panels are estimated for 2050. The total heat demand for
households and small enterprises will be an estimated 90 PJ. Consequently 50% of the
heat production will be covered by biomass and/or electrical heat-pumps with COP 4
connected to large scale district heating systems or installed as individual heat pumps.

1.7 Biomass

According to the estimates of the Danish Energy Authority the annual potential for
biomass based energy production is 135 PJ plus 30 PJ from waste combustion. A total of
135 PJ will be available from Danish farmland. 80% of straw and hay will be used for
energy production, 75% of the available manure will be used for biogas production, and
wood chips will be used for heat and power production (table 2).

To reach the 250 PJ per year from biomass, there will be a deficit of 85 PJ biomass
which needs to be imported to Denmark, or alternatively the biomass production and
biomass conversion into energy products, notably biofuels will have to developed further
using feed crops for energy.

If willow wood chips or whole plant grain are used for combined heat and power
production a little less than 650,000 ha of farmland is needed to produce 85 PJ extra to
bridge the gap. This corresponds to approximately 25% of Denmark’s total farmland in
2008, which would need to be converted into a combination of feed and perennial energy
crops. As heat and power production is taken care of by other means in 2050 (see above),
the challenge will be to convert a large proportion of the biomass into biofuels or biogas
for transportation. An estimated 22% of the biomass for energy, equal to 60 PJ per year,
will be needed as transportation fuels.

PJ Potential | Used,
2006

- hay/straw 55 19

- wood 40 34

- biomasse for biogas| 40 4

- degradable waste 30 31

total 165 88

Table 2. Biomass resources for energy purposes, Denmark in 2006 >

2 Biomasse-ressourcer. Energistyrelsen. http://www.ens.dk/sw17120.asp
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1.8 Discussion

Many reports focus on the challenges relating to an increased input of electrical energy
into the energy systems. Most of these studies show that conversion from primarily coal-
fired power-plants to renewable power production by wind, solar and wave energy is
possible and even an economic benefit for the society as a whole. The reduction of
overall energy consumption by 40% by 2050 is also feasible, even by the technical
standards available today. In particular if we take into consideration, that 60% or more of
the energy use for transportation will be based on renewable energy in 2050 with an
energy conversion efficiency of factor 4-5.

The biggest challenge will be to include biomass in the energy sector to a level where up
to 50% of the society’s energy demand will be based on biomass. Agricultural land is
already under pressure, and as the need for more CO2-binding areas is growing, more
and more land will be converted into grasslands and woods.

Another big challenge is to move not just to a fossil-free society but to an ash-free
society, where combustion for energy purposes is reduced. The ultimate goal is as far as
possible to avoid combustion of biomass, as valuable nutrients such as phosphorus will
become non-accessible for plants. By reducing the combustion and recycling nutrients,
the need for importing expensive and increasingly scarce inorganic fertilizers is also
reduced. We will need to look at not only carbon balance, but maybe more importantly
phosphorus as a limited resource in the near future.

The available biomass will thus have to be used intelligently according to the value in
the food-chain of each type of biomass. One solution may be, that easily digestible
biomass-components as corn, grain, beans and micro- and macroalgae may be used
foremost for human consumption and feedstuffs, whereas grass, wood and other
lignocellulotic biomass in need of enzymatic and bacteriological digestion may be used
for biofuels and for construction materials, that may ultimatively be converted into bio-
digestible waste.

Another important pathway is to develop biological refineries making it possible to
process bio-products for food, feed, fertilizers, chemicals and fuels, according to needs.

But maybe most importantly, crop production and animal production will have to
developed intelligently to reduce the vast outputs of green-house —gasses from industrial
land-use and land-use-change and forestry, not directly related to energy production.
Reducing outputs of greenhouse-gasses (GHG) by 80-90% by 2050 not only
encompasses a fossil-free energy production, but also relies on a total reconstruction of
how we live, eat and transport ourselves.

In Denmark the average domestic per capita outlet of green-house gasses in 2008 is
roughly 12 -16 tonnes per year, depending on calculation method. This amount will have
to be reduced to 2,5-3 tonnes per person per year by 2050, to reach the global targets for
GHG reductions.

Food consumption will have to be changed to less meat and more vegetables, and in
particular less beef and other ruminants. On average the consumption of one kg beef,
pork and poultry in EU produces 28, 10 and 4 kg CO2-equivalents, respectively (excl.
land-use effects (LULUCF)). As the meat consumption from each Danish citizen on
average is at least 100 kg meat and dairy products per year, more than 2 tonnes of C02-
equiv. per person may stem from meat consumption alone.

As a consequence, to make room for consumption of food and industrial products, the
energy sector will have to be not only CO2-neutral, but CO2 negative by 2050. The
energy sector will have to have negative emission of CO2, by intelligent use of biomass
and using tools such as CCS and CDM.
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Conclusion

In conclusion, we argue that it is possible for the Danish energy sector to become 100%
fossil free by 2050. However, the biggest challenge is not the energy sector, although
electrification demands an intelligent grid, an open market and multiple usage and
storage facilities, and not least major parts of the transport sector electrified.

The biggest challenges will be reducing green-house-gas emissions from food production
and consumption, and how to produce enough biomass and how to convert the biomass
into energy, without degrading its nutrient value. Keeping nutrients, nut just carbon, but
foremost phosphorus in the organic recycling system will be major task.
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Abstract

Solar PV is one among other low carbon technologies for rural electrification in Sub
Saharan Africa (SSA). Solar PV systems have for almost 30 years been disseminated in
SSA, resulting in more than half a million installations concentrated in a few countries.
While PV systems have technically matured and markets have gradually developed, PV
for rural electrification has often been perceived with scepticism from potential users,
donors, government officials and researchers, and solar PV has in many camps been
labelled as donor driven, expensive and fragile technology mainly serving the richest
parts of the populations and with little or no value for productive uses.

However, feasibility for solar PV has improved in the last few years. Retail prices for
solar photovoltaic modules are reduced by 20-30% since 2001, and although far from
the peak in 2008, oil prices in the next two years to come are expected to settle at a level,
which is about three times the world market average in the years from 1985-2003.
Therefore, rather than being limited to a niche for populations living in dispersed
settlements outside the reach of grid electrification, solar PV is expected to play an
important role in mini grid rural electrification schemes based on hybrid solar PV-
diesel generators. This may bring PV systems in line with fossil fuel based systems in
terms of consumer cost and options for productive use and it changes the market for PV
from mainly donor supported schemes into mainstream rural electrification schemes
governed and financed by electric utilities and rural electrification agencies.

Based on a literature review and the experience with a full scale hybrid wind/PV diesel
system at RIS@ DTU, this paper provides cost estimates for hybrid PV-diesel systems
and policy recommendations to change the application of PV technologies for
development in SSA.
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1 Introduction

Energy services are generally acknowledged to play a significant role in facilitating both
social and economic development, and rural people desire electricity for light,
telecommunication and for income generating activities (GNESD, 2007). It is therefore
considered to be a serious social and economic problem that access to electricity is
extremely low in most developing countries and that more than 0.5 billion people, or
more than 70 % of the population in SSA, have no access to electricity (IEA, 2006).

Environmental concerns, which have increasingly been translated into concerns for
climate change, is an important element influencing the debate on access to electricity.
Binding targets for CO2 emissions in the North, emission trading and Clean
Development Mechanism (CDM) have entered the development agenda, but while there
is growing concern of the need for mitigation in the fast developing countries, such as
India and China, it is increasingly acknowledged that climate change mitigation is not
the first priority in SSA. Per capita emissions and poverty in SSA are today at a level
that focus should be on economic and social development. This means that there is an
emerging consensus among policy makers and in the donor community that least-cost
options should be pursued, although still with due diligence to benefit from options for
cleaner development (WB, 2007).

Electricity options for rural dwellers in SSA highly depend on whether they live in
nucleated villages, outskirts of nucleated villages or in dispersed settlements. Solar
Home Systems (SHS) are an interesting option for dispersed settlements, because grid
electricity is not likely to be available for the next decades in most SSA countries. In this
context SHS competes with charging of batteries in a nearby town, with a small gen-set
or with a PV charging station. Mini-grids, in turn, are generally the most favourable
option for nucleated villages, which are out of reach of the national grid. Most often,
mini-grids will be established in the most densely populated part of the village, where
electricity may be used for income generating purposes in shops, restaurants, workshops
and in public service institutions for water, health, education and administration.
Outskirts of nucleated villages may in some cases be serviced by the mini-grid, but in
most cases mini-grids will for the first many years only serve the a smaller part of the
population. SHS may therefore also be an interesting option in the outskirts of nucleated
villages (Banks, 2007: 123)

The advantages of mini-grids compared to low voltage SHS are many. First of all, the
mini-grid provides the consumer with high voltage electricity, which has advantages for
productive use of electricity, whether it is for lighting, cooling or motive power, and
which allows consumers to use cheaper standard AC power appliances. Secondly,
investment in a mini-grid can be seen as a transitional investment for a long term
strategy of being connected to the national grid, with the benefits that may give in terms
of cheaper electricity from large scale hydro, natural gas or coal. Small diesel engines in
the range from 10 kKW up to several MW are the baseline production units for these mini-
grids, and although production costs from these units are relatively high because of low
efficiency and high maintenance costs, mini-grids may be a least cost option the first 5 to
10 years after establishment, when demand gradually builds up.*

Third, the mini-grid it-self, may be supplied by electricity produced from mini and
micro-hydropower schemes and from co-generation from biomass waste, where such
resources are available in non-grid connected areas (EUEI, 2007). Hybrid wind-diesel
systems are economically feasible options in specific areas with good and medium wind
potential (Lundsager et al., 2001). The recent dramatic increase in oil prices from a level

1 The max distance for grid extension depends on a number of factors, such as the price of grid
electricity, expected load in the village, prices of diesel fuel, options for clustering villages, and the
price of transmission line. SWER technology has been introduced in a number of countries, among
those SA, in order to reduce the investment costs in transmission lines (Banks, 2007)
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of 20-30 USS$ for the last two decades to the present level of above 70 US$/barrel has
changed the market conditions significantly, and recent research indicates that there is
also economic feasible hybrid options for inland localities with low wind potential, in
terms of PV-diesel hybrids may be economically competitive compared to pure diesel
solutions (Nfah et al., 2008; Mahmoud and Ibrik, 2006; Shaahid and Elhadidy, 2008;
Indradip, 2005; Givler and Lilienthal, 2005; Banks and Aitken, 2004).

On this background the present article explores to which extent increasing oil prices and
declining costs of solar PV will allow hybrid PV systems to be competitive to dedicated
diesel systems and hereby contributing to a cleaner energy production.

2 Solar PV in a context of development aid

So far solar PV has almost entirely been used for individual applications in terms of SHS
in non-electrified areas. The current status of implementation of SHS points at more than
500,000 systems in Africa, concentrated in a few countries which have engaged in
specific SHS programmes. Kenya has about 200,000 units, South Africa about 150,000,
Zimbabwe 85,000, Morocco 37,000 and Uganda about 20,000 (REN21, 2008; Moner-
Girona et al., 2006). Solar PV battery charging stations have been promoted as an option
for a cheaper alternative to SHS, but has only had a limited market penetration (REN21,
2008).

Besides individual use, PV systems have been used for electricity supply to radio and
telecommunication amplifiers in remote areas in most of SSA. PV has been used for
pumping of drinking water in West Africa, Niger, Namibia and Zimbabwe (REN21,
2008), but compared to the SHS the numbers are limited, and a high share of
installations is no longer in use due to theft of modules and lack of maintenance. > PV
is also used in stand-alone systems providing lighting of village infrastructure such as
schools, health centres, police stations, street lighting etc. and for refrigeration at health
centres and maternities (FEM, 1999), but although this use is widespread in all SSA
countries, estimations of total numbers have not been available. PV has only in some rare
cases been used as input to production, such as irrigation, mainly because of high initial
costs compared to alternatives such as small diesel and petrol engines (Erickson and
Chapman, 1995; Karekezi and Kithyoma, 2002: 1079).

The market for PV installations in developing countries has until today mainly been
driven by direct and indirect donor funding. PV installations have been applied in a
number of cases although far from being a least-cost solution, when compared to small
diesel grids and not grid-extension (Drennen et al., 1996). * A number of observers
have asked the moral question, why the poorest should pay for the most expensive
technology (Drennen et al., 1996: 15; Villavicencio, 2004: 63), * and researchers have
increasingly challenged the arguments in favour of PV compared to traditional sources
(Wamukonya, 2007, Karekezi and Kithyoma, 2002, Jacobson, 2007). In a well
researched study from Kenya, Jacobson (2007) shows: i) that the benefits of solar
electrification is mainly captured by the rural middle class, ii) that solar PV plays a
modest role in supporting economically productive and education —related activities, and
iii) that solar PV is more closely tied to increased use of TV, and other ‘connective’
applications such as radio and cellular phones, than to income generation, poverty

2 According to Togola (2001) only 40 % of installed PV pumps for water were functioning in 2000.
Newer estimates propose that more than 1000 PV pumps were in use in West Africa in 2007.

3 The price for SHS are often compared to grid extension although the least-cost option would be
small-scale diesel grids, or even battery charging by means of small gasoline gen-sets, as shown by
Erickson and Clapman (1995).

4 This has moral implications as long as it is a non efficient use of donor financing from the North, and
severe economic consequences for the SSA governments, when the financing of large projects has
been based on loans.
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alleviation and sustainable development. Finally and not least — donor supported PV
projects have in a number of cases only been operational for a few years due to
economic, technical and organisational reasons (see e.g. Togola, 2001; Afrane-Okese
and Mapako, 2003; Martinot et al., 2002) . Oddly enough, while PV systems have
technically matured and markets have gradually developed in a number of SSA
countries, PV for rural electrification has increasingly been perceived with scepticism
from potential users, donors, government officials and researchers, and PV has in many
camps been labelled as a donor driven, expensive fragile technology for the richest part
of the rural population, with little value for productive purposes. Changing economic
conditions, however, seem to counter these claims. Consequently SHS will play an
important role for electrification of dispersed settlement and outskirts of nucleated
villages where it remains a least cost option, and to the extent that hybrid PV-diesel
systems are economically competitive to pure diesel systems, the PV technology will
provide the same grid based services as pure diesel systems. The next section will
further explore this option.

3 Changing conditions

During the last few years two important economic changes favouring solar PV have
occurred. Firstly, world market oil prices which were relatively stable at a level between
20 and 30 US$/barrel in the period from 1985 to 2003 have recently been strongly
fluctuating, as shown in Figure 1. It peaked in June 2008 at a level higher than the 1979
level, but decreased rapidly in autumn 2008 as a consequence of the financial crises. It
has in august 2009 recovered to a level of 70 US$/barrel, and it is foreseen that the world
market price in the future will remain at a high level above 70 US$/barrel (EIA, 2009).
This means that SSA countries face a world market price of oil products, including
kerosene for oil lamps, which is about 3 times the level of what has been the reality for
almost 20 years. Although existing taxation on oil products in most SSA countries, and
targeted subsidies for specific products might reduce the effect of the world market
prices, solar PV will become more competitive to alternative solutions for lighting, such
as kerosene, small gasoline engines for individual households and for diesel engines in
mini-grids.

Inflation Adjusted
Monthly CRUDE OIL PRICES
(1946-Present)In November2008 Dollars
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Figure 1: Crude oil prices in US$ per barrel in nominal and inflation adjusted prices

Secondly the cost of PV modules continues to decrease. The cost of PV modules has
undergone significant fluctuations in recent years, but historically the cost per Watt Peak
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has been reduced by about 20% per doubling of installed capacity as shown in Figure 2
(EPIA, 2009a; EPIA, 2009b).
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Figure 2: Photovoltaic module price experience curve since 1976 (EPIA, 2009b)

During the last 10 years, the PV market has changed from being dominated by small
systems to very large scale installations, as a result of the feed-in regulations in
Germany, Spain and many other industrialised countries. Grid connected solar PV has
since 2004 experienced a six fold increase, with annual growth rates of more than 60 %.
The growth in 2008 alone was 70%, reaching a total installed peak power of grid
connected PV of 13 GWp in 2008. To this comes another 3 GWp of off grid PV
(REN21, 2009). This increase in production output has reduced prices, and although the
price reduction has been less than expected due to short term bottlenecks, such as
shortage of silicon wafers, the European Photovoltaic Industry Association (EPIA)
expects future price reduction to follow the learning curve described in Figure 2 (EPIA,
2009a).

As a logic consequence of the market for grid connected applications, producers of
modules and BOS equipment have concentrated their development efforts on large mass-
produced units, and their interest in specialized components for standalone or hybrid
systems has been relatively limited. The cost reduction for PV plants for these
applications has therefore not been so pronounced as for grid-connected systems. The
web portal www.solarbuzz.com follows the international cost evolution of PV modules
(those over 175 Wp) and BOS equipment, and reports the retail cost. It is therefore
assumed to give a better picture of the real cost for a relatively small project such as a
village electrification project in Africa. According to Solarbuzz the average retail price
has been reduced from 5.5 to 4.5 € from 2001 to 2009, but there are many examples of
modules as cheap as 2€/W as per August 2009. The wide span of prices reflects that not
all products are of equal quality and that the market is currently rather turbulent due to
the financial crisis and change of subsidy schemes.

The economy of scale for PV systems is mainly related to lower unit costs for BOS and
installation costs, whereas the PV module cost is primarily a function of technology and
brand. In Denmark/Europe, current system price for a 1-10 kW standard grid connected
plants is about 6 Euro ex. VAT including installation, whereas large ground based
systems may cost well below 4 Euro/Wp. °

In a sub-Saharan context there are a number of factors which may cause deviation from
this figure, for example increased transportation costs, losses due to theft and vandalism,

5 Personal communication with Kenn Frederiksen, EnergiMidt, referring to Danish installations and
the German 40 MW system “Waldpolenz”
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less strict requirements regarding component specifications and quality assurance, and
lower labor costs. According to Moner-Girona et al (2006: 42), an African consumer
from Uganda may pay twice as much as an Indian consumer for an equivalent system.
There are important differences among African countries, depending on tax levels, but
not least on sales volume and retail market structure. However, local production,
increased turnover and an increasingly globalized market supplied by relatively cheap
Chinese products may gradually adapt the price level in SSA countries to the
continuously decreasing world market level, and in combination with increased oil-
prices it may improve the competitiveness for hybrid PV systems in mini-grids presently
supplied by diesel powered electricity.

4 Economic assessment of hybrid PV-diesel
mini-grids

Hybrid system comprising hydro, PV, wind and diesel have been demonstrated at
various scales since the 1980’s, especially for supply to isolated locations and mini-grid
systems for rural electrification (Weisser and Garcia, 2005). Hybrids with hydro and
wind have so far been the most widespread; as they are economically favourable
compared to PV at sites with hydro potentials or good wind conditions (Ashok, 2007).
For inland sites with poor wind conditions, PV hybrids, may be the least-cost option, and
there have been optimistic claims of feasibility of PV compared to diesel since the
beginning of the 1990s (see e.g. Singh, 1991). Until recently, however, markets seem to
have been limited to development projects in a number of countries and specific
demonstration projects (Phuangpornpitak and Kumar, 2007; Chokmaviroj et al., 2006;
Stenby and Sgrensen, 2006). °

Recently, however, hybrid solar PV-diesel systems seem to have passed the demon-
stration phase, and entered into main stream rural electrification. This development is
exemplified by the inauguration of a hybrid PV-diesel system as part of a rural
electrification scheme in Mali in 2008. The system is built, owned and operated by a
private Rural Electrification Service Company (RESCO), Yeelen Kura SSD, which is
jointly owned by the French EDF, and the Dutch Noun. Main technical and economic
data as presented by Yeelen Kura, is presented in Table 1.

Table 1: Key figures for PV-diesel system in Kimparana, Mali (Source: Semega, 2008;
Diallo, 2008)

Technical specifications Economic key figures
Diesel 100 kVA Investment 512.000 €
PV 72 kW Subsidv 60 %
Battery 24720 Ah Tax exemption 100 %
Present max load 25 kw Consumer price 0.27 €/kWh
consumers 217 households

The system has in line with other rural electrification projects received a subsidy of 60%
in order to facilitate a consumer price of 0.27 €/kWh. In line with most project
descriptions, only aggregated figures are available, and there is hence not available
information neither on fuel costs nor expected production costs from the PV-diesel
system.

In the academic literature, evaluations of economic performance of small hybrid systems
are few and superficial (Munoz et al., 2007), but recently an increasing number of
publications almost unanimously claim that PV-diesel hybrids are economically

6 An inventory of hybrid (PV, wind, diesel) systems for research and demonstration is available in
Hansen et al (Lundsager et al., 2001: 24, 25)
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competitive compared to pure diesel solutions in various contexts (Nfah et al., 2008;
Mahmoud and Ibrik, 2006; Shaahid and Elhadidy, 2008; Indradip, 2005; Givler and
Lilienthal, 2005; Banks and Aitken, 2004). ’

Table 2: Production prices from hybrid PV-solutions compared to pure diesel solutions
in recent published literature.

Diesel fuel €/1 Hybrid Diesel Diesel gen. Country Source Year
€/kWh €/kWh kw
0.20 0.33 0.80 4.25 India Givler 2005
0.53 0.40 1.20 4.25 Egypt Givler 2005
0.07 0.12 - 10.00 Saudi Shaahid 2006
1.00 0.58 - 15.00 Cameroon Nfah 2007
0.43 0.34 0.41 17.00 Algeria Mahmoud 2004
0.40 0.30 0.44 20.00 India Intradip 2005

Results from the studies are compared in Table 2, which shows a remarkable variation of
results. Calculated hybrid production costs are in the range of 0.12 €/kWh to 0.58
€/kWh. These are compared to diesel production costs in the range from 0.41 to 1.20
€/kwh. Unfortunately, interpretation of the results is difficult due to the high variation in
diesel prices from 0.07 €/ in Saudi Arabia to 1.00 € in Cameroon. These differences are
due to variation in crude oil prices over time and not least differences in level of
subsidies and taxation.

4.1 Analysis of impact of increasing oil prices

In order to analyse the impact of increasing oil prices on hybrid PV-diesel systems, this
paper therefore uses fuel prices including import and retail costs, but excluding any tax
or subsidy. The analysis has been carried out for 4 different fuel prices; 0.31€/l, 0.42€/1,
0.56€/1 and 0.63€/I, which corresponds to a crude oil price in the range 25-90 US$/barrel.
The analysis is conducted using a simulation case study system setup in HOMER, a
hybrid systems analysis software package developed by National Renewable Laboratory
(Givler and Lilienthal, 2005). The configurations that are being considered include PV,
diesel, battery storage and a load. Three sizes of system are investigated: 250 kWh/d,
500 kWh/d and 1000 kwh/d.

One of the key issues when investigating feasibility of a potential system is the
consumption profile. The difficulty includes estimating the initial consumption as well as
the development. There can be a significant change in nature of the consumption profile
from installation of a system until electric energy is just a commodity.

The chosen consumption profile shown in Figure 3 is a measured profile from a
residential area in Hurghada, Egypt (Bindner et al., 2001). The area has been electrified
for a long period and the city is relatively well developed and includes business and hotel
areas apart from the residential. The profile is characterized by a relatively large ratio
between minimum and maximum load. A large ratio is often seen in systems in
developing countries as the main use of electricity is for light and TV. However, as the
economy develops fridges and freezers become frequent and businesses will increasingly
use electricity. This entails a consumption profile with more than one daily peak and a
higher minimum load as the one used here. HOMER is used to generate a full year
consumption time series.

7 The research papers are mainly feasibility studies for specific cases, based on economic simulations
carried out by means of the simulation software, HOMER, from NREL (Lilienthal, 2004).
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Figure 4: Efficiency curve for diesel Figure 5: Solar radiation, equivalent to site in
generator (same for both sizes) Burkina Faso

The efficiency for the diesel gensets is shown in Figure 4. The minimum load of the
gensets is set to 20%, and the load margin is set to 20% i.e. the required generating
capacity at each time step is the load plus 20%. The system is assumed to be placed in
Burkina Faso. Monthly average solar radiation and clearness index is shown in Figure 5.
The PV parameters otherwise used are the standard settings of HOMER. The battery
type chosen is a lead acid battery: Hoppecke 12 OPzS 1500. The converter efficiency is
set at 92% in both directions. Investment costs are shown in Table 1.

Table 1: Investment costs and lifetime used in simulations ®

Component Specific Investment  Specific replacement O&M, Lifetime, years
cost, €/kW cost, €/kW €ly
PV 3000 3000 100 15
Diesel (@10kW) 1500 1000 250 €/h 15
Diesel (@48kW) 830 730 500 €/h 15
Battery 750€/unit 750€/unit 2 5136 kWh throughput
Converter 720€/kW 720 100 15

8 Cost of PV is assumed to be 25 % higher in SSA than in Europe. Real lifetime should be higher than
25 years for quality modules, so 15 years used in simulations is a conservative figure. Costs of
diesel gensets based on purchase of 48 kW diesel genset at Risg DTU in December 2005.
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Extra project and engineering cost for hybrid systems is set to 50,000 €. For each of the
three systems simulated component sizes are specified. HOMER is using these
component sizes simulating all the combinations.

4.2 Simulation results

The result of the economic simulations of the systems is presented in Figure 6 to 9.
Figure 6 and 7 show the production costs per kWh depending on oil prices in US$ per
barrel. This is shown for a small system (peak load, 37 kW) and a larger system, peak
load 150 kW). The figures show that for the small system, PV-hybrid is competitive to

pure diesel systems at a crude oil price above 75 US$/barrel, while for larger systems the

hybrid solution is competitive already for crude oil prices above 25 US$/barrel.
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Figure 6: Production cost per KWh depending on fuel

costs for small system (37 kW peak)

0,7

0,6

0,5

0,4

03 74:/’7

0,2

COE €/kWh

0,1

0 20 40 60 80 100

Fuel cost, $/barrel

—&— diesel
pv-hybrid
—%— pv-alone

Figure 7: Production cost per KWh depending on
fuel costs for large system (150 kW peak)

COE €/kWh

0,7
0,6
0,5
0,4
0,3
0,2
0,1

0

\
.o — —o— diesel
pv-hybrid
—>pv-alone
0 50 100 150
KW peak load

0,7

0,6 \

~

0,5

0,4

COE €/kWh

03 .\\h

0,2

0,1

0

0 50 100 150

KW peak load

—o— diesel
pv-hybrid
—> pv-alone

Figure 8: Production cost depending on system size
at a fuel cost of 75 USD/barrel (0.56 EUR/I)

Figure 9: Production cost depending on system
size at a fuel cost of 25 USD/barrel (0.31 EUR/I)

Figure 7 and 8 show the production cost depending on system size for a fuel price of 75
and 25 US$/barrel respectively. According to the simulations hybrid systems become
more competitive with increasing system size. This is due to a precondition of higher
fixed engineering costs for hybrid systems than for diesel systems. In the present
simulations efficiency of diesel gensets are modelled to be independent of system size,
while in reality, efficiency increases with engine size. Taking this into account will
reduce the increasing feasibility of hybrid systems with increasing system size.

5 Policy choices to favour hybrid PV systems

A large number of people in SSA live in dispersed settlements or in the outskirts of
nucleated villages, where grid electricity is not likely to reach in the near future. The
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increased oil prices will leave this important market to individual solutions in terms of
SHSs. For these areas stand alone systems using PV have been promoted through
various types of delivery models (see e.g. Nygaard, 2009). Due to different market
structures for individual and collective energy solutions as outlined above, these models
need be revisited for the purpose of hybrid systems.

The first step in promoting hybrid PV is to create a level playing field for PV and fossil
fuels solutions, either by removing fuel subsidies or by subsidizing PV. Fuel for
electricity production is often subsidized in SSA. In some cases, it is a legacy from the
pre-liberalization regime, while in others; it is a reaction against increasing oil prices.
Price signals at the country levels are thus not reflecting world market prices. The first
condition for enhanced use of hybrid systems is therefore to levelling the playing field by
harmonising import tax levels and subsidy levels for solar PV and for fossil fuel based
solutions. In most cases, this will be to the benefit of solar PV.

Secondly, although economically feasible under the condition of a level playing field, it
is important to create a project volume that will reduce project risk as well as planning,
engineering and other overhead costs of hybrid systems to a minimum. Increasing
project volume might be facilitated by state owned utilities or through concession
agreements, where rural electrification in whole regions is attributed to external investors
through an international tendering process. As well the state owned utilities (e.g. in
Morocco) and the concessionaires (e.g. in SA, Mali and Senegal) have the advantage
compared to smaller actors that they can benefit from applying solutions such as hybrid
systems, which may only be least cost options if applied in packages of 10 to 100
installations. The concession model based on large external operators may further have
the advantage compared to utilities that they have access to capital necessary for the
extra initial investment compared to diesel solutions.

Where such measures are in place the calculations show that hybrid PV-diesel systems
are economic feasible already today. If, as expected, oil prices remain above 70
UDS/barrel in the future, PV-diesel hybrid will most likely prevail in rural electrification
in SSA within the next decade. This ensures that PV systems are comparable to fossil
fuel based systems in terms of consumer cost and options for productive use, while at the
same time contributing to cleaner energy production.
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Abstract

Production of energy carriers (oil, gas) and biochar from pyrolysis of biomass is by
many considered a promising technology for combined production of bioenergy and
recalcitrant C suitable for sequestration in soil. The mechanism behind biochar-C
sequestration is straightforward: Due to its recalcitrant characteristics the microbial
decomposition of biochar is much slower in comparison to the mineralization of the
original feedstock. Conversion of organic residues like household waste or cereal straw
to biochar is hence proposed a way to withdraw CO, from the atmosphere and
sequester it on a long term basis in the soil. The experiments presented here illustrate
the C sequestration potentials of biochar originating from fast pyrolysis of wheat straw.
It is documented that after 47 days in soil 95 % of the added biochar-C is still present
in the soil as compared to only 56 % if straw is applied untreated to the soil.

The type and settings of pyrolysis influence the chemical quality of the biochar
produced significantly. Biochar chemical analysis revealed that the degradation of
biochar in soil appears to be proportional with the biochar cellulosic and hemicellulosic
fraction. Furthermore, the pyrolyzer temperature settings strongly influence the
proportion of cellulose and hemicellulose remaining in the biochar. As these biochar
fractions relatively rapidly are mineralized to CO, by microbial respiration they are —
in climate mitigation perspective - unwanted.

At the upcoming Climate Conference in Copenhagen (COP15) December 2009, the use
of biochar as a mitigation tool will be on the agenda and for the time being (July 2009)
20 countries and Parties to the United Nations Framework Convention on Climate
Change (UNFCCC) have made submissions to the UNFCCC seeking the inclusion of
biochar as a climate mitigation and adaptation tool.

1 Introduction

One of several strategies to miti%ate the impact of climate change is to sequester carbon
in the soil. In a press release (5" of March 2009) the European Commission underline
the crucial role soils play in mitigating climate change referring to CLIMSOIL report
(Schils et al., 2008) that provides a comprehensive review on the interrelations between
soil and climate change. Soils contain around twice as much C as the atmosphere, and
five times the amount to be found in vegetation and hence constitute an enormous C
reservoir. While poor agricultural management can have serious consequences
dramatically speeding up the release of C emissions from soil, other practices can
increase the soil C stock significantly and thereby mitigate climate change (Schils et al.
2008).

Pyrolysis of biomass followed by the application of the biochar residue to soils is a
way to increase the soil C stock. In the pyrolysis process a biomass feedstock is heated
up to 300-600°C in an oxygen-free environment and transformed into bio-oil, pyrolysis
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gas and biochar (charcoal). Several biomass feedstocks from household waste and crop
residues to animal manures can be transformed. Bio-oil can be used by e.g. power
plants, the pyrolysis gas as energy input to the pyrolyzer unit itself and the biochar as a
soil additive for long-lasting C sequestration and soil fertility improvement (Lehmann
et al., 2006).

At relatively low temperatures (300-600°C) pyrolysis modifies the original chemical
properties of the biomass feedstock to form structures that are much more resistant to
microbial degradation as compared to the original biomass. Thus, organic matter that
otherwise rapidly degrades in soil releasing CO, and other potent greenhouse gases, are
transformed into a material that degrades much more slowly, thereby creating a long
term C sink (Figure 1). When taking into account the production of bio-oil together
with biochar the pyrolysis technology is not only carbon-neutral, which is very often
the vision for bioenergy solutions (Johnson, 2009), but actually carbon-negative
(Lehmann, 2007).

Apart from the beneficial effects of drawing C from the atmosphere, biochar also
appears to be able to reduce emissions of the potent greenhouse gases methane (CH,)
and nitrous oxide (N,O) from arable land (Yanai et al., 2007; Rondon et al., 2005).
However, further studies are needed to clarify these mechanisms.
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Figure 1. Principles behind biochar-C sequestration (storage). The figure is based on
biochar made by slow pyrolysis technology (from Lehmann, 2007).

In principle there are two main pyrolysis methods: slow-pyrolysis and fast-pyrolysis
(also called flash pyrolysis) taking place under air deprived conditions. Slow pyrolysis
takes several hours to complete as the temperature is increased slowly, while fast
pyrolysis is a much faster process, where a biomass is heated at a high heating rate (a
few seconds) to produce a large fraction of liquid product (Yanik et al., 2007). Both
feedstock and pyrolysis setup strongly influences biochar characteristics such as
elemental composition, porosity, particle and pore sizes and fractions of easy
degradable hydrocarbons (Lehmann et al 2006). In general higher pyrolysis
temperatures results in lower biochar yields (but higher output of oils and gas) with
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less original structures and chemical components remaining. In the present study we
focus on fast-pyrolysis.

Besides soil C sequestration, biochar seems to have beneficial effects on soil quality
and fertility. A number studies have examined biochars effect on soil fertility and the
majority of these have documented beneficial effects on crop yields (Lehmann et al.,
2006; Oguntunde et al., 2004; Glaser et al., 2002). Amazon Basin dark-coloured soils
(Terra Pretta), that in ancient time has been amended with large amounts of biochar by
the native population, are supporting these findings, as these soils currently possess
high levels of nutrients and support great crop yields (Steiner et al., 2008a). In addition,
studies have shown that application of biochar together with fertilizer (NH,") increases
crop yields as compared to pure fertilizer application (Chan et al., 2007; Steiner et al.,
2007). However, it is important to note, that the majority of biochar-studies so far have
been done on highly weathered tropical soils or northern boreal forest soils with low
natural soil organic C levels (Kolb et al., 2009). Hence studies with are needed in e.g.
temperate regions like in Denmark with rather fertile soils to validate possible different
plant and microbial responses to biochar soil application.

The main objective of the present study is to improve the understanding of short-term
microbial degradation of fast pyrolysis biochar in relation to different pyrolysis
temperatures.

2 Materials and methods

2.1 Experimental design

The soil used was collected (0-25 cm) in an agricultural field characterized as a sandy
loam (Typic Hapludalf) with 11% clay, 14% silt, 49% fine sand and 25% coarse sand
(Hauggaard-Nielsen et al., 2001). The soil was sieved (2 mm) and mixed thoroughly
with biochar in 100ml containers (ID=48mm) containing 40g soil (38g dry weight) and
29 of biochar produced at different temperatures, i.e.475°C, 500°C, 525°C, 550°C and
575°C on a pilot scale pyrolyzer (Bech et al., 2009). The biochar was derived from
conventional wheat straw (Triticum sp.) having a moisture content of 6.20 wt% and an
ash content of 6.02 wt%. The straw was dried to constant weight and grinded (2 mm)
before pyrolysis. The particle sizes of the added biochar decreased with increasing
pyrolysis temperature (Table 1).

It is an ongoing experiment (72 days so far) where the soil is kept at constant water
content (30% WHC) by regularly weighing of the containers and replacing lost water.
The incubation is conducted at room temperature (monitored to range between 20-
24°C).

Using a similar incubation setup, a parallel study was performed comparing the
decomposition of biochar made at 525°C with that of untreated wheat straw to
document the effect of pyrolysis on soil C sequestration.

Table 1. Average particle sizes of the added biochars.

Biochar Biochar Biochar Biochar Biochar

475°C 500°C 525°C 550°C 575°C
Average size (um £SE)  70.9+6 49.7+4.5 17.1+1.4 12+0.9 11.5+0.8
Min-max size 18.8-489.7 10.7-223.3 2.9-100.5 2.2-55.8 2.1-59.7
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2.2 Analysis

The microbial carbon dioxide (CO,) respiration from each container was measured
using infra-red gas analysis (LICOR 8100). Total C and N was measured in air dried
and finely ground soil samples by Dumas combustion on an elemental analyzer (EA
1110 CHN CE instruments) using 30mg subsamples.

The bulk composition of the biochar was determined by classical wet chemical
methods. This implies that the biochar is subjected to a strong acid hydrolysis, where a
sample is treated with 72 w/w% H,SO, at 30°C for one hour, then diluted to 4 w/w-%
H,S0,4 and eventually autoclaved at 121°C for one hour. The hydrolysates are filtrated,
and the lignin plus char content is determined as the weight of the filter cake subtracted
its ash content. The composition of the released carbohydrates found in the filtrate is
determined by HPLC-analysis. In addition the carbohydrates are converted into
acetates and analyzed by GCMS in order to further support the identity of the
carbohydrates.

3 Results and discussion

The stability of biochar is of fundamental importance as it determines how long C
applied to soil as biochar will remain sequestered in soil (residence time). Biochar
residence time estimations are currently under debate, with opinions ranging from
millennial (as some dating of naturally occurring biochar suggests) to centennial
timescales (Preston and Schmidt, 2006; Lehmann et al., 2006). According to Lehmann
et al. (2006) as much as 90% of the biochar-C remains in the soil after hundred years.
However, the feedstock origin, pyrolysis settings, labile fraction and environmental
factors such as soil type, soil water content and climate all have more or less profound
influence on biochar degradation. In principle, long term studies of several years are
required to fully address biochar potentials and limitation. But long term studies are
rare and therefore residence time estimates are typically based on shorter term studies
(months to a few years) and the use of dynamic models (Lehmann et al., 2009).
Although the shorter-term studies do not give direct information about the longer term
stability of biochar, increased knowledge about short-term dynamics can improve the
model interpretations of longer term stability. For instance, newly produced and
applied biochar usually contains a fraction of easy decomposable hydrocarbons
(Lehmann et al., 2009), which through short-term studies like the present can be
quantified. Such quantification determines how much recalcitrant biochar that remains
in the soil after the first initial period of decomposition.

3.1 Biochar carbon sequestration potential

A substantial greater CO, emission was emitted from conventional straw in the
principal soil incubation study compared to biochar made at 525°C (Figure 2).
Approximately 44% of the added straw was lost as CO, after 47 days as compared to
5.2% of the added biochar C, despite a similar carbon-to-nitrogen ratio (Table 2). The
curve pattern after 40 days indicates a stabile plateau suggesting that biochar-C remains
to a great extent in the soil emphasizing a comprehensive C sequestration potential.

However, in general biochar-C short-term degradations above a few percent are rather
high compared to other studies with short-term degradations (e.g. Baldock and Smernik
2002; Hamer et al., 2008). This might be explained by the fact that most other studies
so far have been done on slow pyrolysis biochar, which contains less cellulose, oils and
tars than fast pyrolysis biochar (Lehmann, 2007).
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Figure 2. Cumulative CO, emissions from 2g of wheat straw and biochar produced
from the same stock incorporated in 40g soil and incubated over 47 days at 22+2°C.
The data is presented as net carbon emitted in proportion to the carbon added by
subtracting the straw and biochar treatments with a reference soil (without biochar or
straw). SE are shown (n=4).

Table 2. Chemical characteristics of soil, straw and biochars (cellulose, hemicellulose,
lignin and char) and total biochar-C loss during the incubation period.

C (%) N (%) C/N Cellulose (%) Hemicell. (%) Lignin  Ash Biochar

ratio  (Cellulose-C  (Hemicell.-C and (%) C-loss
to biochar-C) to biochar-C) char (%) (%)

Soil 1.3+ 0.15 8.7 - - - - -
Biochar 45.2 1.15 39.5 30.0 55 46.3 15.8 10.9
(475°C) (29.5) (5.4)
Biochar 48.1 1.23 38.9 16.0 3.0 59.9 20.1 6.5
(500°C) (14.8) (2.8)
Biochar 50.4 1.28 39.4 7.4 1.4 69.0 21.6 4.4
(525°C) (6.5) (1.2)
Biochar 49.3 1.13 43.7 4.2 1.5 66.0 26.4 3.2
(550°C) (3.8) (1.4)
Biochar 49.9 1.08 46.2 2.7 0.8 66.4 27.9 2.7
(575°C) (2.4) (0.6)
Straw 39.4 1.01 39.0 - - - - 81

3.2 Biochar chemical quality and pyrolysis temperature

Soil organic matter (SOM) is a mixture of plant and animal residues, living and
decaying organisms and humic substances. SOM plays a major role in sustaining soil
productivity, partly because nutrients are released during microbial SOM
decomposition, but also because SOM increases the soils capacity to store water and
retain cationic nutrients. Unfortunately, depletion of SOM is a common consequence of
present land use and management (e.g. Sleutel et al., 2003; Crews and Peoples 2004).
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Incorporation of biochar in soil have the potential to rebuild the soil C-stock on a long
term basis as well as improving other soil properties supporting crop yields.

One of the “secrets’ behind the biological effects from biochar application is its great
porosity (Picture 1), which increases the soils surface-to-volume ratio and hence the
soils capability to retain cations (Cation Exchange Capacity) (Liang et al., 2006). In
addition the porosity benefits the soil microbial biomass by providing extra surface to
colonize and by providing proximity to adsorbed SOM and protection against predation
(Warnock et al., 2007).

BRI
£& ! : “‘.\-‘c\"‘w»
Plcture 1. Porosity of blochar partlcles both micro- and macropores can be seen.

Picture to the right shows arbuscular mycorrhiza growing into biochar pores from
germinating spore (from Thies and Rillig, 2009).

As mentioned earlier, both feedstock and pyrolysis settings influences the biochar
characteristics significantly (Lehmann et al., 2006). For instance, woody biomass
usually ends up having a larger proportion of C retained in the biochar compared to
other feedstocks such as sewage sludge and animal manures, which tend to leave
biochar with a much higher content of nitrogen (N) and phosphorous (P) (Bridle and
Pritchard, 2004; Chan et al., 2007b). As a result C/N ratios of different biochars vary
widely. In general a C/N ratio of 20 of organic substrates is considered the critical limit
above which immobilization of N by microorganisms occurs resulting in less N
available for crops (Chan and Xu, 2009). The biochars used in the present study with
straw as feedstock had C/N ratios between 38.9 and 46.2, which all are considerably
above this limit (Table 2). However, as most of the biochar-C is recalcitrant and thus
not accessible for soil microbial biomass in the short term, the actual C/N ratio might
be significantly lower (Chan and Xu, 2009).

In the present study all five biochar types showed considerable great CO, emissions
during the first week of the experimental period, after which the CO, evolution
stabilised at the level of the reference soil (with no application of biochar). This initial
flush of CO; is most likely due to microbial mineralization of an easy degradable
fraction of the added biochar (Figure 3a) (Steiner et al., 2008; Hamer et al., 2004). In
addition CO, might be released by abiotic oxidation of biochar surfaces, a process
described to be more significant for biochar just produced and applied to soil, than for
biochar aged in soil for longer periods (Cheng et al., 2006).
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Figure 3. a) Time course of soil surface CO,-flux rates after incorporation of five types
of biochar. b) Cumulative biochar decomposition measured as net biochar-C emitted in
proportion to biochar-C added. The overall degradations of biochar were calculated
using simple substitution calculations between the reference soil (without biochar
application) and the soils containing biochar. SE are shown (n=4).

The greatest CO, emissions during the experiment was almost exclusively observed in
the treatment with 475 °C biochar with small decreases in the CO, releases towards the
high temperature biochars (Figure 3a). These emissions correspond after 72 days to a
total biochar-C loss of 10.9% for 475 °C biochar with a continuous decline down to a C
loss of only 2.7% for 575 °C biochar (Figure 3b and Table 2). The mineralization of
biochar thus appears to decrease with increasing degree of thermal alteration of the
feedstock, which is in line with conclusions from other studies (e.g. Baldock and
Smernik, 2002; Bruun et al., 2008). As the pyrolysis temperature is raised a larger
proportion of the feedstocks cellulose and hemicellulose is decomposed (Yang et al.,
2007). In the present study chemical analysis of the five different biochars revealed an
exponential decline in the cellulosic and hemicellulosic content from 30 and 5.5%
respectively in low temperature biochars to an almost fully decomposition in the high
temperature biochars (Table 2) (unpublished data, Egsgaard, 2009). Thus, evidently
there is a strong positive correlation between the sum of cellulosic-C and
hemicellulosic-C remaining and the degradation of the biochar (R? = 0.99) (Figure 4).
Provided that the correlation is linear, with no cellulose and hemicellulose in the
biochar, the regression line intercepts at a biochar-C loss of app. 2%. This C loss
probably equals abiotic oxidation of biochar surfaces as well as other labile C-sources
present in the biochar (Lehmann et al., 2009; Cheng et al., 2006). In addition, initial
‘priming’ of the microbial biomass/activity by the biochar, as discussed above, could
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stimulate increased microbial degradation of native SOM (Wardle et al., 2008).
However, investigation of this aspect requires isotope labeled biochar carbon in order
to differentiate between decomposition of native SOM and biochar C.
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Figure 4. The five biochars cellulosic + hemicellulosic C proportion (%) plotted against
the respective cumulative C loss (%) after 72 days of incubation. SE are shown (n=4).

The lower temperature biochars (475, 500°C) had C losses considerably below their
cellulosic and hemicellulosic content. As the low temperature biochars had visible
larger particle sizes (Table 1) and hence a lower surface-volume ratio than high
temperature biochars a part of the cellulose and hemicellulose could be enclosed by
recalcitrant aromatic structures and hence inaccessible for microorganisms (Lehmann
et al., 2009; Cheng et al., 2006). In the longer time perspective biochar particles
undergoes abiotic transformations and oxidation creates carboxy- and phenolate
groups, which make the surface more negatively charged and hence with time
hydrophilic (Cheng et al, 2006). It is hypothesized that this oxidation helps facilitating
the microbial metabolism of the otherwise highly recalcitrant aromatic ring structures
and hydrophobic surfaces (Lehmann et al, 2009; Cheng et al, 2006) and by that expose
further easy degradable cellulosic material. With time, we expect the degradation
slowly to approach the initial cellulosic and hemicellulosic content after pyrolysis.

3.3 Pyrolysis temperature and climate mitigation

A whole system approach should be kept in mind when optimising the pyrolysis
process, so both the produced bio-oil and biochar-C sequestration is included giving
the overall greatest climate mitigation effect. In this equation, one has to take into
account the calculation of “full emission price’ of producing and distributing the bio-oil
to power plants as well as distributing biochar to the fields.

If the main goal strictly is to sequester C one option is to optimize the fast pyrolysis for
production of energy (bio-oil, gas) and biochar with low content of cellulose and
hemicellulose using high pyrolysis temperatures (Table 2). However, as previously
stated, by raising the temperature the biochar outcome decreases and with that the C
sequestration potential and the suppression of CH4 and N,O emissions (Yanai et al
2007, Rondon et al 2005). Using a lifecycle approach Gaunt and Lehmann (2008)
compared a slow pyrolysis-based bioenergy system optimized for biochar and energy
production with the same system optimized solely for energy production. Dependent
on the system setup they concluded that avoided emissions were between 2 and 5 times
greater when biochar was applied to agricultural lands than used solely for fossil

Risg-R-1712(EN)

93



Risg-R-1712(EN)

energy offsets (Gaunt and Lehmann 2008). It still needs though, to be assessed on a
real agricultural system and if the same is true for a fast pyrolysis-based bioenergy
system.

The Amazonian Indians used biochar to enhance their fragile, nutrient-poor tropical
soils increasing food productivity. If the main goal is enhancement of soil fertility, crop
yields and sustainability, it might make more sense to add a low-temperature biochar
with more of the original feedstock structures to provide the soil with easy degradable
organic matter and by returning a larger proportion of the original feedstock back to the
field. In order to mitigate climate change it seems sound addressing this in the light of
food and energy security and thus the optimum might be a compromise of the two
goals.

4 Conclusion

Fast pyrolysis of straw to biochar with following soil amendment provides C
sequestration, but the degradability of biochar is correlated with the degree of thermal
alteration of the feedstock. It appears that the short-term degradation of biochar is
proportional to the cellulosic and hemicellulosic proportion left in the biochar.
Furthermore the temperature settings of fast pyrolysis are important to consider, as this
strongly influences the amount of cellulose and hemicellulose remaining in the biochar.
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Abstract

Supplementary lighting in greenhouses is an essential factor in optimization of
production of e.g. potted plants and has resulted in increasing energy consumption for
artificial lighting over the past years. Here, we present a newly developed blue/red LED
lighting system for photosynthetic research on potted plants. The LED system
performance, regarding spectral composition and irradiance level, is examined and
compared with standard high power sodium (HPS) illumination over a 60 cm x 60 cm
growth area in a typical greenhouse. Furthermore, the energy efficiency of the two
different light sources, in the photosynthetic active radiation (PAR) wavelength region,
is calculated and compared. The perspectives for LED lighting systems as future energy
efficient artificial lighting in greenhouse production of potted plants are discussed.

1 Introduction

In Denmark, we have a relatively large greenhouse production of potted plants used
mainly for export. In 2003 the value of this production was close to 400 million € (3
billion Danish crowns). Due to the dark winter period in Denmark and in order to
produce homogeneous plants of high quality all around the year, the nurseries have
corresponding high energy consumption for artificial lighting. From year 2000 to 2006
the energy consumption for artificial lighting has increased by 10% from 90 kWh/m?
greenhouse area to 101 kWh/m? greenhouse area. This increase is unfortunate since the
nurseries in the past years have been subject for massive influence by the Danish Energy
Agency for reducing their energy consumption.

HPS lamps are the preferred artificial light sources used in greenhouses today due to
their high external energy efficiency up to 35%. However, only part of the light from
these lamps can be used for photosynthesis, i.e. plant growth. During photosynthesis
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plants use energy from photons in the visible part of the light spectrum from 400 nm to
700 nm, called the PAR wavelength region. Energy is primarily harvested from the blue
and the red part of the spectrum by the two green pigments Chlorophyll a and b.
Chlorophyll a has absorption peaks at 435 nm and 665 nm while Chlorophyll b has
absorption peaks at 465 nm and 640 nm [1]. HPS lamps are most efficient in the yellow-
orange part of the spectrum outside these absorption peaks. In addition, HPS lamps have
a relatively high heat radiation. As a result only part of the energy consumed by the HPS
lamps is converted to energy that can be used directly by the potted plants. Furthermore
HPS lamps have poor flexibility regarding spectral control and dimming possibilities.

In contrast to HPS lamps, light emitting diodes (LEDs) have a relative narrow spectrum
and come in many different colours which give the possibility of designing an optimal
light spectrum for the given application by combining LEDs of suitable colours. LEDs
have the advantage of long lifetimes up to 50.000 hours and they can easily be dimmed.
Furthermore, the energy efficiency of high-power LEDs is expected to reach 50% within
the near future which makes LEDs an attractive candidate and alternative to HPS lamps
for supplementary lighting in greenhouse production.

In the present paper, we compare the performance of a standard HPS lamp used in
greenhouse production and one of our LED lamps developed for photosynthetic research,
with respect to spectral composition and irradiance level over a 60 cm x 60 cm plant
area. Furthermore, we calculate and compare the efficiency of the two different lamp
types and discuss the perspectives for LED lighting systems as future energy efficient
artificial lighting in greenhouse production of potted plants.

2 LED lighting system

The LED lighting system consists of four similar LED lamps, with red and blue LEDs,
developed for photosynthesis research experiments. A detailed description of the lighting
system can be found in reference [2]. The LEDs used in the lamps are chosen in such a
way that their peaks wavelengths are close to the absorption peaks of Chlorophyll in
order to optimize photosynthesis. The high-power LEDs used in the lamps belong to the
most energy-efficient LEDs at these wavelength that were commercial available at the
time of the system development".

A photo of a single LED lamp as seen from the side is shown in Figure 1. It consists of
72 closely packed red and royal blue Luxeon K2 LEDs that are reflow soldered on an
110 mm circular alumina print for optimum heat transfer. The print is mounted on a
polished copper block with water flow channels and the LED device is actively cooled
through a water cooling system that keeps the water at a temperature of 21° C during
experiments. A temperature sensor placed on the alumina print prevents overheating of
the LED lamp by turning the lamp off in case of overheating.

The LED lighting system is designed for experiments in which the light level and the
spectral composition can be controlled. The LEDs are driven at a constant operation
current of 700 mA using 12 individual constant current drivers per lamp (6 LEDs per
driver) with pulse width modulation for dimming. A graphical user interface developed
in LabView allows the user to control the dimming of the LEDs in groups of 6 LEDs in
order to be able to change the overall light level and spectral composition (blue/red light
ratio) of the emitted light.

The power consumption at 700 mA is approximately 2.5 W per LED according to the
data sheet giving a maximum total power consumption of approximately180 W per LED
lamp. In the present experiment, the lamps are running at 60 % of the maximum power.
The LEDs have a viewing angle 26., of approximately 140° and a slightly flat topped

1 Since development of the lamps described here, more power full and energy efficient LEDs have
become commercial available.
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radiation pattern. The LED lamp can be equipped with a reflector shade (not shown in
the figure) in order to change the radiation pattern from the device.

The spectral composition, i.e. the ratio between blue and red light emitted from the
lamps, and the dimming of the LED lamps can be controlled for each lamp individually
or for the four together.

Figure 1 Photo of a LED lamp mounted in the greenhouse

3 Greenhouse setup

In order to evaluate the LED lighting system in a plant production environment, the
system is mounted in a greenhouse and the spectral composition and irradiance level
over a plant crop area of 60 cm x 60 cm is examined and compared with the existing
HPS illumination. A photo of the experimental setup is shown in Figure 2. Two plant
benches (1.4 - 4.8 m?), in a typical greenhouse made of aluminum and glass, have been
separated with white curtains along two sides in order to avoid light mixing. One plant
bench is illuminated with the four LED lamps and a similar plant bench is illuminated
with three existing 400 W HPS lamps. Numerical modeling have been used to find
appropriate positions and heights for the four LED lamps so that the average irradiation
level of the LED lighting system is comparable to the average irradiation level of the
HPS lamps over four selected plant crop areas of 60 cm x 60 cm. A calculated optimum
LED lamp height of 61 cm above the bench, measured from the LED print, has been
used in the setup.
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Figure 2 Photo of greenhouse with LED light (left) and HPS light (right)

4 System performance

Plants are sensitive to light in the PAR wavelength region. Since, it is the photon flux
rather than the photon energy that is of interest in order to obtain a high photosynthesis
in plants, we use the photosynthetic photon flux density, PPFD, as a measure of the
irradiance level over a given plant area in the greenhouse. The PPFD over a unit area, a,
is defined as

700nm @ﬂ (/1) /1

PPFD =
10°NE, (1) a

A, @

400nm

where the measurement unit is umol (photons) m2s™. Here, @ () is the spectral radiant
power at wavelength A, Ep(4) is the photon energy, and N=6.022-10% is Avogadro’s
number.

The spectral composition of the blue/red LED lamp light is described by the blue light
fraction, «, which is defined as the number of blue photons divided by the total number
of blue and red photons using the traditional wavelength ranges 400-500 nm for defining
the blue photon range and 600-700 nm for the red photon range. For the present studies,
the lighting system was set to a blue light fraction of approximately 40%.

We used a calibrated radio spectrometer with a fiber coupled integrating sphere with an
210 mm input port to measure the spectrum and PPFD values over a selected area of 60
cm x 60 cm on the LED illuminated plant bench and the HPS illuminated plant bench,
respectively. The measurements were performed at a height of approximately 20 cm
above the plant bench corresponding to a standard plant height. In the case of the LED
illumination, the area selected was centred beneath one of the LED lamps and we used a
measurement grid of 7 x 7 grid points separated by 10 cm. In the case of the HPS
illumination, the grid was reduced to 3 x 3 grid points separated by 30 cm due to more
homogenous illumination level achieved from the distant HPS lamps.
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4.1 Spectral composition and irradiance level

Figure 3 shows the measured spectra from the LED lighting system and the HPS system,
respectively. The spectra are taken at grid points with similar PPFD densities of around
110 pmol m™s™ in the two cases. The LED lamp spectrum have two significant peaks in
the red and the blue part of the spectrum with peak values of 455 nm and 639 nm close
to the absorption peaks of Chlorophyll, whereas the HPS spectrum shows the typical
yellow emission together with a significant peak in the near-infrared (NIR) , i.e. heat
radiation.
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Figure 3 Measured spectra of LED lamp (magenta curve) and HPS lamp (yellow curve).

Figure 4 shows the measured irradiance levels from the LED lighting system and the
HPS system in units of umol ms™ over the selected areas. The average PPFD values
over the respective areas are found to be almost similar - 99 umol ms™ for the LED
system and 114 pmol ms™ for the HPS system, respectively.

Since the LED lamps are placed relatively close to the plant bench, the irradiance level
varies over the selected area between 50 and 160 pmol m™s™. The irradiance distribution
from the distant HPS lamps is more homogenous with irradiance levels between 100 to
125 umol m%s™.
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Figure 4 PPFD distributions measured at plant level under the LED lighting system
(top) and the HPS system (bottom). The colour shades indicate different PPFD levels in
umol m%s™.

4.2 Light source energy efficiency

The light source energy efficiency, here understood as the optical power emitted in the
PAR wavelength region divided by the power consumption of the light source, has been
calculated for the LEDs in the LED lighting system and the standard HPS lamp. The
efficiencies are calculated from spectrometric measurements of the LEDs and the HPS
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lamp and selected data sheet values for the two LED types, the HPS bulb and the HPS
reflector.

More specific, we have measured the total photosynthetic photon flux, PPF, from a red
and a royal blue LED at a drive current of 350 mA using the radio spectrometer and the
integrated sphere. The PPF values were found to be 1.1 umol/s and 0.83 umol/s,
respectively. The corresponding LED power consumption is calculated using Future
Lighting Solutions “Usable Light Tool” [3] that uses data sheets values for point of
reference. This program also calculates expected LED energy efficiencies in units of
WIW.

In case of the HPS lamp, only photometric data is available in the data sheet for the light
bulb, i.e. the optical power is given as “luminous power” that takes into account the
human eye sensitivity which is not relevant for plants. However, using the measured
relative HPS lamp spectrum (radiometric measurement), the CIE 1931 eye sensitivity
function [4] and the data sheet value for luminous power from the bulb, it is possible to
calculate the absolute HPS bulb spectrum and thus PPF and radiant power within the
PAR wavelength region for the HPS lamp. Here, we have used a reflector efficiency of
90% as given by the manufacturer.

The calculated energy efficiencies in units of (umol/s)/W and W/W for a red and blue
LED and the HPS lamp are given in Table 1. The figures show that the HPS lamp has the
highest energy efficiency of 1.6 (umol/s)/W, the red LED has an efficiency of 1.1
(umol/s)/W, corresponding to 69% of the HPS efficiency, and the blue LED has the
lowest efficiency of 0.7 (umol/s)/W.

Since development of the LED lamps, more power-full and energy efficient LEDs have
become commercial available. For comparison, we have therefore included calculated
energy efficiencies for the latest version of the red and blue LED advertised at the
manufacturer homepage spring 2009 [5]. The energy efficiencies in W/W are calculated
using “Usable Light Tool” and the efficiencies in (umol/s)/W estimated from these
values assuming the LED spectra are similar to the ones measured in the present
experiment. According to these calculations, the energy efficiency of the red LEDs have
now increased by more than10% and the energy efficiency of the blue LEDs have
increased by 23% since the LED lamp development, demonstrating the fast development
within the LED technology. In particular, it seems as the energy efficiency of the blue
LEDs when given in W/W have in fact exceeded the energy efficiency of the HPS lamp.

Table 1 Calculated energy efficiency of LEDs and HPS lamp

Light source Efficiency”
[(umol/s)/W] [W/w]
HPS lamp 1.6 32 %
Red LED 1.1 14 %
Royal blue LED 0.7 18 %
Red LED advertised at (1_2)A 25 %
manufacturer spring 2009
Royal blue LED advertised at (0_8)A 41 %
manufacturer spring 2009

* Optical power emitted in PAR wavelength region / power consumption of light source.
For the LEDs, optical power and power consumption is at a drive current of 350 mA.

A Estimates
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5 Discussion

Even though the energy efficiency in (umol/s)/W of the HPS lamp exceeds the efficiency
of the blue and red LEDs available today, LED lighting systems are still an attractive
candidate as energy efficient supplementary lighting in greenhouse production of potted
plants.

First of all, the relative rate of photosynthesis for crop plants is known to be significantly
lower (at least 5-15%) in the yellow-orange part of the light spectrum, where the HPS
lamp is most efficient, than in the red part of the light spectrum [1], i.e., around the
absorption peaks of Chlorophyll, where the red LEDs are efficient.

Secondly, HPS lamps do not “like™ to be turned on and off during the day, why nurseries
today turns on the HPS light in many hours during a day. In contrast, the LED light have
the possibility to be controlled in such a way that light is turned on only when necessary
and with a light level adjusted for optimized growth. Furthermore, the LED light offers a
possibility for spectral control, i.e. the spectrum can be dynamically controlled during
the day and/or during a growth period in order to optimize growth and flowering.

With the present blue/red LED lighting system, we have developed a useful research tool
that can aid in determining some of these optimization parameters, since the LED
lighting system can be used for real greenhouse experiments in which results on potted
plant crops with LED illumination and HPS illumination can be directly compared.

Given the rapid increase in energy efficiency of LEDs, that is expected to reach 50%
within the near future, combined with further horticulture research on potted plant
cultures illuminated with LED lighting systems, LED light will play an increasing role in
the nurseries efforts to reduce their energy consumption for artificial lighting in the years
to come.

6 Summary

In summary, we have presented a blue/red LED lighting system, consisting of four
identical LED lamps with high-power LEDs, developed for photosynthetic research on
potted plants. The LED lamps can be controlled regarding blue/red spectral composition
and dimming.

The spectrum and irradiance level of the LED lighting system and a standard HPS
lighting system is measured over a 60 cm x 60 cm growth area in a typical greenhouse.
The LED lamp spectrum has two significant peaks in the red and blue part of the visible
spectrum at 455 nm and 639 nm close to the absorption peaks of Chlorophyll, whereas
the HPS spectrum shows the typical yellow emission together with a heat radiation peak
outside the PAR wavelength region. The average irradiation levels (PPFD values) over
the respective growth areas are found to be almost similar for the LED system and the
HPS system, around 99 pmol m?s™ and 114 umol ms™, respectively.

The HPS lamp has the highest energy efficiency in the PAR wavelength region of 1.6
(umol/s)/W when comparing with the red and blue LED used in the LED system. The
red LED has an efficiency of 1.1 (umol/s)/W, corresponding to 69% of the HPS
efficiency, and the blue LED has an efficiency of 0.7 (umol/s)/W. The increase in energy
efficiency of the red and the blue LED since the development of the LED lighting system
is calculated to be more than 10% (red LED) and 23% (blue LED) indicating that LED
lighting systems are attractive as energy efficient supplementary lighting in greenhouse
production of potted plants.

The authors want to acknowledge ELFORSK grant no 338-022 and 340-040 for
financial support.
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Abstract

Magnetic refrigeration is an emerging technology that has the potential to significantly
reduce the energy consumption in the refrigeration sector. The technology relies on the
heating and cooling of magnetic materials upon the application and removal of a
magnetic field, respectively. This magnetocaloric effect is inherent to all magnetic
materials, but manifests itself stronger in some materials. The thermodynamically
reversible nature of the magnetocaloric effect holds out the promise of a more energy
efficient method of refrigeration compared to conventional compressor technology.
Coupling this with an absence of ozone depleting and greenhouse contributing gasses
gives magnetic refrigeration the potential to become an environmentally sustainable
technology.

The magnetic refrigeration group at Risg DTU aims to demonstrate the technology in a
prototype magnetic refrigeration device. Our work spans a wide range of scientific and
technological areas. At the pure science end there is the development and understanding
of new magnetocaloric materials, while the design and implementation of a prototype
device along with the processing of materials is at the technological engineering end.
Tying the work together are advanced numerical computer models of the individual parts
of the prototype. A simple yet versatile test machine located at Risg DTU is used to test
and characterise new materials and to test the design, configuration and operating
conditions relevant for a prototype device, while ensuring understanding through
consistency with the numerical models.

1 Introduction

As is well known the global energy consumption is increasing at an unprecedented rate.
The growing affluence of the third world brings with it the desire for commodities such
as lighting, heating/cooling and consumer electronics. Of these, refrigeration accounts
for a substantial fraction of the energy consumption. Refrigeration is used for space
cooling in air conditioning equipment and for storage and transportation of food products
both domestically and commercially.

Depending on the exact definition of the different sectors, the fraction of reported
electricity consumption for refrigeration is around 15% - 20% in the western world [1].
Obviously the fraction would be higher for countries in hotter climates, to the extent that
cooling is affordable.

An increase in the energy efficiency of refrigeration would be able to significantly
reduce the world energy consumption, and thus the emission of CO, into the atmosphere.
Although the efficiency of, e.g., domestic refrigerators is continuously improved, there
are still some inherent losses that increase energy consumption.

Conventional compressor refrigeration is based on the compression and expansion of
volatile, often harmful gasses. Although the infamous ozone layer depleting CFC gasses
have been almost phased out, the HCFC and HFC gasses that substituted these still have
a small ozone layer depletion potential and a significant greenhouse effect contribution
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of up to 12,500 times that of CO,. Although, these gasses are in principle kept in sealed
systems, these systems are often poorly maintained resulting in a surprisingly high yearly
leakage rate of as much as 30 % [2]

Magnetic refrigeration is a technology that can potentially meet the challenge of high
energy efficiency. Thermodynamically the process can run almost reversibly with very
few losses [3]. This is coupled with zero greenhouse gas emission due to the solid nature
of the refrigerants and use of water based heat transfer fluid. However, as will be
discussed in the following this may only be reached through careful design and
optimisation of each constituent part of a magnetic refrigeration device.

2 Magnetic refrigeration

2.1 The magnetocaloric effect

In conventional compressor based refrigeration the temperature of the refrigerant, often a
gas or a gas/liquid mixture, is changed by compression and expansion. The temperature
of a gas increases when it is compressed, as known by anyone who has noticed the
increase of temperature of a bicycle pump after use. Upon expansion the temperature of
a gas decreases as observed after using a can of spray paint.

The magnetocaloric effect is the change in temperature of a magnetic material under the
influence of a magnetic field, analogous to that of gas discussed above.

A ferromagnet is what in every day terms would be called a magnetic material, i.e. it is
strongly attracted by a magnet. When a ferromagnetic material is magnetised the
temperature increases and conversely it cools down when it is demagnetised by
removing it from the magnetic field, see Fig. 1.

N N S

—

T=T, T=Ty+AaT T,

Figure 1: The temperature of a magnetocaloric material is increased by AT upon
magnetisation and decreased again upon demagnetisation by removing the magnetic
field.

A number of points are worth noting for the magnetocaloric effect. Firstly, the
temperature change of the magnetic material increases as the magnetic field strength is
increased, e.g., by using a more powerful magnet. Secondly, the temperature change is
most pronounced close to a certain, material specific, temperature known as the Curie
temperature. This is the temperature above which the ferromagnet becomes unmagnetic,
that is, it loses its ability to be attracted by a magnet. Values of the Curie temperatures
are found across a broad range from the lowest temperatures close to absolute zero
(-=273.15 °C) to high temperatures such as that of iron (1316 °C). For room temperature
application of the magnetocaloric effect a material with a Curie temperature close to
room temperature is desirable.
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2.2 Gadolinium

Ever since the first experiments with room temperature magnetic refrigeration in 1976
the benchmark magnetocaloric material and material of choice for prototype devices has
been gadolinium (Gd) [4]. This is mainly due to the near room temperature Curie
temperature of 20 °C. Similar in appearance to lead; gadolinium is an element of the type
known as a rare earth. The rare earths are a limited resource that is primarily mined in
China.

Figure 2 shows the temperature change of gadolinium when magnetised by a 1.1 tesla
magnetic field. It is seen how the maximum temperature change is about 3.3 °C and that
this maximum is indeed located close to the Curie temperature of 20 °C.
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Figure 2. The temperature change of gadolinium upon magnetisation by a 1.1 tesla field.
The data was recorded at Risg DTU.

Although the ready availability and machinability of Gd make it useful in magnetic
refrigeration test devices, it is not foreseen to be used in commercial refrigeration
devices. This is mainly due to the price and its tendency to corrode in water. Also, the
Curie temperature cannot be altered as this is intrinsic to the material. This limits the
working temperature range of a Gd based refrigerator.

3 Application of the magnetocaloric effect

As it is seen in Figure 2 the temperature change associated with the magnetocaloric
effect is too small to be utilised in a reasonable way. Therefore application of the
magnetocaloric effect for actual cooling (or heating) purposes relies on the creation of a
temperature span that is significantly larger than the temperature change. The scheme of
active magnetic regeneration (AMR) is designed for this. By the combination of repeated
magnetisation and demagnetisation of magnetocaloric material, each separated by the
alternating movement of a heat transfer fluid, see Fig. 3, a temperature span is
progressively built up. In this way a temperature span of as much as 6 times the
temperature change of the isolated material has been reached.

However, having one temperature at one end of the plate of magnetocaloric material and
another at the other end means that only part of the plate is actually at the Curie
temperature, i.e. is operating optimally. Having a material with a varying Curie
temperature would thus be advantageous. Being an intrinsic property of a material the
Curie temperature cannot be changed without chemical modification. Such a
modification often consists of doping small amount of impurities into the material. For
example, adding up to 15% erbium to gadolinium reduces the Curie temperature by as
much as 28 °C [3]. However, as erbium is also a rare earth elements the same concerns
regarding cost as well as corrosion apply.
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Figure 3: The principle of active magnetic regeneration cycle. Plates of a
magnetocaloric material are placed in a tube full of water with a piston at both ends.
The cycle starts in (a). In (b) the magnetic field is applied, the plates heat up and heat
the water. In (c) the pistons are moved and the heat can be removed from the warm end
of the device. In (d) the magnetic field is removed, cooling down the plates and thus the
water. The pistons are moved back in (e) where heat can be absorbed into the cold end,
returning the device to the initial condition in (f).

A large number of materials have been studied in order to find the ones best suited for a
magnetic refrigeration application around room temperature. Many different types of
magnetocaloric materials have been found from pure elements and metal alloys to
intermetallic compounds and ceramics. Many of these, however, are expensive,
poisonous, prone to corrosion or hard to produce.

3.1 Ceramic magnetic materials

The ceramic magnetic material Lags7Cag26Sr0.07Mn1.0503, referred to as LCSM for
simplicity, has a Curie temperature of 21 °C. None of the constituent elements are
hugely expensive, and being a ceramic material it is not prone to corrosion. The material
is prepared and processed at Risg DTU in bulk quantities using a relatively simple and
low cost method.

Although the magnetocaloric effect of this material is not amongst the highest, the
properties discussed above along with the possibility of tuning the Curie temperature
makes it attractive for a refrigeration device. During preparation the Curie temperature of
the material may be varied continuously from -6 °C to 96 °C by varying the Ca to Sr
ratio. As will be discussed below LCSM can easily be processed by low cost methods.
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3.2 Magnets

An important part of any device that utilises the magnetocaloric effect is the magnetic
field source. Magnetic fields may be created using electromagnets. The power
consumption of these is, however, very high in order to create even a modest magnetic
field. An alternative is to utilise superconducting magnets. While these provide a very
high magnetic field, they are often large and complex and require cooling by, e.g., liquid
helium, which is expensive.

At present, permanent magnets present the only viable option, certainly for small scale
applications. The magnet material of choice is NdFeB. Discovered in 1982, with only
minor improvements since then, it remains today the most powerful magnet material
available. NdFeB magnets are found in a very wide range of applications from electro-
motors and magnetically levitated trains to paper clip holders and children’s toys.

3.3 World status on devices

A biannual conference series on magnetic refrigeration at room temperature is held under
the auspice of the International Institute of Refrigeration with the attendance of about
100 people from around the world.

Around the world a number of research teams are working on different aspects of the
implementation of the magnetocaloric effect. This has resulted in the construction of
more than 29 magnetic refrigeration test devices [4].

A noteworthy machine is the one built by a Japanese group led by Professor Okamura.
This gives a cooling capacity of up to 550 W, significantly higher than even a large
domestic refrigerator. However, the machine is very large and heavy and the maximum
temperature span is only 7.5 °C. Another important machine is the one built by a
Canadian group led by Dr. Rowe. This is very small and compact, yielding up to 50 W of
cooling and a maximum temperature span of 29 °C. Inherent to all machines is that when
yielding the maximum cooling power the temperature span is zero, conversely when
achieving the maximum temperature span the cooling power is zero. Therefore,
operating a machine in some intermediate way, that gives a reasonable cooling power,
whilst still maintaining a useful temperature span is desired.

4 Magnetic refrigeration at Risg DTU

At Risg DTU there is a group of about 15 people working on different aspects of
magnetic refrigeration. The various challenges related to the application are addressed.

The aim is to design and construct a prototype magnetic refrigeration machine with
commercially relevant cooling power and temperature span. As the success of such a
machine is very dependent on the optimised design, a simple test device has been
constructed. The idea is that as many lessons as possible will be learnt from the test
device in order to implement a more complex prototype machine with fixed design
elements.

4.1 Simple test device

The simple test device constructed at Risg DTU has been designed to be modular,
versatile and easy to use [5]. Plates of a magnetocaloric material are held in place with a
certain spacing in a plastic block with Perspex tubes fixed at eachend. Water (or any
other heat transfer fluid) is moved in between the plates by pistons in the tubes, see Fig.
4. The whole system can be moved in and out of a permanent magnet assembly yielding
a 1.1 tesla magnetic field.

All movements and timings can be controlled accurately and the temperature span and
cooling load can be measured. Indeed, such control of the process is very important as
the output of the device has been found to be very sensitive to even minor changes.
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The test device has been used extensively to learn how best to implement the
magnetocaloric effect in an application, and also in order to test new materials. The
maximum temperature span achieved is 10 °C. However, as it is a very small and non-
optimised device the yield has not been expected to be record high.

Each experiment takes some time to prepare and perform. So in order to conduct many
experiments in a controlled way a computer simulation of the test device would be

useful.
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Figure 4: The test device at Risg DTU, showing the tube containing the heat transfer
fluid within a cylindrical magnet.

4.2 Numerical model

An advanced two dimensional numerical model of a magnetic refrigeration device has
been developed at Risg DTU [6]. The only inputs to the model are the physical
properties of the magnetocaloric material and heat transfer fluid as well as process
parameters such as the geometry, timing and movements.

The results given by the model have been found to be in good agreement with those
found experimentally using the test device. Therefore, a large scale study involving more
than 21,000 runs of the model has recently been conducted. This has yielded information
regarding the optimal geometry, plate spacing and timing parameters, important for the
construction of the prototype machine. An equivalent study using the test device would

have taken 2% years of continuous work.

4.3 Magnet assembly

Numerical modelling has also been used extensively for the design of the permanent
magnet assembly for both the test device and the prototype machine. Due to the price of
the NdFeB permanent magnet material, the challenge is basically to create as large a
magnetic field as possible using as little magnet material as possible [7]. It is of course
also important that the magnetised volume has a sensible and useful shape and size.
Also, the stray magnetic field outside any magnetic refrigeration machine must be
minimal both for safety and practical reasons.
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The design chosen for the test device is the so-called Halbach cylinder, named after
Klaus Halbach who invented it in 1981, see, e.g. [7]. This is basically a hollow cylinder
that is divided into segments, each magnetised in a certain direction, see Fig 5. The bore
within the cylinder has a high and homogeneous magnetic field and the field outside the
cylinder is essentially negligible.

Figure 5: The Halbach magnet for the test device. Left: Picture of the actual magnet at
Risg DTU. Right: Result of a computer simulation of the magnet. Red indicates a high
magnetic field, blue a low magnetic field. The arrows indicate the direction of
magnetisation for the individual blocks.

4.4 Designing the prototype

Although the Halbach cylinder is useful for the test device due to its simple design and
relative ease of assembly it is not considered to be applicable for the final prototype
design.

Instead of moving the magnetocaloric material linearly in and out of the bore in a
cylinder it seems more practical to design a magnet with high and low field regions
within it. Such a magnet assembly has been designed at Risg DTU and is presently being
constructed. The magnetocaloric material will be rotated around from region to region,
allowing a more smooth and continuous movement. Also, the magnet is continuously
utilised in contrast to the Halbach situation where the high field region is left empty half
of the time.

Processing the magnetocaloric materials into the right shape and size is of the utmost
importance for the success of a refrigeration device. Easy passage of the fluid through
the machine is important to keep the energy consumption low. Conventionally the
magnetocaloric material is in the form of packed powder through which fluid is forced.
To minimise pressure losses the prototype machine at Risg DTU will have regular
channels for the fluid. A way of achieving this is by using regularly spaced flat plates of
magnetocaloric material.

4.5 Materials processing

Results from the numerical model and the test device indicate that the magnetocaloric
plates should be as thin as possible with the minimum possible spacing. The ceramic
materials discussed above are well suited for this as they may fairly easily be processed.

One of the methods for processing the ceramics is tape casting. Here, powder of the
ceramic material is suspended in a paste. This is poured onto a moving tape the thickness
being adjusted by a so-called doctor blade, see Fig 6. After drying and sintering the
result is thin plates of the ceramic material. The advantage of this approach is that large
amounts of the plates can be made fairly easily and cheaply. Also, by modifying the
paste dispenser for the tape caster, tapes of several different materials may be
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simultaneously cast adjacent to each other. In this way plates can be made with a varying
Curie temperature across the plate.

Figure 6: Left: The principle of tape casting. A paste is poured onto a moving tape and
smoothed out by a blade. Right: An example of a plate of the magnetic ceramic material
LCSM made by tape casting at Risg DTU.

Another processing technique is extrusion. Here, a viscous paste of the magnetocaloric
material is pressed through a mould into the desired shape in a process similar to a
classical meat mincer, where a screw forces the meat forward through a plate with holes
in it. The extruder mould is designed to give a structure with a regular array of channels
at a desired spacing, see Fig. 7.

Figure 7: A piece of an extruded structure. The structure contains a regular array of
square holes separated by thin walls of the magnetic ceramic material LCSM material.

5 Outlook

Combining each of the above considerations allows for the design and construction of an
optimised prototype magnetic refrigeration device. Using magnetocaloric material in the
shape of plates will reduce the power consumption of the device compared to using a
packed powder. Optimising the geometry and spacing of the plates using the numerical
model will increase the efficiency of the device. Careful consideration of the magnet
design will significantly reduce the cost. This will also be the result when using cheap
materials that may be easily processed. These optimisations are verified by experiments
performed using the test device.

Although much work has been done in the area of near room temperature magnetic
refrigeration most of it is at a basic scientific level. A commercially attractive prototype
device has not yet been presented. Several groups are working on producing such a
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prototype, amongst these the group at Risg DTU where the prototype is planned to be
ready at the end of 2010.

As only laboratory scale devices exist it is difficult to assess performance of such a full
size device. However, the results from these experimental devices indicate the possibility
of a high efficiency if the device is constructed in an optimised manner.

Another area where the magnetocaloric effect may be applied is heat pumps. Heat pumps
are becoming increasingly popular for domestic heating purposes. Although this has not
been the focus of studies into magnetic refrigeration the technology may just as well be
applied in reverse to create a heat pump. Utilising the high energy efficiency expected
from magnetic refrigeration for heating purposes would be able to further reduce CO,
emissions.
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Abstract

1. The reason for offshore wind power

When the development of modern wind power began in Denmark after the first
oil crisis, only land based wind turbines were in question. Land-based sites
provided easy access and a good environment for the gradually size-expansion
of turbines from small kWW models to larger MWW models. Despite great
enthusiasm for wind power in some part of the Danish population there were
also a widespread opposition in other parts of the population, primarily due to
visual impact of many wind turbines. So during the eighties it became clear that
if wind power should cover the desired part of the power production, it would be
necessary to go offshore.

Itis not without problems to go offshore. The foundations, the erection and the
grid connection are far more difficult and expensive. The access is also much
more difficult which results in lower availability and the working environment is
much tougher than on land. On the positive side is a considerable higher
average wind speed and less expected turbulence. Another advantage is that

bigger wind turbines can be erected at sea which bring some economy of scale.

As it looks to day the higher production (more full load hours) at sea can’t
compensate for the higher cost and offshore wind power must be subsidized
more than land-based turbines to be competitive.

2. The development of offshore wind power

The development of wind power in Denmark was primarily a result of political
pressure and financial incentives. The Danish electricity companies played an
important role despite their general opposition in the beginning because the
tasks imposed by the government were carried out seriously and with
enthusiasm, so they actually were in the lead both in relation to the big land
based turbines as well as in relation to offshore wind farms.

The Danish electricity companies now included in DONG Energy Power have

been responsible for the design and construction of more than half of the
running offshore capacity today, including the following offshore wind farms:
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Location Year Turbines Total MW | Turbine make
Vindeby 1991 | 11x450 kW | 4,95 MW Bonus
Tung Knob 1995 | 10x500 kW 5 MW Vestas
Middelgrunden 2001 20x2 MW 40 MW Bonus
Horns Rev | 2002 80x2 MW 160 MW Vestas
Palludan Flak 2002 | 10x2.3MW 23 Bonus
Nysted 2003 | 72x2,3 MW | 1655 MW Bonus
Kentish Flats 2005 30x3MW 90 MW Vestas
Barrow Offs. Wind Farm 2006 30x3MW 90 MW Vestas
Burbo Banks Offs. Wind F. 2007 | 25x3,6MW 20 MW Siemens
Table 1:

Offshore wind farms constructed by Danish electricity utility companies

The lessons learned from the pilot-projects were numerous. Although there
were only few problems with the first two smaller wind farms, it turned that big
offshore wind power was much more difficult than expected. First of all the
much tougher environment creates problems in relation to corrosion and
mechanical impact from waves. And especially in the North Sea, the time
windows open for erection and boat access to the turbines are limited and
short. It also turned out that big fluctuations in wind speed, for instance when a
thunder storm passes by, cause serious problems as well in the electrical
equipment as in the mechanical gear.

3. Current situation and future pipeline for DONG Energy

When the DONG Energy was formed in 2005 three of the six companies in the
merger, DONG, Energi E2 and Elsam, had offshore wind farms under
construction or in the planning process. So there was an obvious background
for being and maintaining the role as the biggest offshore wind power operator.

DONG Energy expects to have the following wind farms in operation by the end
of 2009:

Location Year Turbines Total DONG Turbine make
Mw share
Vindeby 1991 | 11x450 kW 5 MW 5 MW Siemens
Horns Rev | 2002 80x2 MW 160 MW | 82 MW Vestas
Nysted 2003 | 72x2,3 MW | 165 MW | 132 MW Siemens
Barrow 2006 30x3 MW 90 MW 45 MW Vestas
Burbo Banks 2007 | 25x3,6 MW 20 MW 20 MW Siemens
Horns Rev I 2009 | 91x2,3 MW | 209 MW | 202 MW Siemens
Gunfleet Sands | 2009 | 30x3,6 MW | 108 MW | 108 MW Siemens
Total 671 MW
Table 2:
Page 3/8
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DONG Energy offshore wind farms in operation by 2009 Doc. No. 590057

As it can be seen from the table, the offshore wind farms are all located in
Denmark and the UK, which were first to establish a regime for offshore wind
power. Germany has also big plans for offshore wind power, but the project
implementation has not come as far as in the UK and Denmark.

DONG Energy has an extensive pipeline of more than 2.000 MW new onshore
and offshore wind energy projects in the UK, Germany, Poland, Sweden and
Norway.

4. Major challenges in offshore wind power

The offshore environment is tough and history has shown that for instance
gears and bearings are critical components in wind turbines. The same goes for
transformers, generators and converters. The impact of humid salty air in
combination with wave and wind loads is challenging the durability of the
designs and technologies. The vision is to develop wind farm where each
turbine only needs service once a year.

Another challenge is access to the turbines for the service personnel. Today,
transfer of personnel can take place in wave heights up to 1,5-2,0 meters. This
limits the time slots, where service can actually be carried out. Improved access
solutions that allow for transfer in higher waves can have a significant impact on
the operational costs of offshore wind power.

The cost of offshore wind power has increased substantially in the recent years.
The capital expences (CAPEX) account for a large majority of the lifetime costs
of offshore wind power. The most obvious focus areas for lowering of CAPEX
are: Increase of turbine size, development of new offshore foundation concepts
and new solutions for electrical infrastructure and grid connection for wind
farms far from shore.

5. Grid requirements

Most onshore wind power can be considered as embedded generation The
requirements to the grid connection has mainly been a question of protection of
the wind turbines from fault situations in the grid. In the situation today and the
future where offshore wind farms are build in sizes of hundreds of MW (central
power plant sizes) the situation is much different. It is important for the system
operator to ensure the stability of the grid and that leads to relative strong
requirements are imposed on the grid connection.

The most important requirement is that the wind farm shall be able to continue
operation after a short circuit in the grid has been cleared by the grid protection.

This means that the wind farm shall be able survive a short breakdown (~100
msec) of the voltage in the grid.
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Doc. No. 590057
As the wind turbine technology applied at sea is so that the turbines can only

operate when connected to a strong grid, which controls both frequency and

voltage, it was a challenge for the wind turbine makers, but it turned out to be

manageable due to the short period of time.

In the future, when wind power shall cover an even greater part of the electricity
production, it may be a requirement that a wind farm shall be able to control
both frequency and voltage by itself. That will imply a major change in
technology. New solutions for operating and controlling the wind farms as
power plants are being developed in order to be able to integrate offshore wind
farm production in the system.

6. DONG Energy’s plan for reduced CO;emission

In the beginning of 2009 Anders Eldrup, CEO of DONG Energy, launched a
new vision of the company. Within a generation the amount of energy
generated from renewable energy sources versus energy generation based on
fossile fuels should be reversed from the present situation, i.,e. DONG Energy
shall move from a production mix of 15/85 to 85/15 (%).

This radical change calls for a massive increase in wind energy generation
capacity - in the far (how far?) future possibly supported by wave and solar
energy generation and supplemented with high efficient multifuel thermal power
plants using large amount of biomass and carbon capture and storage (CCS).

Massive expansion of our wind energy generation capacity will especially
involve offshore wind farms as the potential for onshore capacity is limited.

7. Bottlenecks in the construction of offshore wind farms

There are a number of bottlenecks in the development and construction of wind
farms. Currently, the major hurdles include procurement of turbines, installation
vessels and grid connection. There is a need for new players in the market and
thereby more competition amongst the suppliers.

In the longer term, sites close to shore will be limited by other uses of the sea.
This will force the wind farms further from shore and at deeper sites and that
calls for new solutions and therefore we may even see development of
commercial floating turbines.

8. Necessary technology development
From DONG Energy’s perspective there are a number of key focus areas for

technology development, which aims to both reduce costs for installation and
operation of wind power and to increase production and thereby earnings.
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Risg-R-1712(EN) 121



One area is development of calculation tools, improved or new foundations Doc. No. 590057
concepts and new installation methods that can enable cheaper production and

installation of foundations and turbines.

Another important area is development of turbines with very high reliability. One

area within this field is a better understanding of drive train dynamics and

development of new drive train solutions.

Development of new solutions for electrical infrastructure and grid connection
for wind farms far from shore, e.g. HVDC solutions.

Improved transportation and access solutions are important for efficient
operation and maintenance of offshore wind farms.

There is a need for improved wind resource and wake effect calculation tools
as well as forecasting tools that can predict the wind production.

Finally, there is a huge need for solutions that can ensure integration of large
amounts of wind power into the electricity system.

9. Outlook — future development
During the past 5-7 years there hasn’t been the same increase in turbine size
as we saw in the 90'ies. What will prove to be the optimal turbine size is for

offshore wind farms? Is it a turbine of 4, 6, 8 or 10 MW?

Another interesting question is whether the gearbox will remain in the turbines
or if direct drive turbines will prove to be the concept for the future?

Will new materials pave the way for increase in the size of blades that are not
possible today?

And will it be possible to develop a floating foundation and turbine concept that
is commercially viable?

Will offshore wind farms and wave energy integrate?
And how are we going to store large amounts of renewable energy?

There are a lot of questions and challenges for the future. The questions above
could prove to be central in the future development of offshore wind energy.
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Option values of concentrating solar power and
photovoltaic for reaching a 2°C climate target
S. Manger, R. Pietzcker, N. Bauer, T. Bruckner, G. Luderer

Abstract

In this paper we discuss the role of solar electricity as well as the relative importance of
concentrating solar power (CSP) and photovoltaics (PV) for reaching cost-optimal
energy related greenhouse gas abatement under the constraint of a 2°C climate protection
target.

We use the hybrid energy-economy-climate model ReMIND to analyze the use of solar
electricity to understand which parameters determine the deployment of one or both solar
technologies. We first carry out a literature review of recent studies on costs and
potentials of CSP and PV. After consolidating the data into one set of parameters, we
implement the two technologies in ReMIND. The results show that solar power
technologies supply a significant share of electricity in the optimal abatement scenario.
A sensitivity analysis of the investment costs of CSP demonstrates that while investment
costs have a major influence on technology deployment, CSP is used over a wide range
of values. Furthermore we calculate option values for the solar technologies by running
different climate stabilization scenarios in which either PV, CSP, or both, are excluded.
These option values serve as an indicator for the strategic relevance of individual
technologies to achieve the climate protection target. Our results suggest that excluding
solar electricity from the generation mix increases the total mitigation costs as measured
by GDP differences by about 80%.

Keywords: Photovolatic, Concentrating solar power, Learning rates, Modelling

1 Motivation

After the rapid installation of wind power capacity since the mid 1990s, power
generation directly from the sun using PV or CSP is increasingly being recognized as a
major contributor in the future energy mix. A recent example of this increased interest is
the German “Desertec” project which brings together leading companies and utilities in
order to develop CSP systems as part of an African-European partnership. The decreased
availability of fossil fuels and the aspired realization of the 2 degree climate protection
target requiring substantial CO, abatement are leading the R&D to environmentally
sound technologies (like PV or CSP). Solar energy has a huge potential — approximately
3900 000 EJ reach the earth surface every year, which is one order of magnitude larger
than the assessed potential of non-renewable energy sources [9]. However, as both PV
and CSP were only recently developed and have high initial costs, only minor
deployment has taken place: in 2007, solar energy contributed less than 0.2% to the
global primary energy consumption. Nevertheless, both technologies have experienced
and will continue to see major cost decreases due to technological learning as cumulated
capacity increases. This expectation has lead to an impressive market growth for PV in
the last ten years, and renewed interest in CSP projects in Spain, California and North
Africa over the last five years. In the future, both technologies will compete with each
other in two different ways:

1. Due to their dependency on solar radiation, both technologies require similar
site conditions. However this rivalry is partly reduced as (a) the overall solar
potential is very large, (b) PV — contrary to CSP — only requires diffuse sunlight
and can be used at low irradiances and (c) PV is well-suited to distributed
applications.
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2. Both technologies are deemed “learning technologies”. The concept of
technological learning describes cost reductions due to capacity development,
design improvements or cost reductions associated with economies of scale.
Thus, the two technologies compete for private investments and governmental
support during the learning phase until they break even with incumbent
technologies in terms of electricity production costs.

2 Technology Background

Solar energy can be converted directly into electricity using photovoltaics, or indirectly
with thermal CSP plants. PV cells generally exploit semiconductor materials to use the
photoelectric effect. The production of PV is currently dominated by poly and mono-
crystalline silicon modules, which present 94% of the market. Better understanding of
materials and device properties has resulted in continually increasing cell efficiencies,
but single-junction cells are thermodynamically limited to a maximum theoretical power
conversion efficiency of about 31%. The other 6% include new technologies like thin
films made of amorphous silicon or cadmium telluride and organic photovoltaics. [7]

PV power generation is easily scalable to adapt to local requirements: for the decentral
powering of a water pump it is possible to use single modules with 200W capacity, for
grid-connected power supply they can be combined into arrays of up to 60MW capacity.

CSP technologies use focusing optics like mirrors for concentrating sunlight on an
absorber. The absorber contains a heat transfer medium like water or oil which is heated
to high temperatures of 400 or 1000°C, depending on the technology. The thermal
energy can either be directly used in a secondary circuit to generate electricity via steam
turbines or be stored for a transformation into electricity at a later time. The two main
viable types of CSP systems are linear trough systems and power tower systems. A
trough system uses either long, parabolic mirrors or Fresnel mirrors constructed from
many flat mirrors positioned at different angles to focus solar radiation to a line absorber.
A power tower system consists of a large field of mirrors (heliostats), concentrating
sunlight onto a point-like receiver at the top of a tower, thus producing higher radiation
densities and heating the working fluid to about 1000°C.

The present paper focuses on PV and a generalized CSP technology. The issue of
differentiation between the main types of CSP systems is not elaborated here.

3 The ReMIND-G Model

We use the hybrid model ReMIND - G that couples a macroeconomic growth model
with a highly disaggregated energy system model [1] and the climate model ACC2 [21]
to determine the role of solar electricity under the constraint of an upper limit on global
mean temperature change (cf. Figure 1). [2],[12]

The macroeconomic growth model belongs to the class of Ramsey-type growth models
and is formulated as a centralized maximization problem of an intertemporal welfare
function. The Ramsey model is generally used for the analysis of intertemporal
consumption, saving, and investment decisions. But it is also used within the context of
energy, climate change and technological learning due to improved technologies and
future scarcities, increased resource costs and emissions restrictions. Subject to a number
of constraints ReMIND calculates a general equilibrium solution over the time horizon
2005 to 2100 in time steps of five years. For all experiments, a pure rate of time
preference of 1% was used.

The energy system model represents the economic sector of ReMIND at a high level of
techno-economic disaggregation of the energy system. Each technology is an energy
conversion process that requires capital and fuels. The model distinguishes between
exhaustible and renewable primary energy carriers. The extraction costs of the
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Figure 1: overview of the model structure

exhaustible resources (uranium, coal, gas, oil) are given by Rogner Curves [13], [18] to
incorporate the intertemporal scarcity due to increasing extraction costs. The renewable
energy sources wind (on- and offshore), hydro, solar, geothermal and biomass are
restricted by annual production potentials, which are divided into grades with different
full load hours to represent the diverse site conditions. The most important technologies
representing the different conversion routes originating from primary energy carriers are
presented in Table 1. Regarding solar technologies the model distinguishes between
photovoltaics (PV) and concentrating solar power (CSP) through differences in their
parameterization such as investment, operation, and maintenance costs, load factors,
learning rates, floor costs and technical potential.

As both technologies are powered by solar radiation they compete for production sites.
To model the rivalry in land use endogenously we implemented the geographical
potential in addition to the technical potential. The geographical potential is the land
area” that remains from the theoretical potential once geographical and anthropological
restrictions are considered. The geographical potential creates the competition between
CSP and PV in ReMIND-G: the area used by PV plus the area used by CSP must be

Primary enery types

Exhaustible Renewable
Coal Crude oil Natural Uranium Solar Geothermal Biomass
gas Wind,
Hydro
Electricity PC* DOT GT LWR SPV HDR BioCHP
IGCC* NGCC* CSP
% CoalCHP GasCHP WT
1= Hydro
% Hydrogen C2H2* SMR* B2H2*
é Gases C2G GasTr B2G
S Heat CoalHP GasHP GeoHP BicHP
E CoalCHP GasCHP BioCHP
5 Transport fuels C2L* Refinery B2L*
L
- BioEthancl
Other liquids Refinery
Solids CoalTR BioTR

Abbreviations: PC — conventional coal power plant, IGCC — integrated coal gasification combined cycle power plant, Coal CHP — coal combined heat
and power plant,C2H?2 - coal to hydrogen, C2G - coal to gas, CoalHP - coal heating plant, CZL coal to liquids, CoalTR. - coal
transformation, DOT - diesel oil turbine, GT - gas turbine, SME - steam methane reforming, GasTE. - gas transformaticn, GasHP - gas
heating plant, LWR. - light water reactor, SPV - solar photovoltaic, CEP - concentrating solar power, WT - wind turbine, Hydro -
hydroelectric power plant, HDR. - het dry rock, GeoHP - heat pump, BioCHP - biomass combined heat and power, B2H2 - bicmass to
hydrogen, B2G - biogas plant, BicHP - biomass heating plant, B2L - biomass to liquid, BicEthanol - biomass to ethanc], BioTR -
biomass transforrmation
* this technology is also available with carbon capture and sequestration (CC=)

Table 1: Conversion routes from primary to secondary energy carriers
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daily variation

weekly variation

seasonal variation

Parameterized technologies:

Chargel/discharge efficiency:
Storage capacity [h]
Investment costs [$2005/kW]:
Floor costs [$2005/kW]

Learn rate

Life time [years]

Cumulated Capacity [GW]

Cheaper technologies, but not
included due to limited potential **

* H2: Hydrogen; CCGT: Combined Cycle Gas Turbine, (AA-)CAES (Advanced Adiabatic) Compressed Air Energy Storage

Redox-Flow-
Batteries

80%
12
4,000
1,000
10%
15
0.7
pump hydro &

(AA-)CAES*

H2* electrolysis
+ CCGT*

40%
160
6,000
3,000
10%
15
0.7

pump hydro &
(AA-)CAES*

**Over the life time, the production is continually decreased down to 60% of initial capacity

require the model to
build sufficient
renewable capacities
to always meet total
demand in each
season

Table 2: Storage technologies subdivided to variation.

equal to or less than the total solar geographical potential.

To model technology development of comparatively young technologies like wind, PV
and CSP through learning-by-doing, we use the ”learning curve concept” [10]: costs
decrease as a power law as cumulated installed capacity increases. To reflect that
learning slows down as a technology matures, we modified this commonly used

relationship by splitting investment costs into learning costs and floor costs. The former
can be reduced through the normal learning curve, while the latter specify the minimum

costs that are reached asymptotically at very high cumulated capacities. Thus, total
learning slows down as the floor costs are approached.

Renewable energies are intermittent and thus require storage to achieve a stable

electricty supply once they make up a large share of generation. We implemented storage

requirements for wind, offshore wind and PV along the following lines:

Variations in output are divided into day-long (e.g., day-night for PV), week-long (e.g.,
one week without wind) and seasonal variations. The storage technology required by
each class of variations is stated in Table 2. Costs and efficiencies of the storage
technologies are based on the values stated in [4] and expert interviews. Quite
intuitively, the amount of storage required depends on the penetration rate of the
fluctuating technology for which the storage is used. Even without any renewable
energy, the existing production capacities and the distribution network already need a
certain flexibility, as both production and demand fluctuate. Adding a minor new

Marginal storage needed due to PV
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Figure 2: Storage requirements as a function of the share of generation. The left panel
depicts the storage need for each additional unit of PV capacity. The right panel depicts
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Figure 3: Learning curve a) PV b) CSP. Values above 5GW (PV) and 0.4GW (CSP) are
projections into the future performed by the individual studies.

fluctuating source does not have a large impact on the system as the individual
uncorrelated fluctuations (e.g., wind and PV) cancel each other out. As one technology
dominates the energy mix, however, its fluctuations have much more impact on the
energy system and thus require more storage. This observation was implemented as
follows: Taking electricity from PV as an example, the marginal storage required for
keeping the system stable while adding another KW of PV rises linearly with the
penetration rate. This leads to the effect that the total amount of storage required to
compensate the PV usage increases with square of the penetration rate of PV, as depicted
in Figure 2.

4 Data

To determine the cost and production potential parameters for PV and CSP, we
performed an extended literature review.

4.1 Costs

Numerous studies have analyzed cost parameters and learning curves [6],[8],[10],[11],
[15],[16],[17].[20] since the boom starting at the end of the 90s. Although economic
cycles (due to, e.g., scarcity of feedstock silicon or feed-in tariffs) caused price
fluctuations lasting for 2-4 years, over longer time scales PV consistently showed a very
high learn rate of 20£3%. The resulting learning curve and its position with respect to the
values from different studies can be seen in Figure 3a.

For CSP, the data base is much more limited. The only commercial plants are the SEGS
plants in California. Apart from that, several smaller research and demonstration projects
were built, but few cost data exists. Parameterization is further complicated by the fact
that heat storage — one of the main advantages of CSP over PV — has only once been
implemented in a commercial plant, namely Andasol 1 in Spain. We therefore used
studies in which costs from the individual parts — power block, solar field and heat
storage — are scaled up to yield a configuration which can be used as base-load plant: a
12-16h storage CSP plant with a solar multiple of 3, able to produce 5500 full load hours
at a DNI* of 2400 kWh/m2/a [14],[15],[19], [22],[25]. For CSP trough technology, which
was already used for 400MW of power plants, values between 4000 and 9000 $/kW are
stated, while for the power tower technology — a much less mature technology with only
30 MW of cumulated installed capacity — costs of 6500 to 11000 $/kW are projected. To
aggregate the values for trough and tower plants into a “combined CSP”-
parameterization, we used the learning curve for trough technology and doubled the
capacity additions required to achieve a given cost reduction. Thus, the current cost of a

1 Direct Normal Irradiance (DNI) is the total amount of sunlight that directly hits a plane which is kept
perpendicular to the incident rays.
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Investment Operation & Life time* Floor cost Learn Cum. installed Land use
cost Maintenance rate capacity
[$2005/kW] [% of inv. cost]  [years]  [$2005/kW] [%] [ew] MKW
PV 4,900 15 35 600 20 5 15
csP 9,000 25 35 1,500 10 0.4 50

*Over the life time, the production is continually decreased down to 60% of initial capacity

Table 3: Parameterization of PV and CSP

trough power plant at 400 MW cumulated capacity is equal to the cost of “combined
CSP” at 800 MW of cumulated capacity. The learning curves are shown in Figure 3b.

Our final parameterization for both technologies is displayed in Table 3.

4.2 Potential and capacity factors

To calculate the technical potential of solar technologies, researchers have used world-

wide satellite data for DNI and constructed GIS-based filters to exclude areas that are not

available for power plant construction due to geographical (marsh, sand desert, forest,
slope>2%) or anthropological (habitation, agriculture, cultural site) reasons [23],[24].
Using our own power plant parameterization, we calculated the total electricity that
could be produced on the land area given by [23]. We then used regional conversion
factors from DNI to the diffuse irradiance on a fixed tilted surface to calculate the PV

potential.

When aggregating the regional potentials into one global potential (see Table 5), we
strongly decreased the total potential for the upper grades to reflect that some regions
only have very low-grade potentials. Even though one region like Africa can have a very
high grade 1 potential which is theoretically sufficient to supply the whole world with

electricity, in reality this would not happen due to transmission costs between continents.

DNI maximum annual electricity production from sunlight [EJ]

Grade [kWh/m2] | EUR RUS us JAP  CHIN IND AFR LAM MEA EAS ROW Global
1 2700 0 0 0 0 11 0 1,246 49 133 0 179 1,620
2 2600-2700 0 0 8 0 8 0 643 24 116 1 513 | 1,310
3 2500-2600 0 0 29 0 41 0 734 39 126 16 748 1,730
4 2400-2500 o] 0 86 0 40 2 754 80 257 70 533 1,820
5 2300-2400 1 0 59 0 102 3 508 95 217 111 316 | 1,410
5] 2200-2300 2 0 78 0 155 2 503 100 142 39 132 1,150
7 2100-2200 2 0 62 0 66 4 368 86 46 19 67 720
8 2000-2100 3 0 51 0 30 28 497 119 64 16 24 830
all 2000-2700 9 0 373 0 453 39 5,254 593 1,101 272 2,511 10,610

Table 4: Regionalized technical potential for annual electricity production from CSP.

Grade

1 2

Calculated from [23]

3 4 3 6

7

8

total

Max. annual electricity
prod. [El/a]

10 30

50 100 150 300

700

2300 3640

CSP Full load hours [h]

6140 5920 5690 5460 5230 5010 4640 4380

PV Full load hours [h]

Table 5: Adjusted global technical potential for electricity production from CSP and PV
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5 Results

This section shows the major results from the simulations carried out with the model
ReMIND-G, considering two basic classes of scenarios: BAU (business-as-usual) and
POL (policy). In the BAU case we simulate a development as if no climate policy was
imposed. Thus there is no constraint on global CO, emissions. Within the POL scenario
the CO, emissions are limited to the EU climate policy target to avoid a global warming
by more than 2°C compared to the pre-industrial level. Moreover, for both BAU and
POL runs two main technology scenarios are distinguished: Basic and Solar.

5.1 Basic Scenario

In the “Basic” scenario we simulate a development with PV but without CSP power
plants, representing the default ReMIND setting. Figure 4 represents the development of
the energy system for the BAU and the POL case. In both cases, the electricity
production increases steadily during the century from 89 EJ in 2005 to 490 respectively
450 EJ in 2100. The energy demand is determined largely by two factors: the assumed
population growth scenario (exogenous assumption) and the economic growth calculated
endogenously by ReMIND-G. Only the continuous decrease of fossil fuel resources and
the increase in energy efficiency dampen the upward development of electricity
consumption.

The electricity production in the BAU case is mainly based on fossil fuels like coal, gas
and oil. The use of coal increases strongly over time because of low costs and flexible
trade and replaces gas and oil during the first half of the century. As for renewable
energies, wind and biomass become competitive after 2010 due to increasing extraction
costs of coal. The use of solar energy will not start before 2060. Nuclear energy will be
used as a substitution for coal at the end of the century. Due to the high share of coal,
CO, emissions are particularly high during the first half of the century.

In the policy scenario, drastic changes in the energy system are induced by climate
policy. While the use of fossil fuels is significantly reduced and coal is completely to
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Figure 4: Basic case: technology mix in the power sector a) BAU case b) POL case
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Figure 5: Solar Scenario: technology mix in the power sector a) BAU b) POL
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phased out, renewable technologies and nuclear energy are developed earlier. In contrast
to the BAU scenario wind and solar energy play an increasing role already after 2020. In
2100 the share of renewable technologies in the electricity mix accounts for a total of
90%. In addition, nuclear energy and gas (NGCC) combined with CCS technology are
deployed.

5.2 Solar Scenario

In the ”Solar” scenario we additionally implemented CSP to investigate how the two
solar technologies influence each other. Figure 5 shows the changes in the electricity
mix caused by CSP.

The Solar BAU scenario is similar to the Basic BAU scenario: Coal is still the dominant
energy carrier and quickly replaces gas and oil. Renewables contribute only a minor
share, with CSP being deployed from 2075 onwards. CSP completely replaces PV, and it
is being deployed a bit stronger than PV was in Basic BAU. Nuclear energy is
reintroduced about 2080, but it is deployed to a lesser extent than without CSP.

The availability of CSP leads to fundamental changes in the Solar policy scenario as can
be seen in Figure 5b. Most notably, CSP becomes the major electricity source, supplying
more than 50% from 2075 onwards. The contribution of other renewable technologies is
reduced. Nevertheless, the share of renewables reaches about 90% of total electricity
from 2060 onwards. The uranium that was required in the middle of the century in the
Basic Policy scenario is now used earlier. This allows ReMIND to slightly reduce the
gas use in the electricity sector and employ it instead for heat or transport (not displayed
here). At the end of the century, the share of renewables in the electricity sector reaches
98%. Accordingly, the emissions of the electricity mix adjust to zero by the end of this
century.

5.3 Option Values of Solar Technologies

To analyze the importance of solar electricity for achieving the EU climate target, we
calculated the changes in mitigation costs which have to be paid to limit global warming
to 2°C. As proxy for the mitigation costs we use global discounted GDP, cumulated from
2005 to 2100, and calculate the relative reductions in GDP in POL compared to BAU.

To calculate the option value of a technology, we run a scenario in which this technology
is excluded from both BAU and POL. Accordingly, ReMIND must invest into other,
more expensive technology options, and thus a lower GDP will be calculated, leading to
higher mitigation costs.

We compared the relative mitigation costs for 4 scenarios: “No Solar” (neither CSP nor
PV), “Basic” (no CSP), “No PV” and “Solar” (CSP and PV). As can be seen in Figure 6,
not using solar power at all increases mitigation costs greatly by more than 80%, from
0.44% GDP in the Solar case with both CSP and PV, to 0.78% GDP in the No Solar
scenario. Furthermore we find that with the current parameterization, CSP can

GOP differences, noSolar: 0.777 % Basie (no CSPY 057913 % no PV: 043046 % Solar (PV & CSP) 04187 %
0.8, . . . . )

Basic ino CSF) no Py * Solar (PV £ CSP)
case

Figure 6: Relative GDP reductions mitigation costs as percentag of GDP for different
technology scenarios.
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easily compensate for excluding PV (mitigation costs increase by 3%), while the reverse
does not hold (mitigation costs increase by 39%). This is probably due to the larger
dependence of PV on electricity storage which becomes more and more expensive as
share of generation increases (cf. Ch. 3). In contrast, CSP uses mostly cheaper thermal
storage which is already included in the plant layout and thus does not become more
expensive with increased share of generation.

5.4 Sensitivity Analysis

As CSP is still a newly developed technology with little commercial experience, the cost
parameters are subject to major uncertainties (cf. Ch. 4). In order to test the robustness of
our results, we performed a sensitivity analysis on investment costs.

Figure 7a shows the shares of CSP and PV in the cumulated electricity production from
2005 to 2100 for the POL scenarios. As investment costs for CSP increase, less and less
electric power is produced by CSP plants, while the share of PV is increased. While CSP
is completely replaced in the BAU scenario if the investment costs exceed 9000 $/kW, it
is still used in the policy scenario due to emission constraints.

Figure 7b shows the temporal evolution of the electricity mix for the POL scenario with
CSP investment costs of 10000 $/kW. In comparison to Figure 5, the decreasing share of
CSP in the power production becomes apparent. Apparently, PV compensates the
electric power generation by CSP when this technology is used less.

In summary it can be stated that CSP will play an important role in the electricity mix in
both the POL and the BAU scenario. Due to uncertainties of investment costs and
neglected grid integration costs we have made sensitivity analysis with increasing
investment costs to estimate the range where CSP is still employed. The results indicate
that CSP is even employed in the policy mix if costs are increased by 45% . This implies
that we have a high margin of safety to cover the risks of uncertainty and grid
integration. Nevertheless, increasing investment costs leads to a slow replacement of
CSP and higher mitigation costs.
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Figure 7: Parameter variation ( a) Share in cumulated electricity production by CSP
and PV in the policy scenario (b) Elecricity mix with CSP inv. costs of 10000 $/kW

6 Conclusion

In this paper we present the results of using the hybrid-energy-economy-model ReMIND
to analyze the role of solar electricity as well as the relative importance of CSP and PV
in the future energy mix under the constraint of the 2°C EU climate protection goal. The
model takes into account the competition between PV and CSP, both for constructions
sites with strong irradiance and for investment capital to achieve cost reductions from
technological learning. The dynamics of technological progress are modelled
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endogenously through a learning curve approach. To determine the robustness of the
model results, we varied the investment costs of CSP.

The results show that solar power technologies will supply a significant share of
electricty in the optimal abatement scenario if a stringent climate target of 2°C is to be
met. In the BAU scenario coal dominates the electricty mix due to low costs. Either PV
or CSP are deployed from 2070 onwards, with both cases resulting in the same GDP
values.

In the Policy scenario the energy system is radically restructured due to the required CO,
abatement, leading to an electricity mix that is dominated by renewable energies,
especially CSP and PV. Without CSP implemented, PV plays the major role in the
energy mix, supplying about 50% in 2100. When CSP is introduced, it becomes the
major electricity source, supplying more than 50% from 2075 onwards. It replaces most
of PV, the other renewables are reduced, nuclear energy is used earlier and CCS is not
used anymore in the electricity sector.

To analyze the importance of the two solar technogies, we calculated how the GDP
difference between BAU and POL cases, which acts as proxy for mitigation costs,
changes when an individual technology is removed from the model. We find that
exluding solar electricity increases GDP losses by more than 80%. Furthermore, if only
one solar technology is used, PV is readily replaced by CSP with only minor GDP
losses, while the inverse is not true.

We can conclude that if policy makers decide to enforce climate protection, CSP will
play an important role in the power mix due to its base load capability and the resulting
low electricity production costs. This result is emphazised by our sensitivity analysis: Up
to a cost increase of 45%, CSP remains part of the generation mix in the Policy scenario.
This leaves a wide safety margin for possibly underestimated investment costs or grid
integration costs, which are neglected in ReMIND. Therefore it seems important to
implement CSP in other models to test and consolidate the herein discussed results.

In ReMIND, the PV share of electricity generation is greatly reduced as CSP is
introduced into the model. In reality, the rivalry and the resulting crowding-out will
probably not be as severe due to several reasons:

1. while CSP plants will only be built by major energy suppliers, PV was in the
past mainly financed decentrally by private capital. As increased private capital
flowing into PV is expected once grid parity is achieved, small-scale PV growth
may even accelerate much faster in the future.

2. ltis impossible to know if all expectations about technological learning will
come true. Thus, a prudent policymaker will not solely rely on one learning
technology but rather try to promote both.

3. Due to its scalability, PV can be used in many less-developped regions to power
villages not connected to a central electricity grid. This is not possible with CSP
plants which require the economies of scale of 50-400MW-plants to be
economically feasible.

4. In certain regions, CSP cannot be used due to low direct sunlight. PV only
requires diffuse light, so its geographic deployment zone is larger than that of
CSP.

To better analyze the influence of regionally limited potentials and to avoid
overestimating CSP deployment, it is necessary to implement CSP systems in a model
with a higher regional resolution. This might also allow the estimation of grid integration
costs via the proxy of interregional electricty imports and exports and would probably
lead to a partial replacement of CSP by PV due to its decentralized utilization.

Furthermore, it needs to be stressed that there is little commercial experience with both
tower CSP and thermal storage. Thus, the results of our analysis might change in the
near future when cost data from several projects being realized in 2009 or 2010 (more
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than 5GW of new constructions are projected until 2012) is included in our
parameterization.

Owing to these caveats, the presented results should only be seen as a first sketch of the
possible importance and deployment of solar technologies as we could not give adequate
credit to all possible barriers and constraints.
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Solar energy — new photovoltaic technologies

Peter Sommer-Larsen
Risg National Laboratory for Sustainable Energy, Technical University of Denmark

Abstract

Solar energy technologies directly convert sunlight into electricity and heat, or power
chemical reactions that convert simple molecules into synthetic chemicals and fuels. The
sun is by far the most abundant source of energy, and a sustainable society will need to
rely on solar energy as one of its major energy sources.

Solar energy is a focus point in many strategies for a sustainable energy supply. The
European Commission’s Strategic Energy Plan (SET-plan) envisages a Solar Europe
Initiative, where photovoltaics and concentrated solar power (CSP) supply as much
power as wind mills in the future.

Much focus is directed towards photovoltaics presently. Installation of solar cell occurs
at an unprecedented pace and the expectations of the photovoltaics industry are high: a
total PV capacity of 40 GW by 2012 as reported by a recent study.

The talk progresses from general solar energy topics to photovoltaics with a special
focus on the new photovoltaic technologies that promises ultra low cost solar cells.
Unlike many other renewable energy technologies, a pipeline of new technologies is
established and forms a road towards low cost energy production directly from the sun.

1 Solar energy technologies

Solar energy may become a major component of future sustainable energy supply in the
form of solar thermal heating, photovoltaics and concentrating solar power. Targets for
deploying solar energy are continually increasing, and it is too early to definitively state
how much energy solar systems will supply globally.

Theoretically, solar energy is the largest renewable energy source. The Earth receives
more energy from the sun in just 1 hour than humanity uses in a whole year. Solar cells,
solar thermal heating systems and concentrating solar power plants are well-proven and
mature technologies that have been installed at an unprecedented pace in the past few
years.

A continuing increase in the installation rate is strongly correlated with declining
production costs. This reduction is still needed to make photovoltaics in particular and,
to a lesser degree, solar thermal heating and concentrating solar power cost efficient and
to make the price of energy produced by these technologies similar to other sources of
electrical power, heating and cooling.

Various industry segments, research institutions and public bodies such as the European
Technology Platforms have laid roadmaps for incrementally improving the technology,
scaling up capacity and deployment scenarios. These plans target the need to reduce
production costs and are the background for the ambitious targets described below.

Solar thermal heating and photovoltaic technologies include both centralized and
distributed generation of energy and offer a geographical spread of generation over most
of the industrialized world. Concentrating solar power targets power plants located in the
sunniest regions of the world. The visions of the solar energy sector call for massive
deployment of both centralized power plants and distributed power generation: building
integrated heating and photovoltaic panels.

This vision constitutes a paradigm shift in energy supply. It requires adopting control and
storage technologies that allow the harvested energy to be utilized. Fulfilling the vision
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requires planning, and starting now, deployment on a large scale, and the industry must
strive to reduce production costs while building up production capacity.

Globally, a capacity of 145 GW of thermal equivalent (GWth) of solar thermal heating
was installed by 2008; 13 GW grid-connected and approximately 14 GW total
photovoltaic electric capacity (GWel) was installed by 2008; and about 1 GWel of
concentrating solar power by 2008. The solar thermal heating market has grown by at
least 30% annually in recent years. The photovoltaics market increased by 110% from
2007 to 2008, and several new concentrating solar power plants are under construction.

2 The promises of current photovoltaic
technologies

The European Commission’s Strategic Energy Plan (SET-plan) envisages a Solar Europe
Initiative, where photovoltaics and concentrated solar power (CSP) supply as much
power as wind mills in the future. The European Photovoltaic Industry Association
(EPIA) in their proposal for a Solar Europe Industry Initiative establish a roadmap for
research, development, and deployment resulting in much reduced production costs for
photovoltaics — reductions that form the basis for establishing PV as a mainstream clean
and sustainable energy technology providing up to 12% of the European electricity
demand by 2020, and 20% by 2030, and even 50% by 2050.

This roadmap deals with current Silicon and thin film solar cells and it relies on a careful
analysis of the incremental progress in technology and production methods. It is strongly
related to the historic and anticipated relation between production costs and production
volume — exemplified in a very high learning rate of 22% until 2006 and an anticipated
future learning rate of 20%, which slowly decrease to 15% over the next decade.

The milestones for cost reduction and technological progress in the SEII are: typical
turn-key large system price of 2 €/Wp by 2015 and <1.5 €/Wp by 2020; PV electricity
generation cost in Southern EU of 0.13 €/kWh in 2015 (below retail electricity prices =
grid parity) and below 0.06 €/kWh by 2030 (below wholesale electricity prices); grid
parity in most of EU by 2020; Typical commercial flat-plate module efficiency up to
20% by 2015 and up to 25% by 2030; Lifetime of PV modules of up to 40 years for c-Si
and thin film technologies by 2020.

3 New photovoltaic technologies

A host of new solar cell technologies are currently being investigated and developed.
Approaches based on classical semi-conductors like quantum well solar cells and perfect
crystalline nano-structures are well described in [1] as is also the dye sensitized solar
cells and organic photovoltaics.

From the group of organic photovoltaics the present presentation deals with polymer
solar cells [2-5] as perhaps the most promising technologies for future ultra-low cost
solar cells. These organic conjugated polymer based solar cells take advantage of low-
cost, large area, solution-based manufacturing via spin coating, ink-jet printing and
screen printing, and allowing the development of applications on flexible substrates. A
recent series of papers details printing and processing methods of polymer solar cells and
demonstrate the feasibility of these production methods [6-10]. The US based Konarka
Technologies Inc is now marketing polymer solar cells. During the last decades, polymer
solar cells have been widely investigated, and power conversion efficiency (PCE) up to
5% has been obtained. But still, the criteria of PCE and large area processing presently
limit the commercialization of the polymer solar cells. It is conceivable those polymer
PV systems become economically competitive in the future and that they may be more
environmentally friendly to produce.
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A very recent paper [11] evaluates the environmental and economical potential of
polymer solar cells. In particular the environmental impact — take an example expressed
as energy payback time — of polymer solar cells is evaluated to potentially become much
lower than for traditional multicrystalline Silicon (mc-Si) solar cells: the paper estimates
an energy payback time as low as 2% months for a flexible solar cell in contrast to 2
years for mc-Si cells.

The energy payback time is in fact a key figure in evaluating the net energy generation of
a solar cell technology in a deployment phase. As all roadmaps are based on a relative
fast deployment, it appears that the net-generation within the deployment period may
become substantially higher for polymer solar cells than for Silicon solar cells despite
their lower efficiency and lifetime. Due to the reduced lifetime, it takes a larger installed
capacity of polymer solar cell than mc-Si cells to generate the same amount of energy
after the deployment period has ended.
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Principles of Sizing 2G Biofuel Plants and
Biorefineries
By Chresten Meulengracht, EthanoLease Aps

Abstract

Traditional practice for oil&gas based chemical plant design and operation is simple: the
bigger the better. Both the unit cost of construction and the unit cost of operation
(measured in e.g. USD/barrel produced) are reduced when the size of the facility is
increased - economies of scale has been demonstrated successfully for decades. This is
partly due to many years of engineering development, and that plants based on gas and
liquids collected at central locations (upstream oil&gas production) are easily scaled up in
remote locations without requiring more manpower. Examples from the oil and gas
industry will be shown. The bio industry is in comparison very new and based on solid
feedstock (straw, wood, etc) which must be collected over large areas. Engineering design
and construction practices are still in its infancy, and there are yet no engineering design
rules and calculation methods for 2G biomass (i.e. cellulosic) based chemical plants. In
addition collection and transportation costs of the biomass feedstock increase with
distance to the plant, and therefore an optimum “collection radius” can be calculated.
Calculation examples for optimizing the size of bioethanol plants under various
assumptions will be given. The conclusion is that at this stage of development of 2G
biofuel plants and biorefineries, “economies of scale” means small decentralized plants
located very close to the source of biomass feedstock. Following many years of experience
with designing these plants and collecting biomass economically over larger areas, it may
be possible to increase the size of plants to match the traditional oil&gas based plants.
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1 The Development of the Traditional Oil
Industry and Plant Sizes
(Ref [1] - [7])

The oil industry started similar to other industries with small (and risky) production
plants. The early beginning took place in the US where Colonel Drake pioneered the
modern methods for drilling for oil in Pennsylvania in the 1850’ies.

By 1860 there were 15 refineries in operation in the US. Known as "tea kettle" stills,
they consisted of a large iron drum and a long tube which acted as a condenser. The
capacity of these stills ranged from 1 to 100 barrels a day.

In the early 1900's, the introduction of the internal combustion engine and its use in
automobiles created a market for gasoline that laid the foundation for rapid growth of the
petroleum industry.

Prior to World War Il in the early 1940s, most petroleum refineries in the United States
consisted simply of crude oil distillation units. Most modern refining processes became
commercially available within 5 to 10 years after the war ended and the worldwide
petroleum industry experienced very rapid growth.

In the United States the construction of new refineries came to a virtual stop in about the
1980's. However, many of the existing refineries have revamped many of their units
and/or constructed add-on units in order to increase their crude oil processing capacity.
Figure 1 shows that the number of refineries decreased since 1980 in the United States,
as capacity increased — slowly.

Figure 1 — Number of US Refineries pr. 1.January 2009 (Ref. [6])
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The 1980s saw the development of offshore exploration projects, which were in much
more challenging conditions than had previously been attempted. The Troll field in
Norway was one example; another was in the Gulf of Mexico where a new well was
drilled at a depth of 2.3 km, a new record.

The size of upstream drilling and production facilities has been increasing steadily over
the decades, to reach greater drilling depths, water depths and production capacities. This
has happened both to keep feeding the ever increasing market demand for oil and gas
and to drive down costs per barrel of oil (or gas equivalent) produced.

This is clearly demonstrated by the below Figure 2 which shows incremental increases in
water depth with time.
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Figure 2 — Subsea completion records by PetroBras offshore Brazil (Ref. [7])

Subsea Completion Records

The above are just a few clear indications that progress takes place to i) increase capacity
per plant to reduce costs per barrel and ii) the changes takes place incrementally building
on prior experience and not in great risky quantum leaps.

There are a number of reasons for this (intuitively logical) development:

1. The costs of oil and gas plants are great, sometimes exceeding a billion USD per field
or per refinery

2. You can implement a certain limited number of improvements compared to previous
plants since R&D activities take time to develop new technology

3. Most large scale industries are very risk averse since failure will be remembered for
many years
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2 Development of Scale from Lab to Industry
(Ref [8] - [9])

A number of stages should be used when conducting development from idea to industrial
production of any chemical process, as a minimum :

1. Laboratory Experiments: Certain aspects of the process are investigated by handling
small amounts of raw materials, in order to characterize the chemical reactions in
mathematical terms.

2. Pilot plant experiments: During this phase the first scale-up problems are identified
and dealt with, such as impurities in the raw materials, operation over long periods,
equipment reliability and heat losses.

3. Demonstration unit: This is the first industrial unit on a modest scale, e.g. 1/10 of the
expected industrial production level. This is however an expensive and time-consuming
step which often is attempted to dispense with.

4. Full scale (proto-type) production unit: This is a full scale plant, and since it is the first
of its kind, it will require longer than normal to commission, and design and equipment
may have to further optimized.

The key issues making it necessary to scale up in steps rather than going directly from
laboratory scale to industrial scale are heat and mass transfer issues, especially those due
to convection. Temperature has a major impact on the speed of reactions, and conversion
rates are therefore highly influenced by e.g. equipment geometry which impacts flow
patterns and thereby temperature profiles. The presence of turbulence measured by the
Reynolds number is important for e.g. CSTRs — continuously stirred tank reactors, to
achieve proper blending and uniform reaction conditions.

As part of the scale-up efforts is necessary to develop mathematical process simulation
models to be able to predict the process under varying process conditions, and design
equipment. This model will typically be able to calculate reaction rates and heats, heat
losses and mechanical losses such as friction losses and losses in pumps and
COMpressors.

By a 2G bio refinery is meant a chemical process plant based on solid non-food biomass
such as straw, corn stover or wood as raw material. In theory almost all chemical
compounds can be produced on the basis of biomass, but in the following only
bioethanol production plants based on fermentation of cellulose and hemicellulose will
be considered.

The 2G bioethanol industry is still in its infancy and just at the brink of embarking on
demonstration and prototype plants. This again means that engineering knowledge and
experience is also at its infancy and there is only little operational experience available
for developing engineering rules. This also means that it is not currently possible to
construct successful large scale plants from a pure engineering point of view.

Verenium in Louisiana is a case that demonstrates these principles. Firstly, a pilot plant
was opened in 1999, and during 2006 the company completed upgrades on the pilot
facility, enabling it to conduct combined C5 and C6 fermentations. This pilot plant can
process approximately two tons of biomass per day into ethanol. It is operated as an
R&D facility to improve the company’s process technology and to validate the
company’s process on a wide variety of biomass feedstocks.

Next door to the pilot facility, Verenium has recently constructed a 1.4 million gallon per
year demonstration plant and plan to have it in operation by year end.. Preparations are
also being made for Verenium’s first commercial-scale facilities, which are expected to
produce 30 million gallons of ethanol per year.
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3 Bio (Ethanol) Refinery Logistics and Economic
Assumptions

In order to carry out economic evaluation of the optimum bio refinery size, the key
technical and economic assumptions need to be defined.

The key differences between oil and gas based production facilities and 2G biomass
based production facilities are:

1. Collection and transportation costs per energy unit are much higher for 2G
biomass based production plants than for oil and gas. Oil and gas can be
transported in pipelines with pumps and compressors. This technology has been
developed over decades and is highly efficient. The bigger the transportation
capacity, the lower the costs per unit volume. Solid biomass in the form of
straw, corn stover and wood is on the contrary much more energy and time
consuming to collect and transport.

2. Current technology is adapted to direct use of oil and gas is both refineries and
chemical factories. Biomass, on the other hand has to be pretreated in order to
release the valuable chemical components, C5 and C6 sugars, for further
processing to useful chemical compounds such as ethanol.

The above two factors are challenge both technologically and economically. The
technology is under development but it is currently not known what the optimum plant
sizes are.

The previous sections have been concerned with showing that from an engineering point
of view, the 2G Bio Refinery industry must go through further engineering development
before large capacity plants can be constructed. This is similar to the oil and gas industry
which has undergone continuous development for more than a century, both from a
technology and a production capacity point of view.

The following sections will be concerned with showing that with current technology, 2G
bio refineries have an optimum size under a given set of assumptions, and this size
should obviously be sought to make them as economic as possible.

For simplification we will only look at production of 2G bioethanol (also written as
EtOH in the following). This type of facility has all the challenges, including collection
and transport of 2G biomass and conversion of all types of sugars.

The economic competitiveness of 2G bioethanol production is highly dependent on
feedstock cost, which constitutes 35-50% of the total ethanol production cost, depending
on various geographical factors and the types of systems used for harvesting, collecting,
preprocessing, transporting, and handling the material.

In the following sections 5 and 6, the following key reference plant data will be used:
» Production capacity = 12 M3 / day

Plant CAPEX = 3.1 MM EUR

Plant OPEX =2 MM EUR

Straw cost = 87 EUR / MT

Average supply of straw =2 MT per hectare (assumed to be 50% of the capacity
if land is only used for straw based crop production)

YV V V VY

Plant CAPEX and OPEX have been based on general industry norms and experience at
current price levels.
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4 Bio (Ethanol) Refinery CAPEX / OPEX versus
Capacity

Generally there is a correlation between total CAPEX (Capital Expenditure) and total
OPEX (Operational Expenditure) with total production capacity, but it is rarely directly
proportional.

In this section, the CAPEX and OPEX have been estimated for the production range 2 —
40 M3 EtOH / Day on the basis of the reference plant with a production capacity of 12
M3 EtOH described in the previous section. The results are shown in Figure 3.

For other production capacities, the CAPEX is estimated using formulas shown in Ref.
[11]: CAPEX(prod.cap.Y) = CAPEX(prod.cap.X) * (Y/X) ~ 0.7

Concerning OPEX, the costs are assumed to vary in the following ways :
a) Costs for enzymes, chemicals and fuel vary proportionally with production capacity
b) Costs for manning vary proportionally with CAPEX

c) 50% of the costs for straw vary proportionally with production capacity and the
other 50% vary proportionally with the square root of the production capacity
relative to the reference plant production capacity. The reason for this is that the

area (assumed to be proportional to the supply of straw) increases with the square of

the distance, and it is assumed that ca. 50% of the straw costs are associated with
collection and transport.

Figure 3 - Total CAPEX and OPEX in MM EUR as a function of daily production
capacity
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The above Figure 3 shows that, as expected, total CAPEX and OPEX increase with
increasing production capacity.
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In the traditional oil and gas industry, CAPEX and OPEX per volume unit decreases
with increasing production capacity. This is the classical economies of scale. This also
applies to the CAPEX of 2G bio refineries, however not to the OPEX per produced
volume unit, as shown in figure 4. The main reason is that the supply costs of biomass
raw material increases with production capacity.

Figure 4 - CAPEX and OPEX in EUR per M3 EtOH as a function of daily
production capacity
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This is further substantiated by Figure 5 which shows that the collection radius increases
with increasing production capacity.

Figure 5 — Collection Radius in km as a function of daily production capacity
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5 Bio (Ethanol) Refinery Optimum Capacity

The previous sections have studied the logistics and costs of constructing and running
bio refineries. In order to determine the optimum size under a given set of conditions, it
is necessary to calculate the after-tax net present value (NPV) of an investment into a bio
refinery. Given any set of conditions, we can still study the influence of changing some
of the key parameters and make conclusions on the importance of changes to the initial
assumptions.

Figure 6 shows how NPV varies with production capacity under a pre-defined set of
standard conditions which are :

» Ethanol price = 0.67 EUR / Liter

7% discount rate

10 year production period (additional years will not impact NPV greatly)
90% plant uptime

YV V V V

30% income tax, with all costs are expensed immediately for tax purposes

Figure 6 — Net Present Value in MM EUR as a function of daily production
capacity — Standard Conditions

NPV, 10 years, 7% discount
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The optimum daily production capacity is found to be 24 M3 EtOH, corresponding to
approx. 10 million liters per annum design capacity (shown in the following figures 7 — 9
as a red stapled line). The NPV under these conditions is approx. 1.4 million Euro.

Figure 7 shows a sensitivity analysis by increasing straw costs by 10%. The optimum is
then reduced significantly to 16 M3 EtOH / Day, and the NPV is reduced to almost 0, all
other conditions being the same.
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Risg-R-1712(EN)

Figure 7 — Net Present Value in MM EUR as a function of daily production
capacity — Straw Costs Increased by 10%
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As shown by Figure 8, the influence of increasing the equipment costs by 10% is far
lower, so in other words the NPV is less sensitive to CAPEX (percent) changes than
OPEX (percent) changes.

Figure 8 — Net Present Value in MM EUR as a function of daily production
capacity — Equipment Costs Increased by 10%
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Figure 9 shows there is significant sensitivity towards changes in ethanol prices. An
increase of 10% increases the NPV for a production capacity of 24 M3 EtOH / Day,
from 1.4 to approx. 4.5 million Euro. The optimum production capacity is almost

doubled to 44 M3 EtOH / Day which results in an NPV of approx. 5.5 million Euro.

Figure 9 — Net Present Value in MM EUR as a function of daily production
capacity — Ethanol Price Increased by 10%
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6 Conclusion - Where will 2G Bio Refinery Sizes
Go?

Traditional economies of scale apply to upstream and downstream oil and gas plants,
where the unit cost of production decreases with increasing production capacity. This has
resulted in increasing plant sizes since the beginning of the oil and gas industry 150
years ago.

On the other hand, 2G bio refineries have an optimum size which depends on a range of
factors. In this paper 2G bioethanol plant economics was studied under a realistic set of
assumptions.

Under these assumptions it was found that the optimum size is a design capacity of 10
million liters per annum of bioethanol. This corresponds to a collection radius of approx.
6 km, given that 50% of the surrounding land is used for straw based crop production.

It seems that the optimum plant size is most sensitive to straw costs (and thereby
collection radius) and (fuel) ethanol prices. These are obviously very hard parameters to
control, so it seems advisable to enter into long term contracts for both purchasing straw
and selling bioethanol to ensure that the economics is well managed.

There is currently a lack of engineering knowledge and experience for designing and
operating 2G bio refineries. As the experience base grows over the years the basis for
reducing the unit cost of production will also grow. As technology develops both for
collection and transport of biomass, and processing equipment, a shift of the optimum
production capacity will probably take place.

The optimum production capacity may shift will be towards smaller and more local
plants, if the main improvement is in CAPEX. However if the main improvement is in
collection and transport costs, the shift may be towards larger and more central plants.
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Abstract

How will the future, sustainable energy system look like? The answer to this difficult
question depends on a number of technical but also political and socio-economic issues.
Besides a massive demand to build up of power supply systems based on renewables,
there is a strong need to reduce losses, increase the efficiency of power production
processes from fossil fuels and also to consider carbon capture and sequestration (CCS).

Solid oxide fuel cells (SOFCs) convert the chemical energy bound in a fuel directly into
electrical energy at temperatures ranging from 600 to 1000 °C, depending on the
materials used in the SOFCs. Due to the high efficiencies, the amount of CO, emitted
from carbon containing fuels is smaller compared to conventional energy production
technologies based on fuel combustion. Furthermore, CO; is formed at the anode side of
the fuel cell together with steam, and thus separated from air. Subsequent separation and
sequestration of CO; is therefore easier on a SOFC plant than on conventional power
plants based on combustion.

Oxide ion conducting materials may be used for gas separation purposes with close to
100 % selectivity. They typically work in the same temperature range as SOFCs. Such
membranes can potentially be used in Oxyfuel processes as well as in IGCC (Integrated
Gasification Combined Cycle) power plants for supply of process oxygen, which may
reduce cost of carbon capture and storage as dilution of the flue gas with nitrogen is
avoided.

Both technologies are very attractive for combination with biomass conversion. A brief
status of the Risg DTU activities in the SOFC and membrane areas is presented. Ideas
for the use of these technologies in a future more sustainable energy system will be
discussed with special emphasis on their combination with biomass conversion and
CCS-schemes.

1 Introduction

The Fuel Cells and Solid State Chemistry Division at Risoe DTU carries out research
and development on advanced functional ceramics for energy efficient technologies.
Solid Oxide Fuel Cells and oxide ion conducting membranes are among the most
promising and attractive technologies.

In a SOFC, the chemical energy of a fuel such as hydrogen or methane is directly
converted to electricity and heat; thereby the detour via thermal energy as in
conventional power production is avoided and high efficiencies can be achieved.

Research on fuel cells has been carried out at Risg since the 1980s. For the effective
development and commercialization of Danish SOFC technology a close collaboration
with the Danish company Haldor Topsee A/S (today Topsoe Fuel Cell A/S — TOFC,
fully owned by Haldor Topsee A/S) has been realized and formalized in a consortium
agreement in 2001. The company is dedicated to development, manufacturing and
marketing of SOFC technology. Our strategy is based on accomplishing technological
development based on and in parallel with fundamental research.
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The reduction of CO, emissions is a central and challenging task for the energy sector,
both in Denmark and worldwide. Advanced ceramic membranes for gas separation have
the potential to play a crucial role in achieving emission reductions. Several Carbon
Capture and Storage (CCS) concepts are under development. In the oxy-fuel concept the
fuel (coal, gas, biomass) is burned with oxygen mixed with part of the off gas from the
boiler resulting in a flue gas containing no N, (consisting primarily CO, and H,0)
whereby the subsequent capture of CO, will become easier. The required oxygen can be
produced by ceramic Oxygen Transport Membranes, which are associated with lower
efficiency losses than conventional cryogenic separation technologies. Used in biomass
gasification plants, Oxygen Transport Membranes can reduce the overall costs of] e.g.,
producing transportation fuels from biomass, making CO, neutral transport more cost
competitive. Also by enabling cheaper production of oxygen, ceramic membranes will
reduce energy consumption and consequently CO, emissions from energy intensive
industrial processes such as production of synthesis gas, cement, steel and glass.

2 Solid Oxide Fuel Cells (SOFCs)

The working principle of a SOFC is illustrated in Figure 1. Three main layers contribute
to the function of the SOFC, an anode, an electrolyte, and a cathode. These layers have
to fulfill different demands in order to yield an active and durable fuel cell. The main
processes that occur in the respective layers are also sketched in Figure 1 together with
the required properties of the materials. A fuel, for example natural gas or hydrogen is
provided at the anode side, whereas air is led to the cathode. A gas tight electrolyte
separates the electrode compartments from each other and prevents thus a direct mixing
of the gasses. During operation, oxygen from air is reduced in the cathode layer and the
oxygen ions are transported selectively through the electrolyte to the anode side, where
they react with the fuel to produce steam (from hydrogen fuel) or CO; and steam (from
natural gas or biogas or bio-syngas) and heat. The electrons are transported through an
outer circuit yielding electricity. A single cell can in that way provide a voltage of max. 1
Volt and a number of cells is therefore combined to stacks to yield larger power.

CATHODE
« Catalytic activity for oxygen reduction
Gas transport (porosity)
« Electron- (ion-) conducting

0O, -
ELECTROLYTE / \

* Gas tight O, +4e — 20*
* (Oxygen) ion o0 " |
conducting
* Electronic isolator
H2
Catalytic activity for fuel oxidation
Gas transport (porosity)
GENERAL Electron- (ion-) conducting

* Chemical inertness
¢ Thermal compatibility
« Mechanical strength and flexibility

Figure 1 SOFC working principle, functional layers and resulting materials
requirements, the active layers have usually thicknesses of ~10-30 um each.
The mechanically supporting layer is added to this composite.

Considerable research effort has been devoted to develop an optimal composite for a
given range of operating conditions and the currently most mature generation is
comprised of a Ni/YSZ supporting and active anode, a YSZ electrolyte, and a LSM/YSZ
cathode (see illustration and picture in Figure 2). The working temperature for the best
performance of this system is in the range between 750 and 850 °C.

This generation is constantly optimized by improving every single contributing layer
with respect to the best possible performance and durability under technologically

Risg-R-1712(EN) 154



relevant conditions, such as presence of impurities in the gasses, realistic fuels, and
realistic power densities. In addition to the cell generation presented in Figure 2, other
generations have been developed aiming at operating temperatures of 700 °C and below.
Here, the supporting ceramic layer is substituted by a metal support.

LSM+YSZ
YSZ

Fig. 2 Most mature SOFC generation at Risg-ABF; illustration of composition
(left) and picture of a real, 12 x 12 cm’ SOFC (right)

From a well performing laboratory made SOFC to an industrial cell, it is often a large
step. Not only, the raw materials but also the manufacturing methods have to be cost
competitive and a reliable and reproducible production has to be accomplished. This
transfer from lab to a pilot plant scale was accomplished successfully by establishing a
pre-pilot line at Risoe DTU by considerable support from TOFC. The weekly production
capacity at the Risoe-TOFC pre-pilot production line exceeds now 300 standard planar
anode-supported cells including extensive QA procedures. For fabrication of single cells
standard ceramic processes like tape casting, spraying, and screen printing are applied.
Anode supports are tape-cast on a 20 meter long continuous tape casting machine and the
functional layers are sprayed using an automated spray deposition facility (see Figure 3).
In addition to the current cost effective ceramic manufacturing methods, a substantial
development effort on new improved industrially relevant processing methods is carried
out as well.

Figure 3 Manufacture of SOFCs at Risoe, tape caster, spraying robot, and a
selection of cell geometries

Performance testing of SOFCs with the aim to characterize a given cell but also to gain a
thorough understanding of the underlying electrochemical processes down to the
molecular level is an important part of the research at Risoe DTU. The actual SOFC
testing comprises usually electrochemical characterization of the cell and for selected
cases a continuous durability testing. The primary information from testing is the area
specific resistance as obtained from iV-curves. However, to direct materials research and
development it is desired to break down the total resistance into single contributions
originating from the functional layers of the complete cell which ideally should be
evenly distributed at given operating conditions. This is possible using impedance
spectroscopy, but requires advanced insight into the method, development of modeling
tools and excessive testing experiences. In Figure 4, an example is shown how the single
layers and processes contribute to the overall cell resistance of selected SOFCs. Such
results have been extremely useful to guide component development.

The durability of single cells has been studied as function of operating conditions such as
temperature, power density, and fuel type. At Risoe DTU, results of more than 19 years
of testing time under operation have been gathered. The approach is usually to apply
technologically relevant conditions or even harsher in order to:

e Test and demonstrate the durability of a given cell type
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e Understand the degradation mechanisms to be able to diminish or suppress them

e  Test for operating limits and thereby assign save operating windows.

Impedance analysis, 750 °C, 20% H,O
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Figure 4 Impedance spectra of two selected cell types and the distribution of
resistances extracted from those, in cell B, the resistances of the anode and
electrolyte have been reduced compared to cell A by modifying the chemical

Durability testing also comprises advanced pre- and post test microstructural analysis in
order to identify degradation mechanisms.

Reference cell Single cell, tested 2 years, 1 A/cm?, 850 °C, s/c = 2

Three phase
region

epolnts @.'::’.s'.'...'l.l. @

Figure 5 Anode microstructures at the inlet and outlet zones of a tested cell that was
operated for two years compared to a non tested reference. The percolated Ni is in
this SEM picture light grey and clearly distinguishable from the YSZ and non-
percolating Ni

Degradation can have many potential origins, e.g., change of the micro structure,
chemical reactions leading to new phases, mechanical failure etc. In the durability
studies, electrochemical and micro structural testing go hand in hand in order to identify
the most relevant processes. Figure 5 shows the results of a micro structural analysis of a
cell tested for two whole years at technologically relevant conditions (850 °C, 1 A/cm’
and 75% fuel utilization using synthesis gas). On the anode side it was found that the
percolated nickel fraction and consequently the three phase boundary points (i.e. the
places where the electrochemical reaction occurs) were significantly diminished after
long term operation. A difference between the fuel inlet and fuel outlet region was
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observed; the degree of percolation was much more reduced at the fuel outlet, which had
experienced a much higher partial pressure of water during the operation as water is
formed in the electrochemical reaction. Thus the degradation effect can be related to the
water content in the anode.

Considering the characteristics of SOFCs as mentioned before, for example the usability
of biogas or bio syngas makes it very attractive to combine them with biomass
conversion technologies to achieve a power generation technology based on renewable
sources. One of those is gasification of biomass, for example wood chips. This idea can
only be successful, if three technologies: gasification, gas processing, and SOFC are
optimized.

The composition of the gasification gas is strongly related to the gasification process and
the used biomass. Thus, besides the main gaseous products CO and hydrogen, also
higher hydrocarbons, tars, sulphur compounds and more can be present in the obtained
raw gas. For a further use of this gas, for example in a SOFC, it has to be processed
according to the specifications given by the subsequent use. The tolerance of the SOFC
system towards impurities and minor compounds determines the necessary cleaning
technologies and required concentration limits.

As they are known constituents in gasification gas, detailed studies on the effect of
sulphur impurities in the fuel on the performance and durability of SOFCs have been
initiated. In Figure 6, the results of durability tests of two cell types are shown at 850 °C
using a number of fuel gasses in presence of hydrogen sulfide. A significant
improvement of the sulphur tolerance was achieved by modifying the anode and
electrolyte composition.

800
CH,/H,0/H,0
H,/H,0

700 r
> %/—/
E —
£ 1 Alem?
©600 | CHy/H,0MM,0
S
>
]
o

500 r

|
400
0 500 1000 1500 2000
Time under current in h
Figure 6 Durability testing in presence of H,S impurities, cell B was improved
by modifying the chemical composition of the electrolyte and anode

A good performance and improved durability can be regarded a first step to a successful
combination between SOFC and gasification technology. More research addressing the
effect of changing gas compositions and other minor components has to be carried out.

3 Oxygen Transfer Membranes (OTMSs)

The key feature of a functional ceramic membrane is a gas-tight layer of a material
which can conduct both electrons and ions. In an oxygen membrane, the ion is 0. On
each side of the membrane, catalyst material must be present to facilitate the splitting
and recombination of gas molecules (e.g., O, + 4e~ <> 2 O”). The electrons are also
conducted across the gas-tight layer. The difference in partial pressure on the two sides
of the membrane provides the driving force for the process. The OTM does therefore not
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need external electrodes as the SOFC and further the membranes do not need an electron
conducting interconnect plate. An illustration of an OTM is shown in Figure 7 (left). The
membrane consists of a support, an ion-conducting, gas tight material and catalysts for
the two surface processes. In the illustration, oxygen is being transported through the
membrane and reacts with the methane forming syn gas (mixture of CO and H,). The syn
gas can via the Fischer-Tropsch synthesis then be converted to higher value
hydrocarbons. Figure 7 (right) shows an SEM micrograph of one of the membrane types
that are being developed at Rise-DTU.
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Figure 7 Left: Operating principle of a membrane where oxygen is transferred
through the membrane reacting with methane gas forming synthesis gas (mixture
of CO and H,). Right: A cross section SEM picture of a ceria based membrane
beine develoved at Risg-DTU

Increased use of biomass for energy purposes is one of the potential routes for CO,
emission reduction. In densely populated areas like Denmark, where the land fraction
used for agriculture is high, biomass is a scarce resource; there is far too little to replace
the fossil fuel. To avoid competition with food production, the use of biomass in the
energy sector should be based on use of waste and be optimized for maximum CO,
displacement, meaning that the biomass should be used with as high efficiency as
possible. Biomass gasification combined with fuel cells will give very high electrical
efficiency, especially if the fuel stream is not diluted with nitrogen, which would be the
case if air is used to gasify the biomass. The use of Oxygen Transport Membranes in the
gasification process and for conversion of unburned fuel in the exit stream is thus
expected to give unrivalled electrical efficiency. This will again reduce the cost of CCS
from such units and thus improve competitiveness. Further, if biomass is used as the fuel
then one will actually have a net CO,-removal from the atmosphere.

Biomass may in future become a valuable source also for production of chemicals [1,2]
of higher value than energy, and hence the above described route for high efficiency
energy production from biomass may compete against or parallel routes for production
of chemicals from the biomass. The membrane technology may also play a role in this
latter scenario if the conversion route involves syngas obtained via thermal gasification
of the biomass. Here, the use of pure oxygen in the gasification step will reduce the cost
of the down stream plant as dilution with N; is avoided. An oxygen membrane may be
the most energy efficient way for supplying the oxygen to the process.

The efforts to develop ceramic membranes for oxygen separation started in the late
1980’s. A significant difficulty is the need to bring together expertise from a lot of
different fields. Development efforts have been carried out by several multinational
consortia. World leading to-day is probably the Air Products consortium, which has
demonstrated membrane based oxygen production technology on a ~1 ton per day level.
Recently, activities in Germany have increased markedly with two very large projects:
OXYCOAL-AC [3] project and the MEM-BRAIN alliance [4]. However, the final
incorporation of oxygen separation membranes in a large scale commercial process
(chemicals production or in an oxy-fuel power plant) has still not been achieved despite
the significant effort carried out in the field. This is mainly due to the very large research
and development efforts needed to solve the many difficulties with both complex
ceramic processing issues, but also the inherent properties of the membrane materials.
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Research on oxygen transport membranes (OTMs) was initiated at Rise in 1998 with an
EU funded project aimed at developing a proof of concept membrane for the partial
oxidation of methane. This was followed by department funding in the subsequent years
together with smaller projects financed by the Danish research councils. In 2009 a new
EU-funded project is initiated that aims at the development of ultra-thin oxygen transport
membranes for use in both chemicals production (including synthesis gas) but also for
production of oxygen for an oxy-fuel power plant concept.

The single most important performance parameter of a ceramic membrane is the flux it is
capable of sustaining, as the cost of the membrane reactor will scale inversely
proportional to flux. To maximize the flux, the current design for OTMs consists of a
thin membrane layer with a thickness in the range 5-50 um placed on a thicker structure
providing the necessary mechanical support. Overall design may be planar or tubular.
There are numerous ways of integrating the membrane in the final systems giving rise to
different material requirements due to the different operation temperatures and chemical
environments. This makes it necessary to optimise materials and design considering the
specific use, and how the membrane will be integrated in the process. Figure 8 shows
SEM cross sections of three examples of membrane designs that are being pursued at
Risg DTU. Figure 8a) is a membrane design based on the anode supports used for the
SOFCs manufactured in the Fuel Cells and Solid State Chemistry Division. The
mechanical and electrochemical properties of the existing anode support and anode are
well known and thus, these components provide an easy available platform for the
testing of different membrane materials. Figure 8b) is a membrane supported by the
same or very similar material as is used for the membrane. Such a design is in principle
easy to prepare from a production point of view as the thermal expansion of the different
components in the layers are identical or nearly identical and one also avoids chemical
reactions between the support and the membrane. Catalyst aimed for the specific
reactions will either be incorporated into the structure during the sintering of the
component or infiltrated into the structure after sintering of the component. Figure 8c) is
a metal supported membrane. The advantage using this concept is the low cost of the
support material (metal). In all three cases the membrane material is Ce9Gdg 101955 -
The mentioned membranes are being developed and tested primarily with the syn gas
application in mind, however, oxygen production is also considered.

a) b)

Figure 8 a) b) c) show cross-sections of different membrane structures that are

being pursued at Risg-DTU. a) is based on support similar to the SOFCs b) Is a
selfsupported membrane and c) is a metal supported membrane.

Figure 9a) shows measured fluxes for an anode supported membrane (thickness
approximately 30 um) of Ce9Gdy ;O 5.5 that is subjected to a flow of air on one side
and hydrogen on the other side. It is observed that the membrane is capable of supporting
a flux of approximately 8 ml O, min™ cm™ under these conditions. Bredesen and Sogge
[5] have estimated that one will need a flux of 10 ml O, min™ ¢cm™ in order to be able to
compete with the existing technology (cryogenic separation). The strategy for the
continued development at Risg DTU to meet this goal is to improve the electrodes and
decrease the thickness of the membrane to approximately 10 um. In the Figure also
modelled results are shown. The slight discrepancy between the measured and modelled
data is attributed partly to gas diffusion/conversion limitations that have not been
accounted for in the modelling and the modelled data also uses literature values for the
conductivities, and resistances associated with the electrode reactions, that are slightly
incorrect. Figure 9b) shows theoretical calculations of the membrane flux as a function
of the thickness of a Ceq9Gdg ;0 95.5s membrane. In the calculations it is assumed that the
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external electrodes are short circuited. The membrane is subjected to a pressure of 10
atm air on one side and 2 x 10™ atm O, on the other side. This difference in oxygen
partial pressure provides the driving force for the transport of oxygen ions. It is observed
that one has two regimes in the graph. For thick membranes (>100 pm) the flux, the
membrane assembly is capable of sustaining, is limited by the oxide ion conductivity in
the membrane material. For thin membranes (< 10 um) one does not obtain a
significantly higher flux by reducing the thickness of the membrane. This is because the
oxygen flux through the membrane is limited by the resistance associated with the
electrode processes and the transport of gas through the support.
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Figure 9 a) shows the measured and theoretical oxygen flux through a 30 um
thick Ce9Gdg 101.95.5-membrane with air on one side and hydrogen on the other
side. Figure 9 b) shows the calculated oxygen flux through a Cey9Gdy10;.95.5 as a
function of the thickness of the membrane for different temperatures. In this case

the partial pressure of oxygen is 2 atm on one side and 0.02 atm O, on the other
side.
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Abstract

Electrolysis of steam and co-electrolysis of steam and carbon dioxide was studied in
stacks composed of Ni/YSZ electrode supported Solid Oxide Electrolysis Cells. The
results of this study show that long term electrolysis is feasible in these solid oxide
electrolysis stacks. The degradation of the electrolysis cells was found to be influenced
by the adsorption of impurities from the gasses, whereas the application of chromium
containing interconnect plates and glass sealings do not seem to influence the durability.
Cleaning the inlet gasses to the Ni/YSZ electrode resulted in operation without any long
term degradation, and may therefore be a solution for operating these Ni/YSZ based
solid oxide electrolysis stacks without any long term cell stack degradation.

1 Introduction

The widespread use of fossil fuels within the current energy infrastructure is considered
as one of the largest sources of CO, emissions, which is argued to cause global warming
and climate changes. One of the top energy priorities is therefore exploring
environmentally friendly alternatives to fossil fuels and thereby reducing and eventually
eliminating CO, emissions. The raw material for synthetic hydrocarbon fuels is synthesis
gas, Hy + CO. This can be produced from renewable energy sources and may be a
solution to reduce consumption of fossil fuels and carbon dioxide emissions. Hydrogen
offers significant promise as a basis for a future energy technology, and is argued to be
the most versatile, efficient and environmentally friendly fuel, although handling of
hydrogen may be problematic. On the other hand, the production of synthetic
hydrocarbon fuels can be applied without the need for modifications of existing
infrastructure. Hydrogen production via electrolysis of steam (H,O — H, + %20,) and
production of synthesis gas via co-electrolysis of steam and carbon dioxide (H,O + CO,
— H;, + CO + O,) using renewable energy sources may be an alternative route for
producing hydrogen and synthesis gas without consuming fossil fuels or emitting green-
house gases.

Steam electrolysis in Solid Oxide Cells (SOC) for hydrogen production was under
development during the early 1980s [1-3] and has again become increasingly
investigated during recent years as a green energy technology. On the other hand, the
feasibility of co-electrolysis has only been shown in a few studies [4-6]. Mainly single
cells have been tested for electrolysis performance and durability, and only a relatively
limited number of studies focusing on the performance and durability of high
temperature electrolysis stacks have been conducted [5, 7-11].

When operating stacks, factors such as gas flow and thermal management, and chemical
compatibility of cell components with interconnect materials become important. For
example, it is well established that current state-of-the-art interconnect materials are
significant sources of chromium vapour which has been shown to have a significant
negative impact on cell performance when operated in fuel cell mode [12-15]. This
process, known as chromium poisoning, may also play an important role for the
durability of electrolysis stacks [9]. Electrolysis cells were found to degrade significantly
when applying glass sealing [16-19]. For single cell tests, this glass sealing may be
avoided [4], whereas for stack assembly, glass is the preferred sealing material because it
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can be modified to match the thermal expansion of other cell components, and show
good hermeticity along with good thermal and chemical stability. It is the aim of the
present study to examine the degradation of Ni/YSZ based Solid Oxide Electrolysis Cell
Stacks (applying glass seals and chromium containing interconnects) during steam
electrolysis and co-electrolysis of steam and carbon dioxide.

2 Experimental

Three stacks were tested for electrolysis performance/durability. One Single Repeating
Stack Unit (SRU) was tested for steam electrolysis performance/durability. The scope of
the SRU is intermediary between that of a single cell testing, in which the performance
characteristics of the individual cells is the main interest, and that of the multi-cell stack
where additional factors such as gas flow and thermal management become significantly
relevant. Two multi-cell stacks were tested, one for steam electrolysis and one for co-
electrolysis performance/durability.

2.1 5x5 Single repeating stack unit (SRU)

The electrolysis cell used for the single repeating stack unit (SRU) was a standard planar
Ni/YSZ-supported SOC of 5x5 cm? (with an active electrode area of 4x4 cm?). The cell
details can be found elsewhere [20, 21]. At start-up, the nickel oxide in the Ni/YSZ
electrode is reduced to nickel in hydrogen at 950°C. Interconnect plates were fabricated
from Crofer 22 APU steel. The SRU was sealed at its edges between the two
interconnect plates using a glass-ceramic seal as shown in Figure 1A. The voltage probes
were placed on the tap of the interconnect plates while the current was supplied and
withdrawn via the thick current collector plates.

2.2 12x12 cm? Multi-cell stacks

The electrolysis cells used for the multi cells stacks were also standard planar Ni/YSZ-
supported SOCs of 12x12 cm? (with an active electrode area of 9.6 x 9.6 cm?). At start-
up, the nickel oxide in the Ni/YSZ electrode is reduced to nickel in hydrogen at 950°C.
Two multi-cell stacks were tested, one for steam electrolysis and one for co-electrolysis
performance/durability. The stacks were composed of either six (in the case of steam
electrolysis) or ten (in the case of co-electrolysis) single repeating units, similar to the
SRU, although the gas-channels were made directly in the interconnect plate as sketched
in Figure 1B. The stack testing was performed at Risg National Laboratory with a
proprietary stack design by Topsge Fuel Cells A/S (TOFC). For the 6-cell stack, the
gasses were applied as received, whereas the gasses applied for the 10-cell stack were
cleaned before entering the stack. The 10-cell stack is still in operation and only initial
performance and 500 hours of durability is therefore reported in this paper.

Single repeating stack unit (SRU) Repeating units in the multi-cell stacks
| rrent supply
I

i nterconnect plate |nterco?na:cst iiiat!‘a
p=—-———1
(glass seal underneath) lass seal underneath)

Interconnect probe

Intereonnect probe

Cell 12cm

%2> Glass Seal

Interface probe

Intefface probe
SHterconnect plate
7__(glass seal underneath)

Glass Seal

74

Intereonnect probe

nnect plate Intereonnect probe

Current suppl Current collector plate

Figure 1.A: Schematic presentation of the single repeating stack unit (SRU) assembly in a cross-flow
pattern, and schematic presentation of the assembly of two repeating units in a counter-flow pattern in
the multi-cell stacks.
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2.3 Initial characterisation

After reduction, the performance of the cells were examined by performing DC and AC
characterisation at varying atmosphere at both the Ni/YSZ electrode (20% H,0 — 80%
Hy, 50% H,0 - 50% Hy), and the LSM/YSZ electrode (pure oxygen or air, Technical air,
Air Liquide). Steam was produced by reacting oxygen (industrial grade, O, > 99.5%),
Air Liquide) with hydrogen (N30, H, > 99.9%, Air Liquide). When examining co-
electrolysis in the 10-cell stack, additional DC and AC characterisation was performed in
45% H,0 - 45% CO, — 10% H, at the Ni/YSZ electrode (CO,>99.7%, Air Liquide).
DC characterisation of the cell was performed by recording polarization curves (i-V
curves) in both electrolysis and fuel cell mode by varying the current. The DC Area-
Specific Resistance (ASRpc) was calculated from the i-V curves as the chord from OCV
to the cell voltage measured at a current density of -0.15 A/cm? (electrolysis mode) or
0.15 Alem? (fuel cell mode).

AC characterisation at OCV was performed by Electrochemical Impedance
Spectroscopy (EIS) using an external shunt and a Solartron 1260 frequency analyzer for
the SRU, at frequencies from 82 kHz to 0.08 Hz at. From the impedance spectra, the
ohmic resistance (Rs) is calculated as the value of the real part of the impedance
measured at 82 kHz. The polarization resistance (Rp) is calculated as the difference in
real part of the impedance at 82 kHz and 0.08 Hz. The total AC ASR (ASRxc) is
calculated as the total resistance of the real part (Rs + Rp, to 0.08 Hz) of the impedance
measured at OCV.

AC characterisation at OCV for the multi-cell stacks was performed with an Yokogawa
WT1600FC frequency analyzer, at frequencies from 50 kHz to 0.2 Hz. From the
impedance spectra, Rs is calculated as the value of the real part of the impedance
measured at 50 kHz. Rp is calculated as the difference in real part of the impedance at 50
kHz and 0.2 Hz. The total AC ASR (ASRxc) is calculated as the total resistance of the
real part (Rs + Rp, t0 0.2 Hz).

2.4 Durability of the solid oxide electrolysis stacks

The durability of the Solid Oxide Cells during electrolysis of H,O and co-electrolysis of
H,0 and CO,was examined for one SRU and two multi-cell stacks (one with six cells
and another with ten cells), all operated at 850°C. The durability for steam electrolysis
was tested in the SRU and the six-stack, whereas co-electrolysis durability was tested in
the 10-cell stack.

H,O Electrolysis in 5x5 cm? single repeating stack unit (SRU)

The durability during electrolysis of H,O was examined in 50% H,0 — 50% H, flown to
the Ni/YSZ electrode, and a current density of -0.50 A/cm?. Oxygen was flown to the
LSM/YSZ electrode (20 L/h) in order to avoid any transients in the polarisation
resistance. The total flow rate to the Ni/YSZ electrode was 25 L/hour. At a current
density of -0.50 A/lcm? and an active cell area of 16 cm?, the steam conversion was 28%.
AC resistance was measured during electrolysis by EIS using an external shunt and a
Solartron 1260 frequency response analyzer.

H.O Electrolysis in 12x12 cm? 6-cell stack

The durability during electrolysis of H,O in the 6-cell stack was examined in 50% H,0 —
50% H, flowed to the Ni/YSZ electrode, and a current density of -0.25 A/lcm? (operated
initially (20 hours) at -0.20 A/cm?). Oxygen was flown to the LSM/YSZ electrode (270
L/h). The total flow rate to the Ni/YSZ electrode was 666 L/h. At a current density of -
0.25 A/cm?® and an active cell area of 6 x 92.2 cm?, the conversion was 10%.

Co-Electrolysis of H,O and CO; in 12x12 cm? 10-cell stack

Co-electrolysis examined in the 10-cell stack was performed with 45% H,0 — 45% CO,
— 10% H,, flowed to the Ni/YSZ electrode, and a current density of -0.50 A/cm?. Again,
oxygen was flown to the LSM/YSZ electrode (60 L/h). The total flow rate to the Ni/YSZ
electrode was 360 L/hour. At a current density of -0.50 A/cm? and an active cell area of
10 x 92.2 cm?, the conversion was 60%.
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2.5 Degradation analysis at OCV

Gas-shifts on both the Ni/YSZ and LSM/YSZ electrodes were performed for the SRU
only. The gas-shifts allows for break down of the impedance contributions from each of
the two electrodes. Prior to electrolysis, spectra were recorded at OCV first keeping the
gas composition to the Ni/YSZ constant, while spectra were recorded in pure oxygen and
in synthetic air to the LSM/YSZ electrode. Afterwards the oxygen concentration to the
LSM/YSZ electrode was kept constant while recording spectra in various atmospheres at
the Ni/YSZ electrode (20% H,O — 80% H, and 50% H,0 — 50% H,). A similar set of
impedance spectra were recorded at OCV after electrolysis. ADIS was performed by
subtraction of two spectra where a gas-shift was made for one electrode only. The

change in impedance (A gir % ey and A e “ P2/ ) is calculated as
described elsewhere [22].

For the multi-cell stacks, impedance spectra were measured at OCV only. Impedance
spectra were measured at OCV before and after electrolysis in 50% H,0 — 50% H; at the
Ni/YSZ electrode. Based on the characteristic frequency for the difference between the
spectra recorded before and after the electrolysis test, the cause for the degradation may
be determined. ADIS was performed by subtraction of two spectra (for each cell) before

and after the electrolysis period. The change in impedance is calculated as:

E/Z'(fy _ Z'(F)5096 Hp0 - 50% Hy, after electrolysis — Z (T )09 H,0 - 509 Hy , before electrolysis
oin(f) — aIn(f)

3.1 H,0 Electrolysis in 55 cm? single repeating stack unit (SRU)

The initial performance of the SRU was measured by recording i-V curves and
impedance at 750°C and 850°C in H,O — H, mixtures. Figure 2 shows the initial AC and
DC characterisation of the SRU at 750°C and 850°C in a mixture of 50% H,O — 50% H,
flowed to the Ni/YSZ electrode while air was passed over the LSM/YSZ electrode.
Calculating the ASR from the i-V curve (Figure 2A) leads to an ASRpc at 850°C of 0.23
Qcm? and 0.24 Qcm? in fuel cell mode and electrolysis mode respectively. At 750°C the
ASR was 0.48 Qcm? and 0.51 Qcm? in fuel cell mode and electrolysis mode
respectively. Rs and Rp measured by EIS (Figure 2B) at 850°C was 0.11 Qcm? and 0.13
Qcm? respectively (ASRac = 0.24 Qcm?). At 750°C, Rs and Rp were 0.17 Qcm? and
0.31 Qcm? respectively (ASRac = 0.48 Qcm?). . o

1300 1 —50% H,0 - 50% H,, 850°C 0.100 —— 50% H,0 - 50% H, 750°C
—50% H0 - 50% H,, 750°C 007
£ -0.050
€ 002
N 0.000

0.025
0.050

Cell voltage (mV)

r T T 550 T T T
.50 -1.00 -0.50 0.00 0.50 1.00 1.50
i (Alem?)

Figure 2. Initial characterisation of the single repeating stack unit (SRU) at 750°C and 850°C in a
mixture of 50% H,0 — 50% H, flowed to the Ni/YSZ electrode while air was passed over the LSM/YSZ
electrode. A: DC characterisation, and B: AC characterisation.

Durability

The durability of the SRU during H,O electrolysis was examined in 50% H,0 — 50% H,
flowed to the Ni/YSZ electrode, and a current density of -0.50 A/cm?. The evolution of
the cell voltage (Figure 3A), Rs and Rp deducted from the impedance spectra (Figure
3B), and the voltage drop over the interconnect plates (Figure 3 B) are shown in Figure
3. The impedance spectra are shown in Figure 5A.

Figure 3 shows that the cell voltage, cell resistance and the voltage drop over the
interconnect plates increased during electrolysis. During the entire test (1165 hours) a
degradation of 150 mV was measured corresponding to a degradation rate of 130 mV per
1000 h. After 900 hours of electrolysis the increase in cell voltage levelled off, and

Risg-R-1712(EN) 165



during the last 200 hours of electrolysis the increase in cell voltage was around 12 mV
corresponding to a degradation rate of 60 mV per 1000 h.
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Figure 3 Cell voltage (A), Rs and Rp deducted from the impedance (B), and the voltage drop over the
interconnect plates (C) measured during electrolysis of H,O in the single repeating stack unit (SRU)
(850°C, -0.50A/cm?, 50% H,0 — 50% H,).

Several features were observed for the cell voltage. After electrolysis for 100 hours the
cell activated approximately 10 mV without any external changes. After 210 hours of
electrolysis a power failure occurred, resulting in a temperature drop to 605°C;
consequently the cell voltage increased 25 mV followed by a decrease of 20 mV. After
465 hours of electrolysis operation the cell voltage increased 38 mV over 20 hours while
an unstable cell voltage was observed. After 620 hours of electrolysis operation the cell
was deliberately set to OCV. Finally after 755 hours of operation, the cell voltage
decreased drastically by 132 mV followed by a sudden increase of 82 mV. After
additional 55 hours, the cell voltage increased to a level which was approximately the
same as before the drastic decrease.

Figure 3B shows that both Rs and Rp increased during electrolysis, which indicates that
the structure of the cell stack as well as the electrode microstructure is affected. Rp
follows the increase in cell voltage, whereas the main changes in Rs occur during the
power failure, or when unstable cell voltage was observed. The voltage drop over the
interconnect plate at the Ni/YSZ electrode (Figure 3C) follows a similar increase as the
cell voltage. The voltage drop over both interconnect plates increased approximately 19
mV, which gives a AASR of 0.039 Qcm?, which is slightly higher compared to cells run
in fuel cell mode in dry conditions. Further investigation of the interconnect plates was
performed after disassembling the SRU. Figure 4A shows a picture of the SRU during
disassembling. The figure shows that the interconnect plate at the hydrogen electrode
side was heavily corroded. Surprisingly the plate was corroded outside the sealing’s and
on the side of the hydrogen electrode only. For further examination, the interconnect
plate was cut along the line A-B shown in Figure 4A to investigate the corrosion, and the
cross-section was examined by SEM/EDX. Figure 4B shows a SEM micrograph of the
cross section along the line A-B. The EDX analysis of the cross section confirmed that
light gray area surrounding the interconnect plate consist of a heavily oxidized iron and
chromium layers confirming that the Crofer 22 APU interconnect was oxidized in the
applied conditions. This thick oxide layer was found on the interconnect plate outside the
sealed area, whereas only a very thin layer was observed on the interconnect plate inside
the area of the sealings. For industrial purposes it makes no sense to have parts of the
interconnect plate outside the sealed area, hence this severe corrosion is not important for
the SOEC technology.

Cut for SEMEDX—»

2 A B
Figure 4. A: Partly disassembled stack element test (upside is the Ni/YSZ electrode) B: SEM image of
the interconnect plate at the Ni/YSZ electrode.

Risg-R-1712(EN) 166



The resistance of the cell and interconnect plates increased from 0.24 Q.cm?to 0.64
Q.cm? after the 1166 hours of electrolysis operation (Figure 3B and Figure 5). From the
impedance spectra shown in Figure 5 and Rs and Rp shown in Figure 3B, it can be seen
that the increase in cell resistance was caused both by an increase in both Rs and Rp. To
improve the frequency resolution for the polarisation resistance during electrolysis,
analysis of the difference in impedance spectra (ADIS) was performed [23]. The

difference in the impedance spectra (“““)/, ,) is shown in Figure 5B. The ADIS over

time during the electrolysis operation shows that the initial change occurs around 1000
Hz. After the power failure a second peak starts to develop just below 1000 Hz. It can be
argued whether two processes occur (beside the increase in Rs), during the degradation
of the cell, one at 1000 Hz and one slightly below 1000 Hz, or if the shift in frequency is
a consequence of the changes caused by the power failure.
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Figure 5. Nyquist plot of impedance spectra obtained during electrolysis. Frequencies are given for the
closed symbols.

The difference in impedance when changing the gas composition to the Ni/YSZ
electrode from 50% H,O — 50% H, to 20% H,0 — 80% H, while flowing pure oxygen to
the LSM/YSZ electrode before and after electrolysis and when changing the gas
composition for the LSM/Y SZ electrode from pure oxygen to synthetic air while 50%
H,O — 50% H; was flown to the Ni/YSZ electrode is shown in Figure 6. When
performing ADIS on the gas-shift (Figure 6), a significant change in A, i i) i

found for both electrodes, showing that degradation of both electrodes occurred during
the electrolysis operation.

12 R —o— Agusnin sz | 3 ()
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Frequency (Hz)
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Figure 6. Gas-shift analysis for the single repeating stack unit (SRU). The gas-shift analysis show the
difference in impedance when changing the gas composition to the Ni/YSZ electrode (50% H,0 — 50%
H, to 20% H,0 — 80% H,) and when changing the gas composition to the LSM/YSZ electrode (from
pure oxygen to synthetic air).

3.2 H,0 electrolysis in 12x12 cm? 6-cell stack
Initial Characterisation

The initial performance of the 6-cell stack was measured by recording i-V curves and the
impedance at 750°C and 850°C in H,O — H, mixtures. Figure 7 shows initial DC
characterisation of the 6-cell stack at 850°C in a mixture of 50% H,O — 50% H, flowed
to the Ni/YSZ electrode while air was passed over the LSM/YSZ electrode. The initial
AC characterisation of the stack at identical conditions is shown in Figure 9A. The
ASRpc are shown in Table 1, and the calculated ASRac are shown in Table 2.

The ASRs measured by both DC and AC characterisation show that there is a large
difference in the performance of the individual cells in the stack. Cell 1 and 6 showed the
lowest performance with ASRs of 0.61 and 1.40 Qcm? respectively (in electrolysis
mode, Table 1). That cell 1 and cell 6 show lower performance than the remaining cells
is because of bad contacting to the top and bottom plate. From the impedance spectra, it
can be seen that the main difference in performance is caused by an altered Rs.
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Figure 7. Initial characterisation of the six cells at 850°C in mixtures of 50% H,O — 50% H, flowed to
the Ni/YSZ electrode while air was passed over the LSM/YSZ electrode.
Table 1. Initial characterisation of the six SRUs in the 6-cell stack. Area-Specific Resistances (ASRs)
calculated from DC characterisation in 50% H,O — 50% H, 850°C.

Area-Specific Resistances (ASRs) measured
deducted from DC characterisation (2cm?)
Cell ASR ASR
(SRU) electrolysis mode Fuel cell mode
1 0.61 0.60
2 0.32 0.31
3 0.33 0.32
4 0.36 0.35
5 0.37 0.36
6 1.40 1.38
Durability

After testing the initial performance of the six cells, the durability was tested at constant
galvanostatic electrolysis conditions (50% H,O — 50% H,, -0.25 A/cm?, 850°C). The
evolution of the cell voltage with time for the six cells is shown in Figure 8.
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Figure 8. Cell voltage for the six cells in the stack measured during electrolysis of H,O (50% H,0 —
50% H,, -0.25 Alcm?, 850°C). The stack was initially operated at -0.2 A/cm? (20h) or periods with either
800°C or 900°C.

Figure 8 shows that the cell voltage increased for all the cells due to an increase in the
internal resistance of the cells. The trend of the cell voltage for cell 6 indicates that the
cell has been damaged, and indeed the cell was cracked when the stack was dismounted.
The increase in cell voltage levelled off after around 400 hours of electrolysis. During
the last 400 hours of electrolysis the increase in cell voltage for cell 1, 4 and 5 was
around 10 — 15 mV only, whereas the increase for cell 2 and 3 was 34 and 111 mV
respectively. Interestingly the cell voltage for cell 3 started to decrease during the last 50
hours of electrolysis (decrease of 4 mV). Excluding the broken cell 6, the largest increase
of ASR was observed for cell 2, where the ASR increased from an initial performance of
0.36 Qcm? (Figure 7 and Table 1) to around 2.0 Q.cm? after 835 hours of electrolysis
(calculated based on the cell voltage shown in Figure 8). The remaining cells also had a
large increase in the ASR, which in average doubled. The increased ASR during
electrolysis testing resulted in an average increase in the cell voltage of 250 mV per 1000
hours of operation (Figure 8). This drastic increase in ASR is a consequence of the long
term operation, the thermal cycling during the power failure and changes caused by the
broken cell 6. No obvious reason has been identified for the differences in the
performance and durability of the nominally identical cells within the stack.

Looking solely at the degradation rates during the last 250 hours of testing, a different
perspective of the long-term behaviour of the cells is observed. One cell showed a high
degradation (161 mV / 1000 h) and two other cells showed a moderate degradation (32
and 49 mV / 1000 h, respectively) whereas two cells showed a negligible degradation of
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0.2 mV and an improvement of -15 mV / 1000 h. In average, the stack only showed
minimal long term degradation.

Impedance measurements

Impedance analysis at OCV was performed both before and after electrolysis. The results
shown in Figure 9 display the impedance spectra recorded at 850°C in a mixture of 50%
H,O — 50% H, flowed to the Ni/YSZ electrode while air was passed over the LSM/YSZ
electrode, for the five cells (the broken cell six has been excluded) in the stack before
and after electrolysis operation. Rs and Rp as well as the total resistance for the five cells
are shown in Table 2.
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Figure 9. Nyquist plot of impedance spectra recorded at OCV in 50% H,0 — 50% H, before (A) and
after (B) H,O electrolysis, C: Analysis of the difference in impedance spectra before and after H,0O
electrolysis.

Table 2. Area-Specefic Resistances deducted from AC characterisation at OCV in 50% H,0 — 50% H,
before and after H,O electrolysis.

Area-Specific Resistances (ASRs) measured by EIS (£2cm?)
Ohmic resistance Polarisation resistance Total resistance
Cell Before After Before After Before After
(SRU) | electrolysis electrolysis | electrolysis | electrolysis | electrolysis | electrolysis
1 0.34 0.32 0.26 0.65 0.59 0.97
2 0.17 0.29 0.37 1.68 0.54 1.97
3 0.13 0.16 0.26 0.63 0.38 0.79
4 0.13 0.14 0.27 0.65 0.40 0.79
5 0.13 0.15 0.26 0.66 0.39 0.80

During electrolysis operation the main increase in resistance is found in Rp, whereas Rg
remain relatively stable (Figure 9A and B, and Table 2). Figure 9C shows the difference
between the impedance spectra recorded before and after electrolysis. It shows that the
main change for cell 1 and 3 — 5 occurs around 100 Hz. Major changes are also found for
cell 2 around 2000 — 4000 Hz.

3.3 Co-electrolysis of H,O and CO; in 12x12 cm? 10-cell stack
Initial characterisation

The initial performance of all ten cells in the stack was measured by recording the AC
and DC resistance at 750°C and 850°C. Figure 10 shows a comparison of the initial DC
characterisation at 850°C, when characterised in 50% H,O — 50% H, or 45% H,0 — 45%
CO, — 10% H, flowed to the Ni/YSZ electrode while air was flowed to the LSM/YSZ
electrode. The ASRs calculated from the DC characterisation is shown in Table 3.
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Figure 10. Initial characterisation of the 10-cell stack at 850°C in mixtures of 50% H,0 — 50% H, (A)

ord5% H,0 — 45% CO, — 10% H, (B) flowed to the Ni/YSZ electrode while air was passed over the
LSM/YSZ electrode.

The ASRs for each of the ten cells when calculated from AC and DC characterisation is
shown in Table 3. Compared to the 6-cell stack, the performance of the cells in the 10-
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cell stack is more alike. Again, the performance for cell 1 is slightly lower than the
performance of the remaining cells. The low performance of cell 1 is again due to bad
contacting to the bottom plate (the contacting problem to the top plate has been solved).
Figure 11A shows the impedance spectrum for an average performing cell (cell 8), and
Figure 11B shows an comparison with the cell in the SRU. From Table 3 it can be seen
that both Rs and Rp are higher for cell 1 compared to the remaining cells. Looking solely
at the polarisation of the cell, the polarisation contribution from gas conversion is
comparable for all cells.

A 0.150 —o—Cell in the SRU, corrected for Rs and inductance

0125 o Multi-Cell stack, Cell 8 corrected for Rs

~ 0.100

£
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Figure 11. Nyquist plot of the impedance spectra recorded before electrolysis in 50% H,0 — 50% H, at
850°C A: Cell 8 in the 10-cell stack and B: Comparison of Cell 8 in the multi-cell stack with the cell in
the single repeating stack unit (SRU) when corrected for Rs and inductance.

Table 3. Initial characterisation of the ten SRUs in the 10-cell stack. Area-Specific Resistances (ASRS)
calculated from DC characterisation in 50% H,0 — 50% H, and in 45% H,0O — 45% CO, — 10% H, at
850°C. The numbers in brackets are the average cell performance discarding cell 1.

Area-Specific Resistances (ASRS) Area-Specific Resistances (ASRS)
deducted from AC cparacterlsatlon deducted from DC cparacterlsatlon
(£2cm”) (£2cm”)

50% H,0 — 50% H, 5006 H,0 509 H, | 4370 Hyo Appe €O

: ot ASR ASR ASR ASR

Cell Ohmic |Polarisation Total : :
(SRU) | resistance | resistance | resistance em%ﬁg%'g SIS flﬂﬁ’ggg" elef}]‘(’)%lg SIS f%%ggll

1 0.22 0.31 0.53 0.55 0.53 0.75 0.95

2 0.16 0.28 0.44 0.47 0.45 0.60 0.89

3 0.15 0.27 0.42 0.45 0.43 0.58 0.75

4 0.17 0.25 0.42 0.46 0.43 0.60 0.69

5 0.15 0.24 0.39 0.45 0.42 0.60 0.63

6 0.17 0.24 0.42 0.42 0.40 0.56 0.53

7 0.15 0.24 0.38 0.42 0.40 0.57 0.58

8 0.17 0.24 0.42 0.44 0.42 0.59 0.65

9 0.15 0.23 0.38 0.41 0.38 0.54 0.58

10 0.17 0.23 0.40 0.43 0.41 0.56 0.65
Average | 0.17 (0.16) | 0.25(0.25) | 0.42 (0.41) | 0.45(0.44) | 0.43(0.42) | 0.60 (0.58) | 0.69 (0.66)

Durability

After testing the initial performance of the cells in the 10-cell stack, the durability was
tested at 45% H,0 — 45% CO, — 10% H,, -0.50 A/cm?, 850°C. The evolution of the cell
voltage with time for the ten cells is shown in Figure 12.

A 1200 B 1200
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|
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Figure 12. A: Cell voltage for the individual cells and B: average cell voltage measured during co-
electrolysis in the 10-cell stack at -0.50 A/cm? at 850°C. O, was passed over the LSM/YSZ electrode and
the gas composition to the Ni/YSZ electrode was 45% H,0 — 45% CO, — 10% H,.

Figure 12A shows that the cell voltage initially increased for all the cells except cell 1.
The increase in cell voltage for the remaining cells levelled off after around 50 hours of
electrolysis. After the initial 50 hours of electrolysis operation, the cell voltage for cell 2
decreased, whereas a slight increase in cell voltage was observed for the remaining cells.
A total increase of 120 mV was observed for all ten cells in the stack over the 500 hours
of electrolysis operation which gives a AASR of 0.24 Q.cm?.

Looking solely at the degradation rates during the last 250 hours of testing, it can be seen
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that the stack voltage (Figure 12B, average cell voltage for all ten cells) was close to
stable (actually an activation of 5 mV / 1000 h was observed).

4 Discussion

The initial characterisation of the SRU showed that the performance was comparable
with the performance for single cell tests, which have shown to operate with an ASR of
0.24 +0.05 Q.cm? (in fuel cell mode) in 4% H,0 — 96% H, at 850°C [24]. Thus the
initial contribution from the interconnect plates in the SRU was negligible. Lower
performance was observed for the cells in the two stacks. Based on the impedance, this
increase was mainly caused by an increased ohmic, which include the contribution from
the interconnect plates, and polarisation resistance caused by gas conversion (Figure
11B). The electrochemical part of the polarisation remains close to unchanged. Thereby
the performance of the individual cells in the stacks does not show lower performance
than the single-cells (Figure 11B). It should be noticed that, because of the inductance of
the stack, it is difficult to separate the electrochemical and ohmic resistance, and the
stated values should be used as approximate values only. On the other hand, the total
resistance and the resistance caused by gas conversion can be determined with great
accuracy. The main reason for the lower performance for the cells in the stacks (around
75% of the decreased performance) was caused by an increased resistance due to gas
conversion, and is caused by an altered flow pattern and by the lower gas flow rates (mol
/ cell area) used for the two stacks. The ohmic contribution was around 50% higher for
the multi-cell stacks compared to the SRU, and contribute to around 25% of the total
decreased performance. These results show that the initial contribution from the
interconnect plates in the multi-cell stack was notable, but the increased ASR observed
for the stacks was mainly caused by an altered flow pattern and the low gas flow rates
used for the two multi-cell stacks.

A long-term degradation of the SOECs during electrolysis was observed by the course of
the cell voltage for the SRU (Figure 3) as well as for the 6-cell stack (Figure 8) and the
increase in impedance (Figure 5 and Figure 9). On the other hand, no long term
degradation was observed for the 10-cell stack (Figure 12).

The voltage drop over the interconnect plate at the Ni/YSZ electrode for the SRU
followed the increase as the cell voltage (Figure 3). That the voltage drop follow the
increase in cell voltage is surprising. It points strongly to a variation in current density,
either due to strong uneven current distribution over the cell area, or a strong variation in
the total current. No clear explanation, on how this could have happened, can be given at
present. The resistance over both interconnect plates in the SRU increased approximately
0.039 Q.cm?, thus the contribution from the interconnect plates was close to negligible at
start, but became significant with time. The increase in resistance over the interconnect
plates is slightly higher compared to cells run in fuel cell mode in dry conditions. On the
other hand, it has been found that the degradation rate increases drastically when
increasing the steam to hydrogen ratio. It can be speculated that the high water content
applied in the present study (50% H,0) increases the degradation/oxidation of the
interconnect plates (as observed by SEM/EDX, Figure 4) leading to a high degradation
rate and an increase in the voltage drop over the interconnect plates during the
electrolysis test. This is in good agreement with the large increase in Rs (~ 130%
increase) and Rp (~ 170% increase) during the electrolysis test (Figure 3, Figure 5). On
the other hand, the tests performed in the two stacks, clearly showed that the stack design
result in significant less degradation of the interconnect plates as the ohmic resistance
increased 10 — 15% during H,0O electrolysis and maximal 10% during co-electrolysis
(assuming that the total increase of AASR 0.24 Q.cm? (based on stack voltage increase)
is caused by an increase in Rs, although compared to single cell tests, this is highly
unlikely, and the actual increase in Rs in likely to be even lower).

Beside the increase in Rs, also significant increase in Rp was observed for the SRU and
the 6-cell stack (H,O electrolysis). The cell voltage increase of identical single cells
when operated as steam electrolysis cells was shown to follow an characteristic S-shaped
increase [17]. It was speculated that accumulation of Si-containing impurities at triple-
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phase boundaries in the Ni/YSZ electrode (determined post mortem by SEM) coursed
the degradation of the SOECs [16-18]. When testing the SOC at identical conditions, but
applying an gold seal instead of a glass seal [17], the cell voltage was shown to increase
almost linear. The degradation phenomenon was therefore suggested to be a consequence
of silica impurities originating from the glass seal. Because this degradation is caused by
blockage of the active triple-phase boundaries, the increase in ASR shows as an
increased Rp only. Similar degradation behaviour was found to occur when operating
SOCs as CO; or co-electrolysis cells [4, 22], although in these cases, the impurities was
speculated to originate from the applied gasses [4, 22]. Analysing this degradation by
EIS, the degradation caused by blockage of the triple-phase boundaries (adsorption of
impurities) was characterised by an increased resistance at 100 — 300 Hz [4, 19, 22].

It seems unlikely that the cell voltage shown in Figure 3 (SRU) follows this
characteristic S-shaped curve. Further, the degradation caused an increase in both Rs and
Rp, and the increase in Rp was observed, not only for the Ni/YSZ electrode, but also for
the LSM/YSZ electrode and was characterised by a frequency of around 1000 Hz
(Figure 5 and Figure 6). It therefore seems likely that the exposed glass area and/or the
composition of the glass-ceramic used in the single-cell electrolysis stack minimise this
silica evaporation from the sealing. Further more, no silica could be found by post
mortem SEM analysis.

It can be argued whether the cell voltage observed for the 6-cell stack showed the
characteristic S-curve (Figure 8). The degradation was characterised by a frequency
around 100 — 300 Hz, which may indicate blockage of the active triple-phase boundaries.
Post mortem analysis by SEM did not reveal any silica depositions close to the triple-
phase boundaries. It should be noticed that no silica was found do not exclude the
presence of small amounts of silica close to the triple-phase boundaries.

No long term degradation was observed for the 10-cell stack (Figure 12), which was
operated with identical glass sealing’s as the 6-cell stack. The main difference in
operating conditions for the six and 10-cell stack, is, beside the added CO,, the
application of clean gasses in the 10-cell stack (the steam concentration was similar for
the two stacks, 50% for the 6-cell stack and 45% for the 10-cell stack). That degradation
(by adsorption of impurities) was observed for the 6-cell stack and not for the 10-cell
stack indicates that impurities in the inlet gasses may play an important role for the
durability of these electrolysis stacks as have previously been speculated for single cells
[4, 22]. On the other hand, the application of chromium containing interconnect plates
and glass sealing’s do not seem to negatively influence the durability.

Cleaning the inlet gasses to the Ni/YSZ electrode resulted in operation without any long
term degradation, and may therefore be a solution for operating these Ni/YSZ based
solid oxide electrolysis stacks without any degradation.

5 Conclusion

The initial performance of the SRU was comparable with the performance for single cell
tests, whereas the performance for the multi-cell stacks was slightly lower than for the
single cells. The ohmic resistance seems to be slightly higher, showing a slightly higher
contribution from the interconnect plates in the multi-cell stacks. The contribution from
the interconnect plates in the SRU , which was close to negligible at start, became
significant with time, whereas for the multi-cell stack, an initial increase of only
maximal 10% was observed.

For all tests, the cell voltage (and stack voltage) reached a stable level during the last part
of the tests, which may point towards a reasonable stable long-term performance. The
degradation of the electrolysis cells is influenced by the adsorption of impurities from
the gasses, whereas the application of chromium containing interconnect plates and glass
sealing’s do not seem to influence the durability.

Cleaning the inlet gasses to the Ni/YSZ electrode resulted in operation without any long
term degradation, and may be a solution for operating these Ni/YSZ based solid oxide
electrolysis stacks without any degradation.
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Abstract

The impact on greenhouse gas emissions from using a ley crop from an organic crop
rotation as substrate for biogas production instead of ploughing it down as fertilizer
(green manure) was analysed using lifecycle assessment methodology. The biogas was
combusted in a microturbine (100 kW(e)) for production of heat and electricity. The
economic viability for a farm investing in the technical system for commercial
production was also estimated.

Greenhouse gas emissions were significantly lowered compared to the reference
scenario, in which the village is supplied with energy produced with natural gas as fuel
in a large-scale plant. The carbon content of the soil increases and the nitrous oxide
emissions are lowered due to the application of digestion residues instead of undigested
ley as fertilizer (also a result of the more timely application). The economic return on the
investment in the energy plant for the farm is however heavily burdened with the
investment cost for the culverts in the heating system, and highly sensitive to the energy
prices, in particular the price of heat. Given Swedish market conditions in 2009, the
energy production would not even be at breakeven without the Swedish quota system for
renewable energy production. This makes it an uncertain investment unless financial
policy instruments such as investment subsidies, feed-in tariffs or quota systems are
available.
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1 Introduction

The need for new sources of renewable energy is increasing, as ambitious policies
aiming at reducing greenhouse gases and dependency on fossil fuels for energy supply
are taken into effect. Biomass for energy is one such source, with in particular biomass
of agricultural origin being a massive but largely unutilized resource (EEA 2006).

One problem with the use of biomass from agriculture in central energy plants is the low
energy and cost efficiency associated with the transport. An alternative to the central
plants would be a decentralized system of small-scale plants, perhaps even located at the
farm producing the biomass. The development of new technologies for the utilization of
biomass in small-scale (<100 kWe) combined heat and power (CHP) systems has
progressed fast over the last few years, and there are now several technical systems
available — some in commercial production, like biogas production systems, some on the
verge of being commercialized, as for example the fuel-flexible small-scale Stirling
engine, and some still only available in demonstration plants, like small-scale biomass
gasifiers (Kjellstrom 2007).

Production of biomass for energy on agricultural land is however in conflict with food
production over available agricultural land (Kléverpris 2008), and there are adverse
environmental impacts of transformation of natural or semi-natural land to plantations
for biomass or bioliquids (Borjesson 2009). A way of going around this problem is to
focus on the use of agricultural byproducts for energy production, or production of
biomass on set-aside or marginal land not in use for food production. Moreover, reliable
methods for measuring the environmental impact of the use of the biomass as primary
energy source are crucial in order for policymakers and decisionmakers to make
informed choices on energy supply system. One such method that is gaining attention
and fields of application is the lifecycle assessment (LCA) methodology, in which the
entire production chain is analysed and emissions quantified and summarized as different
impact categories, as for example Global Warming Potential (GWP) (Baumann and
Tillman 2004).

In this study, a CHP production system placed and operated on an organic farm was
analyzed with LCA methodology, with focus on global warming. A ley crop used as
green manure is harvested instead of ploughed down and used as substrate for biogas
production, the raw material production thereby not being in conflict with food
production. Straw is used to meet extra heating demand in the winter. The system was
compared to a reference system based on fossil fuel use and dimensioned to supply a
nearby village with its entire heat and electricity demand. The environmental analysis is
supplemented with an economic analysis in order to give an idea of the potential
profitability of the plant.

2 Methodology

2.1 Environmental assessment approach

The environmental assessment of the on-farm CHP production system is focused on
emissions with global warming potential (GWP) and is performed with a simplified
lifecycle assessment (LCA) approach. The functional unit is the supply of heat and
electricity to a village of 150 households for one year.
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A reference system was defined as the farm producing food but without harvesting any
of the ley or straw produced. The village is supplied with electricity from the national
grid and heat from electricity-driven heat pumps. The electricity is assumed to be
originating in a natural-gas fired condensing plant in Europe, which constitute the
majority of all planned power plants up to 2010 (Kjarstad and Johnsson 2007) and
assumed here to be the long-term marginal source of electricity as the internal electricity
market becomes increasingly integrated.

2.2 System description

The location of the farm is close to a village of 150 households, in the county of Vastra
Gotaland in Southwestern Sweden. The farm is producing food according to the organic
crop rotation in table 1 below. This village is supplied with its entire need of electricity
and heat via the CHP production system (biogas reactor, microturbine and straw boiler)
at the farm. The straw boiler is introduced to cover the extra heat demand in the winter
time. Figure 1 shows the variations in heat demand over one year. The heat demand of
the village was calculated as an average of heat demand based on temperature data for
the region in the years 1998-2007 and includes hot water. Losses in distribution culverts
of 10 W/m are accounted for. As the demand exceeds 130 kW, which is the heat output
of the plant, the straw boiler must be taken into production.

The electricity produced is delivered to and retrieved from the national grid, in order to
cover variations in demand from the village. However, on an annual basis the amount of
electricity consumed by the households in the village and the amount produced by the
CHP system are equal.

700 T T T T

kW

1 1 1 L
S00 1000 1500 2000 2500 3000
Pomnt of measurement 1 Jan - 31 Dec

Figure 1. Variation in village heat demand over the year 2005

The system and system boundaries are schematically shown in figure 2. Ley and straw
are both byproducts from food production and any activity taking place as a consequence
of the additional farm activity for CHP production is included in the environmental and
economic analysis, whereas activities that would take place regardless of the energy
production are excluded. Waste products from the CHP production - digestion residues
and ashes - are returned to the fields in order to utilize its nutrient value. Possible
changes to the system, such as increased or decreased soil emissions, that are
consequences of the alterations to the system, are quantified and the result of this study.
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Figure 2. Schematic image of the production system. The dotted line represents the
system boundaries.

The analysed farm is applying organic production methods in accordance with the EU
council regulation 834/2007. The crop rotation is defined in table 1.The ley crop year 3
and 6 is integrated into the rotation for its N-fixing properties and is normally ploughed
down instead of harvested in order to increase nitrogen content in the soil for the
following crops in the rotation. This is a common system for fertilization in organic
production (KRAV 2009) where commercial fertilizers are not allowed (EC 2007).
However, in the system analysed in this study, the ley is harvested and digested in a
biogas reactor in order to produce biogas for a combined heat and power (CHP) system,
consisting of a 100 kW(e) microturbine.

Table 1. Crop rotation with yields

Year 1 2 3 4 5 6 7

Crop Field Oats Ley Winter Winter Ley Rye
beans rapeseed wheat

Yield (kg | 2400 3200 6000 | 2000 3500 6000 | 3200

DM/ha yr)

2.3 Technical description of CHP production units

The biogas system is a continuous, single stage mixed digestion chamber of 650 m3
(figure 3). Ley is fed to the system with DM content of 33% which is reduced to 16% via
addition of process liquid.
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Figure 3. Schematic description of the biogas reactor

The specific production of methane was set to 0.33 m3/kg organic substance (Edstrém,
Jansson et al. 2008), resulting in a flow of just below 1500 m3/day to the microturbine
which operates with 30% electric efficiency. 22% of the energy in the biogas produced is
used as process heat for the digestion, and 3.5% as process electricity (Edstrom, Jansson
et al. 2008). The electric efficiency is 29% and overall efficiency 66%.

Digestion residues are produced at a rate of 54 ton/day on wet basis (6% DM content)
and returned to the fields at a rate of 18.4 ton/ha, values calculated based on analysis of
mass and energy flows through the system. Fields currently covered with the ley crop
itself are not fertilized.

The straw boiler is assumed to be an automatically stoked boiler with 90% efficiency and
maximum thermal output 570 kW.

2.4 Quantification of emissions

Only emissions contributing to global warming are considered. These are mainly carbon
dioxide, nitrous oxide and methane, given characterization factors 1, 296 and 24
respectively (IPCC 2006). Sources of carbon dioxide are diesel combustion and impacts
on the carbon balance in the soil (mineralisation or sequestration of carbon as a
consequence of the cultivation practices applied), whereas the combustion of biomass in
CHP systems is considered carbon neutral as the corresponding amount of carbon
released will be bound in the growing of the next year’s crop. The carbon balance was
estimated in a simulation in the ICBM model (Andrén and Katterer 2001). Data on
emissions from diesel consumption are from Lindgren, Pettersson et al. (2002).

Nitrous oxide is emitted from agricultural soil due to addition of nitrogen in the form of
fertilization and from crop residues. Nitrous oxide emissions are estimated using the
method and standard values given in IPCC:s guidelines (2006), as equation 1.

Equation 1. Rpw X Fracy x(%} x EF

Where Rp,, is the amount of digestate or ley in dry matter, Frac, _,, is the fraction of
total nitrogen in the substrate and EF the emission factor. Nitrogen content of the
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substrate is taken from (Edstrém, Jansson et al. 2008) and the emission factor from IPCC
(2006).

Methane is emitted from digestion residues spread on the fields after digestion and
calculated using the IPCC method, as in equation 2 (IPCC 2006).

Equation 2. DGy, x B, x0.71x MCF

Where DG, is the amount of digestion residues spread on the fields, B, the

maximum methane production capacity, 0.71 the density of the gas in kg/m=3 and MCF
the methane conversion factor, i.e. amount of potentially produced methane that is

produced and emitted. Maximum methane production capacity, By, of the substrate after

digestion are taken from (Edstrém, Jansson et al. 2008) and the methane emission factors
were assumed to be equal to emission factors for manure, taken from Dustan (2002) for
liquid manure. Potential leakage from the technical components of the biogas production
system was assumed to be negligible.

2.5 Costs and revenues

Potential profitability of production of heat and electricity from biogas production was
calculated for the system described. Total costs and revenues on a yearly basis are
described below.

The cost of the ley substrate was set to 0.31 SEK/kg DM (Gunnarsson, Spérndly et al.
2007), which includes the cost of harvesting using a machine system comprising a
chopper followed by ensiling. For straw, the collection of the straw from the fields was
set to 0.245 SEK/kg DM, reworked data from Bernesson and Nilsson (2005), including
collection, baling, transport and outdoor storage. The cost of spreading digestion residues
on the fields was set to 0.03 SEK/kg DM, including loading and transport (Rodhe,
Salomon et al. 2006) and the cost for spreading straw ashes was assumed to be the same.

The investment cost for the CHP system was assumed to be 4 million for the biogas
reactor, microturbine and straw boiler with a write-off time of 10 years. The interest rate
was assumed to be 6%, which means 3% average interest rate over the write-off period.
Costs for maintenance of biogas systems was set to 2.5% of the investment cost
(Edstrom, Jansson et al. 2008). The cost of the biogas production itself was set equal to
the process electricity required and 2 manhours per week a 140 SEK/h. The culvert
system was assumed to cost 10 million SEK for the investment and installation for 150
villas (Schneider 2009) with a write-off time of 30 years and average interest rate 3%.
Maintenance cost was set to 1.5% of the investment cost on an annual basis.

Revenues from sales of electricity are based on the average price of electricity on the
Nordpool market in 2008, 0.49 SEK/kWh (Nordpool 2009), and the average price of a
Swedish green certificate between May 19 2008 and May 19 2009, 0.29 SEK/kWh
(SvenskaKraftnat 2009). The system of green certificates was introduced by the Swedish
government in 2003 and aims at supporting investment in renewable electricity
production by stipulating a quota of renewable electricity that each energy utility is
obliged to purchase, and the price is determined by market forces. The revenues from
heat production are based on the average price of heat in the county of Véstra Gotaland
in 2008, 0.62 SEK/kWh (SvenskFjarrvarme 2009).
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3 Results

3.1 Environmental assessment

The results are shown in figure 4, with the GWP for the reference scenario depicted next
to emissions from small-scale CHP production at the farm.

Both positive and negative emissions are presented. Negative values are emissions from
the cultivation system that are lower than emissions from the cultivation system in the
reference scenario (which is set to 0). Emissions from the CHP systems are shown in
absolute values. In total, the GWP per year for the CHP scenario is 812 ton CO2-
equivalents lower than the reference scenario.

The impact on soil emissions from using ley and straw for CHP production are
prominent results of this study. As the soil emissions are in comparison to the reference
system, the bar that go below zero mean that a beneficial effect is obtained from
harvesting the ley for CHP production, i.e. the emissions of greenhouse gases are
reduced compared to the reference scenario.

The results indicate that the more timely application of nitrogen in the form of digestion
residues instead of raw ley give considerably lower emissions of nitrous oxide.
Moreover, the soil carbon stock increases due to the humification properties of digestion
residues which exceeds those of a raw ley crop.

The environmental impact of harvesting the ley (and returning digestates to the fields),
which mostly consists of diesel use for tractor operations, is noticeable but is far lower
than the impact from the reference system or the resulting soil emissions.

400000
200000
W & Methane
0 m Soil (CO2) Straw

1 = & Soil (N20) Ley/Salix

-200000 B Soil (CO2) Ley/Salix
H Ley and digestates

-400000 T B CHP production
-600000 SESSE
-800000

Figure 4. Global warming potential (in kg CO, -equivalents) of the CHP production
system compared to the reference scenario
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3.2 Economic assessment

The result of the economic assessment shows that given the assumptions made, the
economic result is 0 SEK/yr - point of break-even is reached but no profit made.
However, if the culvert cost can be covered by for example customer connection fees,
the situation would be radically different with an annual profit of almost 800 000 SEK
(see table 2) or 0.87 SEK/MWh primary energy.

4 Sensitivity analysis

In order to determine how sensitive the result is to variations in key parameters, a
sensitivity analysis was conducted where parameters were altered. The results show that
with a 20% increase in ley yield the GWP compared to the reference scenario decreases
3%, and with a 20% decrease in ley yield the GWP means an increase of 2%. Increasing
the emission factor for nitrous oxide +50% results in the difference to the reference
scenario becoming 23% higher (i.e., better comparative result), and vice versa for a 50%
lower emission factor for nitrous oxide.

The economic result is highly affected by the energy prices, in particular the price for
heat, which also implies that the economic viability of the system is dependent on a
reliable market for the heat produced (table 3). The profit is also quite sensitive to a
change in electricity price. Yields per hectare are irrelevant in this case as only a set
amount of substrate is requested, which is assumed to be available without any
opportunity cost of land. The cost of harvest is assumed to only be dependent on the
amount of raw material and not the area over which the material is spread.

Table 2. Potential profit from the system when altering key parameters (SEK/yr). In the
basic scenario, the profit is 0 SEK/yr

Alternative scenario

Excluding investment costs for culverts 771727

Altered parameter (+20%/-20%)

Electricity price 70689/-73901
Heat price 292698/-295910
Electricity certificates 46244/-49456

5 Discussion and conclusions

The result of the environmental assessment points clearly in favor of including biogas
production from ley in the farm cultivation system and replacing natural gas as energy
source for heat and electricity to the village. In fact, the carbon sequestration effect after
processing the ley in the biogas reactor rather than ploughing it down raw is the most
important parameter for reduction of greenhouse gas emissions, followed by the
reduction of emissions from the CHP production itself, which in the biogas scenario is
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carbon neutral. The third largest post is the reduction in nitrous oxide emissions after a
more controlled application of N-fertilizer. Removing straw for the straw boiler means
removal of carbon from the fields, which has an adverse affect on the greenhouse gas
balance. This however has a small impact in this case (figure 4).

In economic terms, the system can be a viable business option but is heavily weighed
down by the high cost of culvert systems — which for example can be reduced or
eliminated by for example connection fees charged to the end-users. Selling sufficient
amounts of heat is however crucial for economic survival of the system, as it will not
survive on only electricity sales alone. Moreover, a drop in heat price, electricity price or
price of renewable electricity quotas — however in particular the heat price - would
jeopardize the total profitability of the system, which is a clear weakness of the system.
As prices are market-based, this would only be stabilized with some type of price
guarantee for the producer.
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Abstract

The industry of olive oil extraction in Jordan involves an intensive consumption of water and
generates large quantities of olive mill wastewater (OMW). This wastewater has a high
pollution risk with biological oxygen demand (BOD). The organic fraction of OMW includes
sugars, tannins, polyphenols, polyalcohols, pectins and lipids. The presence of remarkable
amounts of aromatic compounds in OMW is responsible for its phytotoxic and antimicrobial
effects. The environmental problems and potential hazards caused by OMW had led olive oil
producing countries to limit their discharge and to propose and develop new technologies for
OMW treatments, such as physicochemical and biological treatments. In the present
investigation lebna’s whey a local byproduct of widely consumed local yogurt was used with
OMW for ethanol production. The obtained results showed that the proteins of lebna’s whey
can remove substantial amounts of aromatic compounds present in OMW. This was
reflected on the reduction of the intensity of black color of OMW and removal of 37%
polyphenols. Moreover, the production of ethanol was ascertained in fermentation media
composed of whey and in presence of various concentrations of OMW up to 20% OMW. The
obtained results showed the possibility to develop a process for improvement and

enhancement of ethanol production from whey and olive oil waste in mixed yeast cultures.

Key words: biofuels, ethanol, olive mill wastewater, whey
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Introduction

Sustainable waste management is an important issue considering the challenges facing
disposal of organic wastes (biowaste) generated from food industries. Food industries
wastes are organic residues from processing of agricultural raw materials to food products,
which arise as liquid (wastewater) and solid waste (Oreopoulou and Russ, 2007). Efforts are
made to optimize food processing technologies to minimize the amount of biowastes,
however, the remaining wastes will continue being one of main problems which confronts

food industries.

Olive mill wastewater (OMW), is one of important wastes of food industries in Jordan; the
industry of olive oil in Jordan consumes large amount of water for oil extraction,
approximately one ton water is used per ton olive fruits, and as a result large amounts of
black colored olive mill wastewaters (OMW) are produced and present a major
environmental problem, if not treated before dissipation. The large amounts of OMW
generated, combined with its high polluting power as well as its high biological oxygen
demand (BOD), represent the main difficulties in finding a solution for the management of
this kind of wastewater. However, it could be upgraded by removing or reducing its phenolic
compounds and using its carbohydrate fraction to produce useful products (Massadeh and
Modallaln, 2008). Other type of waste of food industries is whey which is produced from
processing of milk in dairy industries. Whey is mainly the by-product of cheese production in
the global market; it is the serum component which separates from milk after addition of
rennet or an edible acidic substance. Cheese whey contains lactose, vitamins and minerals
along with traces of fat. Another type of whey is produced in the Middle East countries and is
known as Lebna whey, which is made from yogurt after removal of serum. Lebna whey is
also rich in lactose, vitamins and minerals. Both types of whey represent an important
source of environmental pollution due to their enormous production and high organic matter

content (Ferrari et al., 1994. , Bonnet et al., 1999).

Production of ethanol from wastes of food industries represents an opportunity for
minimizing waste and producing useful product. In this respect ethanol is utilized in products
as diverse as solvent, antifreeze, perfumes, printing ink, white vinegar, beverage,
pharmaceutical, and used as intermediate raw material in the chemical synthesis of
innumerable organic compounds (Roehr, 2001). Other important application of ethanol is in

the fuel sector; in this respect, it is considered as one of the important renewable energy
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sources (Sagar and Kartha, 2007; Goldemberg 2007). Nowadays, economic and
environmental concerns added emphasis on ethanol as a source of renewable fuel. Thus,
economy of ethanol productivity by microbial cells in fermentation medium is the final goal of
experts in this field. Several approaches have been investigated to reduce the cost of
ethanol which is currently could be produced either by batch or continuous immobilized
cultures using certain types of bacteria and yeast (Bai et al. 2008). Recent economic insights
into ethanol fermentation technology pointed to possible utilization of food industries wastes

for ethanol production.

In the present work an investigation was carried out to ascertain the possibility of utilization

of above mentioned food industries wastes (OMW and lebna whey) for ethanol production.

Materials and methods

Sources of wastes

Olive mill waste water was obtained from Jazaiza olive oil factory/Al-Salt-Jordan , whereas

lebna whey was obtained from Al-Maha Dairy factory/ Rusaifa-Jordan .

Chemical analysis

Total nitrogen(TKN), total phosphate(TP), total soluble solids (TSS), biological oxygen
demand (BOD), chemical oxygen demand (COD) and polyphenols were determined
following American Standard Methods (ASM) for the examination of water and wastewater:
4500 ( Norg-B ), 4500 ( PO4-C), 2540-D 5210,13, 5220,B and 5550 respectively. Ethanol
concentrations were analyzed by Gas Chromatography (Hewlett Packard HP 6890 series)

according to AOAC, 2005.

Yeast strain

Lactose fermenting yeast was isolated from local habitat and preserved on whey agar slants
at 4°C. Suitable selected yeast isolates were used for ethanol production in whey-OMW

based media. Baker’s yeast was used in mixed fermentation with lactose fermenting yeast.

Fermentation media and cultural conditions

Liquid fermentation media were prepared from wastes of lebna whey and various
concentrations of OMW. The pH value of fermentation media was adjusted to 4.4 before
sterilization. The fermentation medium was inoculated with 3% freshly prepared yeast

culture and incubated for 48 hours at 32° C.

Removal of polyphenols from OMW
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Proteins of Lebna whey were precipitated by adjustment of pH value followed by heating.
The precipitated proteins were collected by centrifugation for 15 minutes at 4500 rpm.
Reaction mixture (RM) was prepared from non diluted OMW containing 18% w/v of whey
proteins, RM was incubated at various time intervals ( 1, 2, 3 and 4 hours) with shaking at
25°C. At end of each incubation interval the RM was centrifuged and the polyphenols were

measured in the supernatant.
Results and discussion
Chemical analysis of wastes

It had been reported that the organic fraction of olive mill waste includes sugars, tannins,
polyphenols, polyalcohols, pectins and lipids (Hamdi, 1996). In addition, it had been reported
that OMW contains remarkable amounts of aromatic compounds which are also responsible for
its phytotoxic and antimicrobial effects (Fluori et al., 1996); whereas cheese whey contains
lactose, vitamins and minerals along with traces of fat (Zafar and Owais, 2006). The chemical
analysis of two types of wastes (Lebna whey and OMW) obtained from local food industries
had shown variation in their chemical compositions (Table 1). OMW was found rich in TSS
(16.545 g/l), organic nitrogen (0.083 g/l), and minerals; on the other hand lebna whey
composed of 57.797 g/l TSS which is mainly lactose sugar and 6.04 g/l organic nitrogen (Table
1). Same table showed the BOD and COD of OMW and whey which were 26.805, 12.456,
41.076 and 104.540 g/l respectively. In this respect it was reported that the BOD values of
OMW were in the range of 89-100 g/I, and chemical oxygen demand (COD) values in the
range of 80—-200 g/l (Hamdi, 1996). The obtained results in this work showed that lebna whey

had higher BOD and COD values as compared with OMW.
Ethanol production in Whey-OMW media

It is possible to produce ethanol from various sources of sugars providing using suitable yeast
strains. Lactose fermenting yeast is used for production of ethanol from whey, whereas
baker's yeast is used for production of ethanol from sucrose (Zafar and Owais 2006; Reddy
and Reddy 2006). In the present investigation it was possible to isolate lactose fermenting
yeast from contaminated yogurt samples and most efficient yeast isolate was used for
ethanol production from whey. Table (2) showed various compositions of fermentation media,
based on OMW and whey, which were used in production of ethanol. Three concentrations
(5%, 10% and 20%) of OMW were used with whole whey (WW) or deproteinized whey (DW)

to prepare various types of fermentation media. The results which were shown in figure (1)
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revealed that the values of ethanol production in WW fermentation media was almost similar
to theoretical ethanol yield, while presence of 5 and 10% of OMW in fermentation media
caused 4 and 7 % reduction in ethanol production respectively as compared with fermentation
media composed of WW only. On the other hand presence of 20% of OMW in OMW-WW
fermentation media resulted in 52% reduction of ethanol production in comparision with
ethanol production in WW fermentation media; this might be due to toxic effects of
polyphenolic compounds present in OMW. The results presented in figure (2) showed that
the values of ethanol production in OMW-DW fermentation media in presence of 5, 10% and
20% of OMW were reduced by 12, 34 and 69% respectively in comparison with fermentation
media composed of DW. These results suggested that presence of Lebna whey proteins in
fermentation have positive effect on removal or neutralization of possible toxic effects of

polyphenols present in OMW on yeast cells or on ethanol production.
Removal of polyphenols from OMW

The above mentioned observation on possible detoxification or neutralization of polyphenols
by lebna whey proteins, suggested the possibility of using the separated lebna whey proteins
for removal of polyphenols from OMW. In this study, the obtained results of mixing lebna
protein with OMW resulted in significant reduction of polyphenolic compounds in OMW. The
study showed that the original amount of polyphenols present in OMW was 591+51 mgl/l,
after treatment of OMW for four hours with lebna proteins it was possible to measure 37%

reduction in the amount of polyphenols.
Further work

An investigation was carried out to ascertain the possibility of alcoholic fermentation under
higher sugar concentration by using mixed fermentation. Sucrose was added to give final
concentration of 10% w/v in OMW-WW fermentation media and baker's yeast was used to
ferment sucrose after completion of lactose fermentation by lactose fermenting yeast. The
obtained results showed the importance of this approach in regard of utilization of sucrose
waste from other food industries as carbon source. Moreover, it was possible to enhance
ethanol production by using certain products of olive mill wastes under high gravity

fermentation.
Conclusions

Whey and olive mill wastewater (OMW) are major wastes of food industries in Jordan. OMW

is considered source of water and minerals, whereas whey is source of sugar and nitrogen.
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The preliminary results reported in this study suggested the possibility of production of
ethanol by utilizing both wastes in an integrative way. Moreover the obtained results showed
that lebna whey proteins could reduce inhibitory effects of polyphenols present in OMW on

ethanol production.
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Table (1) Composition of whey and OMW obtained from local food industries, the unit

Risg-R-1712(EN)

of measurement mg/I

Parameter oMW Whey
TKN 83 604
TSS 16545 57797
VSS 5970 34712
TFS 9575 15085
CoD 26805 104540
BOD 12456 41076

Cl 46.7 1184
K 1820 1426
Na 145 541
Ca 823 1447
NH4N <3.7 *
T-P 127.3 *
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Table (2) Composition of whey-OMW (%v/v) fermentation media, WW and DW indicate

whole and deproteinized whey respectively.

Media

Composition

OMW-WWwW

0% OMW

5% OMW, 95% WW

10% OMW, 90% WW

20% OMW, 80% WW

OMW-DW

0% OMW

5% OMW, 95% DW

10% OMW, 90% DW

20% OMW, 80% DW
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Figure 1 Ethanol production by lactose fermenting yeast in fermentation media OMW-WW,

composed of whole whey and various concentrations of OMW.

Key : OL, FL, CL, TE, AE1l, AE2 indicate original lactose (% w/w), final lactose(% wi/w),
consumed lactose(% w/w), theoretical ethanol yield (% w/w), actual ethanol yield (% w/w)and

actual ethanol yield (% v/v).
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Figure 2 Ethanol productions by lactose fermenting yeast in fermentation media OMW-DW,

composed of deproteinized whey and various concentrations of OMW.

Key: OL, FL, CL, TE, AE1, AE2 indicate original lactose (% w/w), final lactose, consumed
lactose (%w/w), theoretical ethanol yield (% wi/w), actual ethanol yield (% w/w) and actual

ethanol yield (% v/v).
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