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Intramolecular electron transfer (ET) over distances up to about 10 A between states in which the electron is
localized on donor and acceptor groups by interaction with molecular or external solvent nuclear motion
occurs, in particular, in two classes of systems. The excess electron in anionic radicals containing two
aromatic end groups connected by a flexible polymethylene chain or a rigid cyclohexane frame is thus trapped
on either aromatic end group, and ET between these groups can be detected by ESR techniques.
Intramolecular ET also occurs in binuclear transition metal complexes in which the coupling between the
metal centers [ Ru(II)/Ru(III) and Ru(II)/Co(III) couples] issufficiently weak (class I or II mixed valence
compounds). The ET mechanism can involve either direct transfer between the donor and acceptor groups or
a higher order mechanism in which ET proceeds through intermediate states corresponding to the
localization of the electron on the intercornecting fragments. We have derived rate expressions for the
different conceivable intramolecular ET patiways. In particular, we have incorporated the nuclear motion
not only in the initial and final states but zlso in the intermediate states. We have furthermore provided
criteria for the distinction between direct ET, ET through high-energy (superexchange), and low-energy
(““radical” intermediate mechanism) intermediate states on the basis of experimental rate data and illustrated
this with data for organic radical anions, ard for intramolecular and inner sphere ET for transition metal

complexes.

I. INTRODUCTION

Electron transfer (ET) between localized donor and
acceptor centers separated by distances comparable to
or exceeding the extension of the molecular framework
of the reacting entities is of importance in the following
contexts; (1) electron transport in biological mem-
branes!; (2) electron tunneling through the Schottky bar-
rier of semiconductor electrodes®® and a: metal elec-
trodes covered by oxides, ¢° polymers, ¢ or molecular
electrocatalysts7'3; (3) ET involving solvated electrons
in frozen glasses’; and (4) ET through extended bond
systems as in inner sphere ET through bridge ligand
systems!?'!! or intramolecular ET between “molecular”
trapping centers” separated by a molecular chain. >~
While the first three classes have been stbject to fairly
extensive investigations in terms of quantum mechanical
nonadiabatic rate theory, the available analysis of the
fourth class is much less comprehensive. Considera-
tion of the fourth class in terms of multiphonon non-
adiabatic rate theory adopted to incorporate both first
and higher order perturbation effects is therefore the
content of the present work. In particular, the follow-
ing two groups of systems have been subject to experi-
mental investigations: (A) Organic anioniz radicals of
diphenyl- and dinaphtylalkanes, -cycloalkanes, and re-
lated compounds!'?~’; these processes involve ET of the
excess electron from one aromatic end group to the
other, the donor and acceptor groups being separated by
methylene groups, by an oxygen or a sulphur atom, or
by a cyclohexane ring, and the rate constants were cal-
culated from the broadening of the ESR signal of the ex-
cess electron; (B) binuclear transition metal complexes
of the type (NH;);Co™ L ** LRu'(NH,);, in which L*** L
represents a pyridyl (= L) ring coordinated to either
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metal center and containing molecular chains of varying
length and flexibility between the rings'®!%; the intra-
molecular ET can here be measured by following the
decay of the complex. These systems display close
analogies to optical electronic processes in the “sym-
metric” binuclear ruthenium complexes containing local-
ized Ru(II) and Ru(III) centers'® %! (class I and II mixed
valence compoundsn), to inner sphere ET through ex-
tended bond systems, 10,11 3nd to ET via extended ligand
molecules in thermal outer sphere ET processes. %

The long-range intramolecular ET may proceed by one
of the following three mechanisms: (1) If the molecular
chain which separates the donor and acceptor groups is
sufficiently flexible, e.g., for a chain of methylene groups
-(CH,),—, where n 22, the donor and acceptor groups
can assume such a relative distance and orientation that
direct ET is favorable!®!"¥ (mechanism I).

For “short” (x £2) or rigid molecular chains, unfavor-
able electronic overlap of the donor and acceptor orbit-
als may prevent direct ET. The process can then pro-
ceed by an indirect (“higher order”) mechanism assisted
by orbitals of the interconnecting molecular framework.
Higher order ET then displays fundamentally different
characteristics depending on the energy of the inter-
mediate orbitals,

Thus, (2) for high-energy intermediate states the
higher order nature of the process is essentially re-
flected in the pre-exponential factor of the resulting
rate expression, whereas the activation energy coin-
cides with that for direct ET (mechanism II), Distinc-
tion between direct ET and ET via high-energy inter-
mediate states on the basis of experimental data must
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then primarily be based on the different dependence of
the pre-exponential factor on the lowest available energy
levels of the intermediate electron mediating groups.

ET via high-energy intermediate states corresponds to
the mechanism of ET between transition metal centers
analogous to magnetic superexchange suggested by
George and Griffith?* and expressed in terms of second
order perturbation theory by Halpern and Orgel, *® and
to the mechanism for intramolecular ET in organic
radical anions suggested by McConnell. ! However,
Halpern and Orgel did not incorporate the nuclear mo-
tion, while McConnell only did so for the initial and final
electronic states viewing the ET through the molecular
chain as a purely electronic effect.

(3) For low-energy intermediate electronic states the
system is actually temporarily accommodated in these
states and could in principle be detected here (mecha-
nism III}). This would correspond to a “radical inter-
mediate mechanism, 7' and the activation energy now
also depends crucially on the energy level of the inter-
mediate states which in principle provides a possibility
of practical distinction from mechanisms I and II. We
should notice that a single high order ET step via low-
lying intermediate states is in principle different from
consecutive direct ET steps involving the intermediate
states since the latter mechanism—in contrast to the
former—implies complete nuclear relaxation and sta-
tistical thermal averaging over all intermediate states
subsequent to each ET step.

The intramolecular rate probability for ET between
localized electronic states has more recently been con-
sidered in terms of propagator techniques which, how-
ever, essentially only included the electronic subsys-
tem.? We shall now reformulate the intramolecular
“higher order” ET mechanisms with special reference
to radical anions and transition metal complexes. We
shall generalize the formalism which was previously
developed for second order ET processes via a single
intermediate state?”®° and used to describe such pro-
cesses as electrochemical ET via adsorbed molecules, %0
concerted proton transfer reactions, ' membrane pro-
cesses, * and inner and outer sphere ET.? In partic-
ular, in view of the small size of some of the inter-
mediate groups, such as the methylene group, the cou-
pling between the electronic and nuclear motion is ex-
pected to be important not only in the initial and final
states, but also in all the intermediate states, and a
further analysis of these effects will be the subject of
the following

Il. RATE EXPRESSIONS FOR HIGHER ORDER
PROCESSES

Our formulation of the rate of intramolecular ET is an
extension of the theory of secondorder ET processes in-
volving intermediate states.?®%2 In the nonadiabatic
limit this formulation also displays some fundamental
analogies to the theory of first order multiphonon tran-
sitions between a single donor and acceptor electronic
level. =% The quantum mechanical approach towards
higher order processes can thus be specified in the fol-
lowing way;

A. M. Kuznetsov and J. Ulstrup: Electron transfer in aromatic radical anions

(A) The entire electronic—vibrational system is char-
acterized by a set of zero order states corresponding
to the localization of the electron not only on the donor
and acceptor molecular fragments, but also on the
“bridge” molecular fragments.

(B) The Hamiltonians in the initial, final, and inter-
mediate states are in general different. In terms of
scattering theory‘“’ higher order processes are multi-
channel processes, whereas first order ET processes
only involve an ingoing and an outgoing reaction channel.

(C) For each electronic state we can construct a
many-dimensional Born—Oppenheimer potential energy
surface determined by the nuclear displacements. If
we restrict ourselves to a single electronic state in
each channel, the electronic states are represented by
electronic-vibrational wave functions of the form

‘I,a (r, q):(po‘ (I', Q) Xar (q) ’ (2)

where ¢, and x,; refer to the electrons and the nuclei,
respectively, in the electronic state a (=1, f, d, d,
d’, ..., where “i” stahds for initial, “f” for final, and
the d’s for the various intermediate states) and for the
vibrational quantum number I (I=v, w, u ', «’', ...
for a=i,f, d, d', d’, ...), and r and q are the sets of
electronic and nuclear coordinates, respectively, where
the latter refer to both the external continuous medium
and the discrete intramolecular modes.

(D) Sets of vibronic levels of the nuclear potential sur-
faces, constituting the quantum mechanical initial, final,
and intermediate states, can subsequently be found.

(E) A microscopic rate constant is derived by consid-
ering the system to be initially presented in a vibronic
level belonging to the initial state potential surface.
Residual interactions which were not included in the
zero order Hamiltonians couple the intial level to a
dense manifold of final levels leading to an irreversible
decay process. The decay probability is generally ex-
pressed by the 7 operator in the form?*

W= 2 5 (0| 7 3, a)) o B, ©)

where E}, and EY, are the total energies in the initial
and final states and (- --) and ( , ) denote integration
with respect to the electronic and nuclear coordinates,
respectively.

(F) By expanding the 7 matrix in a perturbation series,
the appropriate matrix elements T,; take the form of an
infinite series in the residual perturbations of the reac-
tion channels. The first and second order terms are
thus

V
R =

lr = 0+), where V, and V; are the perturbations, i.e.,
the difference between the exact and the Hamiltonian of
the channel ¢ and f, respectively.

(G) The macrascopic nonadiabatic transition prob-
ability is finally expressed in terms of a thermal aver-
age of the microscopic transition probabilities, the
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FIG. 1. One-dimensional potential energy surfaces for ET
through one (a), two (b), and three (c¢) high-energy intermediate
states: symmetric reactions.

Gibbs averaging being taken over the manifold of initial
vibronic levels. This gives

W,y = % z—-1 zv: > exp(~E}/kyT)

x | (¥, @, q)| T| ¥, (r,q))) |26 (B}, - ED), (5)

where Z is the nuclear partition function in the initial
state

Z=Y exp(-E},/k T) . (6)

In most considerations only the first order term is
kept and inserted in Eq. (5). However, if this term is
small or vanishing, the second or higher order terms
will contribute preferentially, This is important in spin
multiplicity -forbidden processes, ! or if the direct elec-
tronic overlap is small due to large separation between
the donor and acceptor fragments, such as the intramo-
lecular ET presently considered.

It is now convenient to consider separately the role of
high- and low-energy intermediate states.

Hl. HIGH-ENERGY INTERMEDIATE STATES

The potential energy surfaces corresponding to the
participation of one, two, andthree high-energy intermed-
iate levels are shown in a one-dimensional representa-
tion in Figs. 1(a), 1(b), and 1(c), respectively. The
key feature is that the energy of the intersection region
between the initial and final state surfaces, correspond-
ing to direct ET between donor and acceptor, respec-
tively, is lower than the energy of the intersection re-
gion corresponding to the transition to any of the inter-
mediate states. The activation energy for the ET pro-
cess is therefore determined by this point, and for suf-
ficiently high energies of the intermediate states this
means that the activation energy, but not the pre-expo-
nential factor, depends relatively little on the number
and nature of the links in the interconnecting chain. In
addition, we notice the following about the representa-
tion of the process as in Fig. 1:

(a) The coordinate ¢ represents the motion of both the
collective solvent modes and the intramolecular (C-C
skeletal or metal-ligand stretching) modes. As long
as the electric field of the electronic charge distribution

2049

causes a linear polarization response in the medium,
the modes of the latter are well represented by harmonic
motion subject to the equilibrium coordinate shift only.
On the other hand, the intramolecular modes would
commonly be subject to both vibrational frequency and
equilibrium coordinate shifts. Finally, in contrast to
low-energy intermediate states the results derived for
high-energy intermediate states are essentially un-
affected if the one-dimensional representation is re-
placed by a many-dimensional representation—in prin-
ciple also when the medium is properly represented by
a continuous mode distribution.

(b) in the construction of Fig. 1 and in the following
we have assumed that the electron is localized in each
intermediate state due to coupling to the vibrational
motion. The condition for localization of the form*

Vaa' iEga' E%fiwgfg"(qao_‘h'o)z ’ (7)

where V. is the electron exchange energy for coupling
of the electronic states a and o, E%* the reorganiza-
tion energy (the “polaron shift energy’) of all the nucle-
ar modes for the ET step from a to a’, g4, and g, the
equilibrium values of the nuclear coordinates in these
two states, and w‘,",‘}" the effective vibrational frequency
of all the nuclear coordinates, ** This condition seems
to be definitely satisfied for certain cases of binuclear
metal complexes when either a or a’ coincides with the
initial and/or final state (cf. Sec. III). For the anionic
radicals the large value of V.. for covalent nearest-
neighbor interaction makes the condition less obvious,
However, due to the small geometric extension of the
electron-mediating methylene groups, E‘;""' is also large
in the strongly polar solvents, and may well be com-
parable to or exceed V,, . If the inverse of Eq. (7) is
valid, the electron is not localized in the intermediate
states. The ET then proceeds either via a single inter-
mediate potential well, or directly from the donor to the
acceptor group on a single potential surface with no
intermediate potential well.

We can then invoke the Condon approximation sep-
arating the integrations with respect to the electronic
and nuclear coordinates in Eqs. (3)-(5). For high-ener-
gy intermediate states the denominators furthermore
depend weakly on the appropriate energies compared with
the nuclear Franck—-Condon overlap integrals which are
left under the summation signs after removing the ex-
change integrals. The denominators can therefore be
removed, leaving only the Franck-Condon factors. How-
ever, using the completeness rule, the summations over
all the intermediate nuclear states gives a factor of unity
and provide the rate expression as a product of an ap-
proximately constant electronic factor involving the elec-
tron exchange integrals of both the initial, final, and
intermediate states and the energy denominators, and a
thermally averaged Franck-Condon factor which con-
tains the nuclear wave functions of the initial and final
states only. The rate expression then only differs from
those of two-level processes by the electronic factors,
while the nuclear Franck—Condon factor is formally
identical to those for two-level processes and can be
handled by the theory of multiphonon processes.

J. Chem. Phys., Vol. 75, No. 5, 1 September 1981
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More specifically, the rate expressions take the
general form

W= (AU (f"i)/Z)zA s ()
21 -
A== 23S exp(- B, /ksT)
v w

X I(Xy‘wyxiv)'zé(E?v-ng) . (9)

We now postpone the consideration of high-frequency
nuclear modes (such as C-C and C-H skeletal modes or
the high-frequency infrared part of the solvent modes)
to Sec. V. The nuclear part A, which then represents
the low-frequency modes (the greater part of the sol-
vent modes or, for example, metal-ligand stretching
modes) then takes the following form for rather general
classical potential surfaces:

A=[(muky T)'/%/21%2 ) expl - (U;; = Uyy =~ AUSP)/ R T)

(10)
where p is the effective mass associated with the mo-
tion on the low-frequency potential surfaces, Uj, the
equilibrium energy of the initial state potential surface,
and U, the energy of the saddle point of the initial and
final state intersection surface (Fig. 1). The electronic
factor which determines the splitting of the zero order
surfaces in the intersection region between the initial
and final state potential surfaces depends on the inter-
mediate states. For the second order process, and
provided that the direct interaction between the initial
and final states can be ignored,

AUE =2V, V,,/U* -U,,) . (11)
For the third order process [Fig. 1(b)}]
AUR =2V |V |2 (€ = ) = | Ve |7, (12)

where we have explicitly incorporated the finite splitting
between the two high-energy intermediate potential sur-
faces and, for the sake of simplicity, replaced the prod-
uct of the exchange integrals V, Vys Vg, by Vau V.
Similarly, for the (symmetric) fourth order process
[Fig. 1(c)]

AU =2| Vg

H Ve i |2/1(Ey - NEy — €) -2V i |(Ey - €)

(13)
where we have only included nearest-neighbor interac-
tions in the methylene chain,

The results derived so far are generally valid, i.e.,
for rather arbitrary potential energy surfaces and num-
ber of nuclear modes. Moreover, the validity of the
nonadiabatic limit invoked only requires that the ex-
change integrals are small compared with the energy
gaps between Uy; and the intermediate states, which
allows for much larger values of the direct exchange
integrals than for two-level processes. For the partic-
ular case when the initial and final states are repre-
sented by many-dimensional paraboloids subject to
equilibrium coordinate shift only, A takes the form

A= (n/kg TE, H*)V? exp{-[(E, + AUY)/AE, - AU/ )/ks T},
(14)
where AUY,= Uy, - Uy is the difference between the

minimum energies of the initial and final state potential
energy surfaces and E, the total nuclear‘ reorganization

A. M. Kuznetsov and J. Ulstrup: Electron transfer in aromatic radical anions

energy, i.e., E, =3 2 nliw,{afo —-q%)?, where ¢" is the
nth nuclear mode, ¢}y and g7, the equilibrium values of
g" in the initial and final state, respectively, and w,
the corresponding vibrational frequency. In particular,
when the electron donor and acceptor centers are only
coupled to the continuous solvent, AU,"{ is directly de-
termined by the electron affinities and the solvation free
energies of the appropriate groups, while the solvent
reorganization energy is determined by the absorption
spectrum of the medium in the classical frequency re-
gion (w S 4ks T/%) and by the electric field of the ionic
charge distribution in the initial (D;) and final (D;)
states, i.e.%* (or a uniform medium)

2 4 aT /1
e 2 B Ime(w)
E=5 f(Df‘Df)deEfo wle)? %

1
=5 2 wnlghe-qh) (15)
n
where €(w) is the dielectric permittivity, V the volume,
and e the electronic charge transferred.

1V. LOW-ENERGY INTERMEDIATE STATES

The handling of expressions such as Egs. (3)-(5) is
much more involved for low-lying intermediate states.
In these cases the system also physically passes from
the initial to the final state via the intermediate states.
However, the energy liberated after the first transition
is not dissipated but recovered for the continued passage
to subsequent intersection regions. The rate expres-
sions thus contain no averaging with respect to the inter-
mediate states. The system is then expected to be pres-
ent in the intermediate states for a period comparable
to the relaxation time of the nuclear modes which span
the potential surfaces. If the slow nuclear system is
the modes of a low-molecular weight solvent, this time
is of the order of 10711-10"1% s and a possible detection
would require rate measurements in the picosecond
range. On the other hand, if conformational modes
typical of macromolecular systems span the surfaces,
the relaxation times may be larger by many orders of
magnitude and therefore more suitable for experimental
detection.

A quantum mechanical evaluation of Eq. (3) for low-
lying intermediate states is only available for the second
order component, for small perturbations (the non-
adiabatic limit) provided that the electrons are strongly
coupled to a low-frequency classical harmonic nuclear
subsystem®® or to a low-frequency harmonic and a set
of separate high-frequency harmonic modes, 4 and pro-
vided that no mixing of the high- and low-frequency
modes occurs during the process. However, several
of these conditions are not likely to be met for some of
the ET processes which we consider here. Thus, even
if we need to consider coupling to the low-frequency
medium modes only, we would still have to incorporate
several intermediate states, corresponding to the local-
ization of the electron on different orbitals of the methyl-
ene chain or cyclohexane bridge molecular framework.
The exchange integrals between the different interme-
diate states are also substantial, so the nonadiabatic
limit is inadequate. These effects have to be incor-
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d
d .d

i fW
a b

FIG. 2. One-dimensional potential energy surface for ET
through one (a), two (b}, and three (c) low-energy intermediate
states: symmetric reactions and Uy, Ugeger >Uygy Uygep, Ugers
in (b) and (c).

porated by means of an alternative, semiclassical pro-
cedure, i.e., by considering the classical motion of the
system on the potential surfaces spanned by the nuclear
modes and describing the electronic transitions in the
intersection regions within the Landau~Zener formalism
and extensions of this theoretical framework. *°

Semiclassical rate expreséions for higher order pro-
cesses through low-lying intermediate states are avail-
able for different model systems.?® We consider at
first a system characterized by a single low-frequency
mode g and potential surfaces located as in Fig. 2,
Provided that the system possesses sufficient energy,
the overall probability of electronic transition by mul-
tiple passage of a given intersection point, e.g., at
Uh,kbl: is '

Ppper= (1 -exp(- 21y ,k*l)]/[l -3 exp(- 27’7&,&41)] . (16)
Y&,»1 i the Landau—Zener factor
Yrpet= (AUk,koi/Z)z/ﬁvk,kd | U;a - U;d '* . (17)

AU, 4.1 18 the splitting of the zero order potential sur-
faces in their intersection point, U} and U4, the slopes
(the derivatives with respect to g), 4, ,.s the velocity of
the system at this point, and the superscript “*” indi-
cates that the derivatives are also taken at the intersec-
tion point. P, ,.; is thus a geometric sum of all transi-
tion probabilities for the individual passages.

When Eq. (16) is averaged with respect to the energy,
the dominating contributions are provided by energies
close to the highest of all the intersection points. If this
point corresponds to the intersection of U, and U,,,,
the averaged rate expression becomes

Wm,mel
WH": 2 Km,ma+1 2 Pk.kd
m k<m
k>m
x exp[— (E™*! + Uy - Uy)/ksT], (18)

where the activation energy is the difference between

2051

the energies of the intersection point between U, and
U (ET™! = U, o1 = Uy) and the equilibrium energy

of the initial state U;,. If the transition between U, and
U, .1 is strongly adiabatic, E% ™! mustbe smaller than
the value given by Eq. (18) by the amount

AU, i) Up U )'2/ (U, +Up,,), which is the value
estimated as the maximum energy of the adiabatic poten-
tial energy surface relative to the interaction point of
the zero order surfaces. Finally, in the nonadiabatic
limit the transmission coefficient «,, ,.1 is

Kmymel = Z(AUm,m41/2)2/[;{2(“’"',»101)2Efm'm'lkBT'”-s]“z(’ )
19

whereas k,,,.; =1 in the adiabatic limit. Equation (18)
is thus the transition probabllity during one period of
motion (27w;! ,.1) on the potential surface U,

Equations (16)—(19) are also adequate for many-di-
mensional potential surfaces provided that the following
modifications are invoked:

(1) The frequency w,, .. is replaced by an “effective”
frequency w",",','""l which is determined by the reorganiza-
tion energies along all the modes g,. Thus, if a given
mode ¢, is associated with the frequency w,',"""’l and a
reorganization energy E™ ™! [= {liw™ ™ (¢} —q},) for a
harmonic mode] for the transition from U, to U, then*?

mels
(WP = 3 (wpmi R B / S ER™. (20
n n

(2) The activation energy is generally no longer deter-
mined solely by the saddle point of highest energy, but
also by the relative orientation of the potential surfaces.?
We shall illustrate this with particular reference to a
set of harmonic potential surfaces in which frequency
dispersion effects are absent, i.e., all the (low-fre-
quency) modes are characterized by a single value w of
the vibrational frequencies in both the initial, final, and
all the intermediate states., This model is adequate when
the two harmonic coordinates represent the outer solvent
modes at high (i.e., room) temperature and in the “nor-
mal” energy gap region. Moreover, in order to keep
the number of parameters as small as possible we in-
voke the plausible assumption that when more than one
intermediate state participate, the zero order energies
of the intermediate states are identical (as for a chain
of methylene groups) and that the saddle point energies
for transition between the various intermediate states
are substantially higher than the saddle point energy
from the initial (final) to the intermediate state d (d’ or
d'"), i.e., Usp, Upgrs> Uy, Usps. The activation ener-
gies for the overall process, whether it is symmetric
or has a finite free energy of reaction, is then deter-
mined by the activation energy for transitions among the
intermediate states, and separate consideration of sym-
metric and asymmetric processes may only be necessary
for processes having a single intermediate state.

9

We consider at first a process which involves a single
intermediate state, A suitable change of the coordinate
axes of the potential energy surfaces then converts the
many -dimensional surfaces spanned by all the (medium
and intramolecular) coordinates to a set of two-dimen-
sional surfaces spanned by the “collective” coordinates

‘J. Chem. Phys_, Vol. 75, No. 5, 1 September 1981
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S O

FIG. 3. Sections of two-dimensional potential energy surfaces
at constant total energy: symmetric reactions and constant
nuclear vibration frequencies along the coordinates ¢, and ¢,.

¢ and ¢, %% (Fig. 3):

U= %ﬁw(fh —lb‘o)z +%h'w(42 —q;o)z +Uyp , (21a)
Uy=4hiwgs + 3 Hwgs + Uy (21b)
Up=$iwlqy —qlof +3hw(gs =g +Up (21¢)

where ¢%(j =1, 2; a=7,f) are the appropriate equilibrium
values of ¢4, and ¢g,. Also, when the process is sym-
metric, then (a) U;o=Usy <0(Uy =0) and (b) ¢ly=~gq and
qto= qlp. Furthermore, for both symmetric and asym-
metric processes the activation energy coincides with the
energy of the highest saddle point only when (a) the
minima of the potential surfaces are located on a straight
line (i.e., g4 =¢%,=0) or (b) when the energies of the
saddle points differ substantially, i.e., much more than
kpT.%® In these cases the system passes from the initial
to the final state via the intermediate state along a lin-
ear trajectory. We shall assume that this condition is
valid for the asymmetric processes to be considered in
the following (intramolecular ET in binuclear metal
complexes). In these cases the activation energy is

2
Eu=(ES + U - Ul /AES, B =13 nogid (22)
=1
when the saddle point corresponding to the transition
from the initial to the intermediate state has the higher
energy. E':‘ is the total solvent and intramolecular re-
organization energy corresponding to this step, Simi-
larly, when the saddle point corresponding to the transi-
tion from the intermediate to the final state has the high-
er energy, the activation energy becomes
2
E =Ugp = U+ (Eff +Upy = Ugl/4EY, EI'= Z rwqls
=1
(23)
where E’:‘ is the reorganization energy for the transition
from the intermediate to the final state,

DN -

In all other cases the trajectory is curvilinear (Fig.
3), which implies that the activation energy is higher
than either of the saddle point energies. The symmetric
processes belong to this category for which we can de-
rive the activation energy expressions in the following
simplified way: With reference to Fig. 3 we notice that
it is always possible to choose the coordinate system
(71, g2) in such a way that the activation energy is deter-
mined from the conditions
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Ug=Us q2=0 . (24)
Inserting this in Eqs. (21a) and (21b) gives
Ep=Ep+(Ep ~E +Upf +Up-Uyp , (25)

where E,, (= 5 Awgis’?) and E,, (= 5 Aiwghy’ ) are the re-
organization energies along the coordinates ¢, and ¢,,
respectively. In comparison, the energies of either of
the saddle points is (E, +E,, +Ug ~ U2 /ME, +E,;) <E,,
and the total (medium and intramolecular) reorganiza-
tion energy for each of the steps i~d and d—f is now
E,=%32 hwgiy’?. The activation energy for the direct
transition, i.e., not involving the intermediate state,
would be } #w(24,F =4E ;.

ET involving two intermediate states requires four
potential surfaces i, d, d', and f analogous to Egs.
(21a)-(21c) [Fig. 2(b)]. Provided that the saddle point
energy for the transition between the two intermediate
states is substantially higher than the saddle point ener-
gy for transition from the initial (final) to the inter-
mediate state d(d'), i.e., Uyp >Uy, the activation
energy is given by the highest saddle point, i.e.,

E =E% /4 —(Up-U,y) . (26)

Uy and Uyg = Uy (<0) have the same meaning as before,
and Ei" is the total reorganization energy in the transi-
tion from d to d'. We notice that the validity of Eq. (26)
is not restricted to systems where frequency dispersion
is absent.

For ET involving three intermediate states the initial,
final, and intermediate states d, d', and d'’, respective-
ly, are now located as in Fig. 2(c). The saddle points
for transitions between the three intermediate states
correspond to equal energies but are likely to be located
substantially higher than the saddle points for transition
from 7 (f) to d(d’’). The activation energy is therefore
higher than the energy of the highest saddle points (i.e.,
the ones corresponding to transitions between the inter-
mediate states). If frequency dispersion effects can be
ignored, the many-dimensional intermediate potential
energy surfaces can again be represented by two coordi-
nates only ¢, and ¢, and the activation energy determined
by a procedure identical to the one caused above for one
intermediate state to give [cf. Fig. 3(b)]

Ey=E,+(E,p—E, /4B, - U= (B, +E,P/4E, - Uy ,

@7
where E,l and E‘,z are the reorganization energies for
transition between two subsequent intermediate states,
along the coordinates ¢, and ¢,, respectively [cf. Eq.
(25)]. The quantity U,o=Us — Uso in Eq. (25) would be
Ugrg = Uge =0 for three intermediate states.

V. THE ROLE OF HIGH-FREQUENCY MODES

We have so far assumed that all nuclear modes be-
have classically, i.e., they are strongly thermally ex-
cited at room temperature and contribute fully to the
activation energy. This assumption is adequate for the
majority of the solvent modes in the processes consid-
ered. However, the ET is also likely to be accompanied
by reorganization of intramolecular modes, such as
C -H stretching and C~C skeletal modes, the frequencies
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of which are so high (~3000 and 1000~1500 cm™, re-
spectively) that the appropriate coordinate shifts proceed
by nuclear tunneling. Provided that the discrete molec-~
ular modes constitute a set of normal coordinates sep-
arate from the low-frequency solvent modes, our pre-
vious approach would, however, still be valid, For each
set of high-frequency nuclear vibrational quantum num-
bers in the initial, final, and intermediate states, a cor-
responding set of potential energy surfaces with respect
to the low-frequency modes only can thus be defined.
Provided that the splitting of the zero order surfaces in
the intersection regions is small compared with the high-
frequency vibrational energy level spacing, all transi-
tions can be viewed as occurring independently, and the
overall rate expression becomes (cf. Ref. 31)

= ( I;I Zuf,)-l

x 2 exm(-, /iaDWu ol o, HIL st
of oo} *

(28)

where v is the vibrational quantum number of the jth
high-frequency mode in the electron state a, €°‘I the
corresponding energy, Z, 4 the partition funcnon of the
jth mode in the initial stafk e, S“"“l,, the nuclear overlap-
functlon of the jth mode w1th re}sp’ect to the states v}

and v*' and Wy, (v}, v, v}) the reaction probability

[Egs. (8), (9), and (18)] with the energy gap modified to
incorporate given values of vy, For the high frequencies
of the intramolecular modes in the reactions considered
presently we can, however, safely put all v5=0, In-
corporation of high~frequency molecular modes then
only modifies Eqs. (8), (9), and (18) by the pre-expo-
nential high-frequency Franck-Condon nuclear overlap
factors of the ground vibrational states IT 88'5' oA
more detailed analysis of the role of electromcally or
high-frequency vibrationally excited states for the adi-
abatic limit is given in Ref, 47),

VI. RELATION TO INTRAMOLECULAR
ELECTRON TRANSFER SYSTEMS

Our formalism provides in principle a theoretical
framework for the long-range intramolecular electron
transfer in aromatic radical anions and in binuclear
class I or class II transition metal complexes and re-
lated systems in which the donor and acceptor end
groups are separated by rigid molecular residues which
prevent a close approach of the groups. We notice the
following implications of the theory;

(A) For ET through low-lying intermediate states the
activation energy increases very strongly with increas-
ing energy gap between the solvated donor and inter-
mediate electronic levels. Moreover, the activation
energy directly reflects the solvated electronic energy
difference and the solvent properties via the energy
quantities Uy, Uy, and E,. On the other hand, both ET
through high-energy intermediate states (superexchange)
and direct ET between the donor and acceptor groups
are expected to have activation energies which are large-
ly independent of the energy gap involving the inter-
mediate states.
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(B) The activation energy increases, although weakly,
with increasing chain length for both direct ET and ET
through high-energy intermediate states. This is due
to increasing solvent repolarization (E,’s) with increas-
ing ET distance. ET via low-lying intermediate states
generally displays a more strongly increasing activa-
tion energy with increasing chain length [Eqs. (22)-(27)]
due to the more involved trajectory on the increasing
number of many-dimensional potential energy surfaces
and the corresponding additional amount of energy re-
quired to pass the barriers.

(C) For ET through high-energy intermediate states
the pre-exponential factor is expected to decrease ap-
proximately by a power law with both increasing energy
gap between the intermediate and initial states, due to
the appearance of the energy gap denominators, and with
increasing number of chain links. This is analogous
to the result derived by McConnell. '3 In contrast, this
dependence is exponential for direct ET, whereas the
dependence of the pre-exponential factor on the number
of links for ET through low-lying intermediate states is
weaker due to the expected large electronic overlap and
adiabatic character of the processes.

For a distinction between direct ET (mechanism 1),
ET through high-energy (mechanism II), and ET through
low-energy (mechanism III) intermediate states on the
basis of experimental data we emphasize in particular
the following predicted behavior.

(a) The rate of direct ET only depends on the actual
length of the molecular chain by the decreasing electron-
ic overlap with increasing ET distance, i.e., through
the pre-exponential factor. The activation energy de-
pends on the energy gap between the donor and acceptor
groups (but not on the energy of the bridge groups), and
via E, on the solvent properties in the same way as for
ET between mobile donor and acceptor groups.

(b) Processes reacting by mechanism II displays
basically the same activation energy dependence on the
donor/acceptor energy gap and solvent as for direct
ET. However, the pre-exponential factor decreases
not only with increasing chain length, but depends also
in a more detailed way on the lowest available energy
levels of the electron mediating groups and the electron
exchange integrals between these groups. Although both
of these quantities generally vary with the nature of the
molecular chain, the different dependence of the pre-
exponential factor on the nature of the bridge groups
would in principle allow a distinction between mecha-
nisms I and II for a given class of systems.

{c) As noted above, in contrast to both mechanisms I
and I, processes reacting by mechanism III show a pro-
nounced dependence between the activation energy and
the donor/bridge energy gap which would facilitate iden-
tification of this mechanism. In addition, variation of

- either the donor or the acceptor group might cause

“structure” in the free energy relationship for the over-
all process due to the fact that ET from donor to bridge
or from bridge to acceptor may both determine the over-
all rate and that a switch from one alternative to the
other may occur within narrow free energy ranges.
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The expectations listed above are in principle subject
to experimental verifications, but the data available at
present are unfortunately insufficient for detailed com-
parison. Among the earlier data for the a, w-diphenyl-
alkanes and related compounds, “fast” reactions
(2107s™!) were thus observed when the number of methyl-
ene groups n=< 2 and “slow” reactions ($107s™) when
n> 2,118 This observation is compatible with either
mechanism I or II. It is notable that in the paracyclo-
phane radicals, in which thé benzene rings are oriented
parallel to each other and connected by two methylene
chains, the similar distinction between fast and slow
processes is observed for larger »n (* 3-4), which sug-
gests a more favorable overlap for the direct ET. %

We notice furthermore the following in relation to the
role of the variation of the bridging and the end groups:

A. Variable molecular chain

Intramolecular ET rates in O,N¢-X-¢NO, anion
radicals in acetonitrile (¢ =phenyl) have been reported
to be (in s™) 2 10%, 2 108, 2x10° [9%x10° in dimethylsul-
phoxide (DMSO0)], 1x10° (3 x10° in DMSO), and
< 10° (2x10% in DMSO) for X= -, CH,, S, O, and
CH,CH,, respectively.!* The small difference between
the rates of the O and S compounds, in spite of the
widely different electron affinities, is compatible with
either mechanism I or II and so is the pronounced de-
crease with increasing number of methylene groups.

Intramolecular ET rate parameters for the
(NH3);Co'!L - - - LRu'! (NH;); systems were reported by
Taube and his associates. '®!? The activation energies
were remarkably constant when groups of different
length and flexibility were inserted between the pyridine
rings, which excludes mechanism III. The activation
entropy values ( K™) were 10.9 when no group was in-
serted, and 5.5, —12.1, —37.6, and - 40.1 JK™! when
ethylene, sulfur, methylene, and ethane, respectively,
were inserted. If we exclude the latter, for which
mechanism I probably prevails due to the flexibility of
the chain, the data indicate that ET most probably pro-
ceeds by mechanism II, i.e., ET through high-energy
intermediate states. ET for the ethylene compound is
thus faster by a factor of 10 than for the methylene com-
pound in spite of the larger ET distance, probably
caused by the more favorable electron exchange inte-
grals and lower energies for the lowest bridge orbital
[ef. Eq. (14)]. The same effect may be reflected in the
difference between the activation entropies of the sup-
phur and the methylene compounds.

B. Variable end groups

The intramolecular ET rate between two naphthyl
moieties linked together in the para positions of the
rigid cyclohexane, i.e., trans-1,4-bis(a-naphtyl-
methyl) cyclohexane in hexamethylphosphorictriamide
solution, is 9x10°s™ at 15/C"® (compared with
4.4 x10"s™ in the comformationally flexible bisnaphtyl
radical in which the naphtyl groups are separated by
six methylene groups). For the analogous 1, 4-
bis (phthalimidoyl)cyclohexane radicalthe intramolecular

A. M. Kuznetsov and J. Ulstrup: Electron transfer in aromatic radical anions

ET rate is only known to be smaller than 1x10f s at
45°C1"™ (compared with 7x10%s™ for the open chain
hexamethylene radical). The intramolecular ET in the
1, 3-bis(phthalimidoylmethyl)cyclohexane radical has the
rate constant 4x 10% g™ at 15°C1"® (1,1x 107 s7! at
45°C), while the activation energy and pre-exponential
Arrhenius factor are 25 kJ and (5-10)x10% 57!, re-
spectively (32 kJ and 4x10'? 57!, respectively, for the
pentamethylene radical). If the 1,4 and 1, 3 radicals
have equal activation energies, the rate constant for the
former at 15°C would be smaller than 4x10° s7, i.e.,
lower than for the 1, 4-bis-naphthyl compound by no
less than a factor of 20. The electron affinities of naph-
thalene and phthalamide are 0.15 and 1. 34 eV, respec-
tively. *4% Since the solvation energies of the two
groups are approximately equal, the electron affinity
difference provide a measure of the energy gap differ-
ence for ET from either group to an intermediate CH,
group. These values would give both a far higher rate
difference and a far higher activation energy than ob-
served for these processes if the ET were mediated by
low-lying intermediate states. On the other hand, the
noticeable but slower dependence of the rate on the elec-
tron affinity difference, and the low value of the pre-
exponential facior (suggesting nonadiabaticity) in the

1, 3-substituted cyclohexane radicals, are compatible
with ET through high-energy intermediate states. The
fact that the larger electron affinity gives the lower
rate further supports this [cf. Egs. (11)-(13)], whereas
direct ET between two groups of approximately similar
geometry would depend weakly on their nature.

Nordmeyer and Taube reported inner sphere ET rate
constants for the reaction between [Cr(H,0)sF* and
[M(NH,), L' P*, where L' is isonicotinamide!®'! and M is
either Co (III) or Cr (IlI), They observed that the rate
ratio for the Co (III} and Cr (III) complexes is only 17,
whereas this ratio commonly exceeds 10° for small
bridge ligands. This result was interpreted as a step-
wise mechanism forced on the system by the mismatch
of the acceptor orbital of ¢ symmetry and the bridge
ligand orbital of # symmetry, According to the formal-
ism of the present work the process would involve ET
via a low-lying intermediate state (mechanism III), The
first step is ET from Cr (II) to the reducible amide
group, This step is followed by intramolecular ET to
the Co center, and if the first step has the higher energy
of the intersection region of the appropriate potential
energy surfaces, the overall rate depends weakly on the
energy of the second intersection region, i.e., on the
metal center in this end,

The implications of mechanism III on free energy re-
lationships with special reference to other Co (II)/Cr (1)
systems were discussed in detail in Ref, 23(a).
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