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ABSTRACT.

Title: Satellite Multiple Access Protocols for Land Mobile Terminals.

Author: H.T. Fenech.

This thesis 1s a study of multiple access schemes for satellite 1land

mobile systems that provide a domestic or regional service to a large
number of small terminals.

Three orbit options are studied, namely the geostationary, elliptical
(Molniya) and 1inclined circular orbits. These are investigated for

various mobile applications and the choice of the Molniya orbit is
justified for a U.K. system.

Frequency, Time and Code Division Multiple Access (FDMA, TDMA and
CDMA) are studied and their relative merits in the mobile environment

are highlighted. A hybrid TDMA/FDMA structure is suggested for a
large system.

Reservation ALOHA schemes are appraised in a TDMA environment and an
adaptive reservation multiple access protocol is proposed and analysed
for a wide range of mobile communication traffic profiles. The system
can cope with short and long data messages as well as voice calls.

Various protocol options are presented and a target system having
100,000 users is considered. Analyses are presented for the steady
state of protocols employing pure and slotted ALOHA and for the
stabilty of the slotted wvariant, while simulation techniques were
employed to validate the steady state analysis of the slotted ALOHA

protocol and to analyse the stability problem of the pure ALOHA
version.

An 1innovative technique 1s put forward to integrate the reservation

and the acquisition processes. It employs the geographical spread of
the users to form part of the random delay in P-ALOHA.

Finally an economic feasibility study is performed for the space-
segment. For costs of capital (r) 1less than 23 Z the discounted
payback period is less than the project's lifetime (10 years). At r =
8 % the payback period is about 5.6 years, while the internal-rate-of-

return 1is 22.2 X. The net present value at the end of the projects
lifetime is &M 70 at r = 8 Z.
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CHAPTER 1.

INTRODUCTION.

lele Scope.

This thesis investigates multiple access systems for land mobile

satellite communications. The context of the study 1is that of a

domestic or regional service for the U.K. or Europe serving a large

population of small mobile terminals.

The work on this thesis has its origin in C.E.R.S. (Communication
Engineering Research Satellite), when in 1982 a feasibility study for
the payload was carried out by a consortium of universities: Bradférd,
Essex, Surrey, London, Loughborough, Manchester and Portsmouth
Polytechnic, coordination by the Rutherford Appleton Laboratories.

The object of this research program was to assess the application of

the Molniya orbit for land mobile and business communications.

As a necessary part of the study, the characteristics and implications

of the Molniya orbit were considered together with other orbital

configurations in order to evaluate their impact and relative merits

*

in a small terminal multiple access system.

1.2, Evolution of Satellite Mobile Communications.

Satellite mobile communications have their roots in point-to-point



satellite systems. The first artificial satellite, OSPUINIK I, was
launched in October 1957 by the Soviet Union. The satellite
transmitted telemetry information for 21 days. The United States
performed a similar experiment the following year using EXPLORER IL.

In December 1958, voice communication was performed via the U.S.

satellite Score.

In October 1960, the U.S. Army launched COURIER 1IB, the first
satellite with an active-repeater. This satellite recelved messages,
stored them on magnetic tape and retransmitted them at a later stage

in the orbit. It was also the first spacecraft to utilise solar

cells.

The first transatlantic satellite communication occurred via
TELSTAR I. Launched by the American Telephone and Telegraph Co.
(A.T.&T.) in July 1962, it was put in an elliptical orbit with a

period of 2 hours 40 minutes allowing simultaneous visibility across

the Atlantic for only 10 min.

Up to 1963, all satellites were in non-synchronous orbits. Thus,
earth stations had to employ steerable antennae. The reason for such
orbits was mainly due to the limitations of the launch vehicles that
could not boost satellites in orbits in excess of 10,000 km altitude.
However, the concept of a geostationary orbit dates back to 1945 when
Arthur C. Clark wrote his article in the "Wireless World". The first
geostationary satellite was N.A.S.A.”s (National Aeronautics and

Space Administration) SYNCOM 11 which was 1launched in July 1963;

SYNCOM I being lost at orbit injection.

Following the formation of the INTELSAT organisation in 1964, the



first commercial communication satellite was launched in April 1965.
This was the Early Bird. Later, it was referred to as INTELSAT I, the
first of a series of communication satellites . It is interesting to
compare it to the latest version, INTELSAT VI. The Early Bird had a
comnunication capacity of 240 voice circuits or one TV channel, a mass
of 38.6 kg B.O.L. (Beginning of the Life-time) and had a life-time of
3.5 years. The INTELSAT VI has a capacity of about 40,000 voice

circuits and two TV channels, a mass of 2004 kg B.O.L. and a life-

time of 10 years.

Practically all western communication satellites 1lie 1in the
geostationary orbit. The situation 1s somewhat different in the
UeSeSeRe The first such Soviet satellite, ﬁOLNIYA.I, was launched in
April 1965 to provide domestic voice and TV communications. It
utilises a highly elliptical inclined orbit that makes geographical
and economic sense for the Soviet Union. At present, it makes use of
the MOLNIYA III-type satellites and employs a similar elliptical

orbit. The first Soviet geostationary satellite was the RADUGA,

launched in December 1975.

Mobile satellite communications in the civil commercial sphere started
with the 1launch of MARISAT I in February 1976. This was the first

commercial satellite intended for maritime communications. Initially

the space-segment was operated by an U.S. consortium, MARISAT Joint

Venture. In 1979 INMARSAT came into existence and started operating

the system, providing maritime communications that are quasi-global

(polar areas are not covered).

Before MARISAT, the space communications were used for point-to-point



communications mainly for telephone and television services. The
earth stations made use of huge antennae and very high power
transmitters. This was an attempt to keep the spacecraft reliability
high and the mass as low as possible. Mobile communications required
a radical move from this philosophy. Early ship terminals made use of
antennae that were 1.2 m in diameter. This has now been reduced to 85
to 90 cm while maintaining a minimum G/T of -4 dB/K. INTELSAT systems
uses 15 to 30 m antennae and a G/T of 30 to 42 dB/K. (This may be a

somewhat unfalr comparison since the bandwidths involved are very

different).

Prior to the advent of satellite communications, maritime radio made
use of M.F., H.Fe« and V.H.F. However, this does not provide a

reliable continuous global system. INMARSAT provides voice, telex and
data services via three satellites (plus spares) located over the
Atlantic, Pacific and 1Indian Oceans, thus practically covering the
earth, The satellites currently used are a MARSAT, a MARECS and the

MeCeSs (Maritime Communications Subsystem) on the INTELSAT V F-5, F-6

and F-7 satellites.

Today INMARSAT remains the only commercial moblile satellite system
providing a service to some 4,000 users. Considerable attention is
being given to land systems, whilst interest is growing once again in

the aeronautical area, following the ill-fated AEROSAT programme in

the 1970°s.

A study 1s being undertaken to explore the extension of the use of
navigational satellites to provide a polar communication service

(NAVSTAR) employing INMARSAT satellites. The British consortium



between British Telecom International RACL/DTI-RAE and British Airways
1s investigating a pilot system to provide such a service on a few
747°s on the North Atlantic and African routes. There 1s interest
from INMARSAT to diversify and also provide aeronautical and land

services,

Several land systems have been proposed including the Scandinavian
TRUKSAT, E.S.A.”“s (European Space Agency) PROSAT which 1s supposed to
provide all three mobile services, CJ.E.R.S. and perhaps the most

promising one, M-SAT.

M-SAT has been under development by N.A.S.A. and the Canadian
Department of Communications (D.0.Cs)e The system wuses a
geostationary satellite to cover the U.S.A. and Canada and several
spacecraft configurations have been proposed. Multispot beam schenes
are envisaged though various numbers of beams have been mentioned in
literature. The most common figure for a first generation satellite
seems to be five. A spacecraft antenna diameter of about 9 mihas been

proposed.

The system is designed to supplement the public switched telephone
system especlally in sparsely populated areas, which are rather large
in the two countries and where terrestrial systems would not provide
an economic realistic alternative. A number of gateways operating at

S.HeF. 1interface the satellite system to the terrestrial network.

1.3 Multiple Access.

While literature abounds in descriptions of multiple access schemes

for satellite communications, there 1is very little experience with



accessing techniques from operational systems 1in the mobile field.

This 1is particularly so for the mobile-to-base link where several

users are competing for resources.

The situation for trunk communication satellite systems is relatively
simple and straightforward. Perhaps the best known system is the
scheme developed by COMSAT for INTELSAT called SPADE (INTE 85, FEHE
83a, STAL 85). In this system there is a TDMA (Time Division Multiple
Access) reservation channel with a frame containing 50 slots. The

slots are dedicated to users and that implies that the system is
rather inflexible in terms of the number of wusers and unusable in

mobile communications.

As mentioned earlier the only operational mobile system is INMARSAT.
The problems encountered in the present maritime environment are
considerably different from those in the land mobile scenario. The
population sizes are much smaller than those forecast for land mobile

systems. The difference may be as many as two orders of magnitude.

INMARSAT utilises a SCPC (Single Carrier per Channel) structure, (LIPK
/7, DASI 84) where one channel per region is reserved for requests or
call set-up. Thus 1f a ship wishes to initiate a call, it would
generate a request message. This would include the shore station
address, priority, ocean area, type of message, terrestrial network

and the nature of request. All are contained in 39-bits of

information.

All mobile terminals share the same request channel so that overlap of
messages 1s possible. Since the channel 1is assumed to be 1lightly

loaded such collision of messages is not very likely. If, however, a




request 1s not acknowledged, the terminal waits for six seconds and

reattempts. Once the message finally reaches the coast earth station,

two possibilities exist:

l. A1l the working channels may be occuplied and the ship earth station

is instructed to wait.

2. The coast earth station sends an assignment message which would

cause automatic retuning of the ship“s equipment.

Once the assignment has been established then communication can
proceed but at the end the working channel must be released. It is
interestingfto note that this is basically the automatic version of
normal marine radio operation. The operator listens on the calling
channel and if it is available he requests a working channel otherwise
he walts three minutes and reattempts. Once a working frequency is

assigned the ship operator will switch to the right channel and start

his traffic.

Present day requirements put heavy demands on accessing protocols for
mobile communications. Since computer networks place similar demands
with respect to the population size, most new protocols for mobile
communications tend to employ techniques originally developed for
computer networks. Of particular importance 1is the ALOHA system.

Developed in the early 1970°s it formed the genesis of random access

for data communications. It was originally developed for a

terrestrial computer network but 1its ability to perform 1in the

presence of large propagation delays made it very suitable for

satellite communications.

ALOHA has the great attraction of simplicity., However its channel



utilisation 1s far from satisfactory. This brought about the use of
the ALOHA scheme as an ideal accessing technique for the reservation
channel of reservation protocols. The classical one is that developed
by Robert”s (ROBE 73) which allows great flexibility by having a
dynamically controlled portion of the system capacity being used as an

ALOHA reservation channel.
ls4. Performance Appraisal Tools.

The classical method of analysing accessing protocols is, of course,
by mathematical modelling. The immediate impression of such analysis
is that of daunting complexity. Nevertheless mathematical models have
been developed that provide a great deal of insight 1into the design
and performance of systems. To a large extent most of these models
are based on queuing theory. The field originated from the work of a
Danish mathematician called A.. Erlang who was investigating

telephone switching systems. It now forms the basis of operational

researche.

In its generic form queuing theory provides models for random arrivals
of customers to one or more servers. The service time may also be
random. Various models are available with various combinations of
probability distributions for the arrival rates, the service time and
number of servers. The theory attempts to quantify quantities like

the size of queues, the delay experienced by customers and the server

utilisation.

Queuing theory 1is extremely useful in a very wide range of
applications particularly when the steady-state performance is sought.

However 1t soon becomes mathematically untractable when seeking



transient performance of queuing models. This 1s one application

where simulation can be very useful.

With the increasing computing speed and the development of suitable
programming environments, simulation is becoming increasingly popular.
Simulation involves the development of an algorithm that mimics the
system. It normally includes mathematical modelling but a closed-form
mathematical solution is not necessary. This provides a very powerful
tool that can be used for experimentation with the system and to
estimate the performance. Where a mathematical analysis is available,

simulation can be used to complement and validate the analysis, thus

increasing the figure of confidence.

The development of the algorithm requires a thorough understanding of
the system. This invokes the designer to consider practical details
that may have not received their due consideration in the formulation

of the mathematical analysis. This results in a greater insight into

the system and the elimination of some teething problems.

Unfortunately development of simulation software can be time consuming
and running it can place heavy demands on the computer resources.

Furthermore 1its application can be rather specific particularly when

large systems are considered. This 1s a great drawback since it

implies that the effort put into a specific project is not readily

reusable.

1 -5 . Thesis Organisation-

This thesis identifies the problems of multiple access in mobile

satellite systems and discusses the possibilities in the light that



accurate forecasts on such a system are not available (ESA 86).
Though data 1is required to evaluate the performance of such a
protocol, sufficient flexibility has to be included so that the

protocol can perform under other conditions.

Chapter two investigates the relative merits for mobile communications
of the three orbit systems, 1i.e. the geostationary orbit, the
elliptical (Molniya) orbit and a constellation of satellites in the

inclined circular orbits.

The third chapter studies the three multiple access systems, 1.e.

frequency time and code division multiple access and analyses their

respective merits in the mobile environment.

Multiple access protocols are investigated in chapter four. Various
protocols are discussed and the ALOHA protocol is analysed under

steady state conditions. The stability problem that is inherent 1in

such schemes is also addressed.

In chapter five an accessing protocol suited for mobile communications
is developed and analysed. A mathematical model 1s derived. The
analysis 1is performed for a TDMA environment. It enmploys a
reservation subframe and an information subframe. The former 1is an

ALOHA channel while the 1latter is analysed by employing queuing

theory.

Chapter six addresses simulation techniques and modelling. It
includes a discussion on simulation programming languages. The
software design of two discrete event simulation programs is provided.

One of the programs is used to increase the confidence level of the

10



slotted ALOHA reservation protocol while the other is used to obtain a

stability measure for the pure ALOHA reservation channel.

System implications are studied in chapter seven. It develops the
frame structure for a given user population and communication traffic
profile. The multiple access protocol is applied to U.K. system and

its performance 1is evaluated. Link budgets are provided and a

financial feasibility study is conducted for the space-segment.

Finally chapter eight provides a conclusion and attempts to identify

areas where further work is required.

11



CHAPTER 2.

ORBIT OPTIONS FOR SATELLITE MOBILE COMMUNICATION.

2.1« Orbital Communications Requirements.

In the more conventional use of communication satellites for trunk
communication, the situation 1is such that the number of ground
stations 1s small and the stations are fixed and provide processed
traffic which tends to be heavy in nature. Satellites that occupy the
same spatial coordinates relative to two communicating stations are
highly desirable as this allows the earth stations to have very high

gain antennae with very high pointing accuracies.

If there is relative motion of the satellite with respect to the earth
stations, then antennae on earth would have to track the satellite.

This 1introduces an added complication, especially if the antennae are

large, though it could be accepted, particularly since the relative

motion takes place in a predictable manner.

The mobile scenario is considerably different. The number of mobiles
i1s very much larger and mobile equipment almost tends towards consumer

products. In this situation a steerable beam is not desirable for two

reasons.

l. The equipment required for mechanically steering the antenna 1is

expensive and possibly a source of wunreliability. With

12



electronically steered antennae the gain drops as the beam 1is
steered away from its natural boresight. It also requires a rather
complex control circuit and a phasing network. Customised VLSI

could be the answer to the control circuitry and microstrip
techniques for the phasing network and antennae (JAME 81).

2. With steerable antennae motion, the instantaneous coordinates of
the satellites relative to the mobile have to be known. This makes
it somewhat difficult in the case of a mobile. The elevations of

the antenna may be roughly determined for a mobile expected to be

in some restricted area. The azimuth 1s more difficult ¢to
determine. A ship 1s not very agile and therefore a steerable
antenna system can be and is employed. Such systems include the
INMARSAT system and the Skynet system with its terminals called
Scot (PHIL 85, LAW 85). However, 1if we consider an automobile
system, or hand-held or man-pack systems, then discontinuities in

the direction of motion are not at all unlikely. Such conditions

would give the tracking system serious problems.

2.2+ System Options.

From the above, it can be seen that to have a mobile system in the

full sense without putting limitations on agility, three possibilities

exlst:

l. The satellite 1is 1located at zenith so that as the mobile moves
about, the satellite 1s always above the user. This scheme

precludes linear polarisation since the mobile should be able to

rotate about its zenith.

2. If the satellite is at a given elevation then an antenna with a

pattern that 1is equivalent to an elevated lobe gyrated about the

13



zenith is required. As the azimuth of the mobile changes relative
to the earth, then whatever the orientation, the satellite would
always be within the antenna®s pattern. Limitations on
polarisation are eased.

3. The final option allows the satellite to move but is only used
within a certain angle of mobile zenith., The mobile“s antenna
would have the main lobe at the zenith and the beam-width adjusted
so that the desired portion of the orbit centred around the wuser’s
zenith 1is wused. This system inherently requires more than one

satellite. Only circular polarisation can be used.

Having stipulated these three options we will now see how they can be
implemented. In this context it 1is convenient to identify three
classes of orbits:

l. Geostationary orbit,

2. Elliptical orbit

3+« Inclined circular orbit.

Very often the choice of orbits 1is not fully recognised by the

communications engineer and the geostationary orbit is assumed.

Of course all orbits characteristics are governed by the same orbit
mechanics. In fact the general case would be an 1inclined elliptical
orbit. If the eccentricity is zero we get the inclined circular orbit
and by putting the angle of inclination to zero and the appropriate
altitude we get the geostationary orbit. To a first order of accuracy

the period of the orbit is given by

T = 2 T (A; / u)I/2 2.1

14



where T 1is the period in seconds,

A 1s the semi-major axis in km and

5 2

u is the gravitational constant equal to 3.99 * 10 kmgls .

This applies for all orbit types so that for a circular orbit the
semi-major is equal to the radius. What determines the type of orbit

is the injection point and velocity at which the satellite enters the

orbit during its orbital transfer procedure.

2.3. The Geostationary Orbit.

The geostationary orbit represents a special case of the 1inclined
circular orbit but because of 1its interesting features it will be
discussed separately. Most communication satellites are situated on
this orbit, which 1s circular and 1lies on the equatorial plane

(theoretical angle of inclination

00) with a period of one sidereal
day which 1is 23 hours 56 minutes 4.09]1 seconds, the direction of
rotation being prograde. This implies that the satellite sub-

satellite point theoretically remains on the same latitude and

longitude on earth.
2.3.1. Perturbations and Station Keeping.

The earth contributes towards the major force that determines the

orbital mechanics. However, other celestial bodies also contribute to

produce secondary effects. The equatorial plane is not 1in the same

plane as the orbital plane of the moon or that of the earth round the

sun. This causes a secular perturbation in the 1inclination of the
0

orbit. The mean rate of change is around 0.85 /year building up to a

0
maximum of 14.67 from zero in about 26.6 years (ISLE 74). Since the

15



lunar effect is approximately three times the solar, the exact rate of

change depends on the inclination of the lunar orbit to the equatorial

plaHEi

The result of such a perturbation is that instead of having a fixed
sub-satellite point on earth on the equator, a figure of “8° is
described symmetrically about the equator with a lobe to the north and
another to the south (figure 2.1), the larger the perturbation the
larger the dimensions of the trace. Varying the period (or altitude)

causes the sub-satellite trace not to have such a closed form.

The fact that the earth is an oblate spheroid causes a small change in
the orbit period (theoretical mean radius: 42,164.1 km, corrected
radius: 42,164.7 km, a change of 0.6 km). The earth”s equator is also
non-circular. This causes the satellite to drift east or west in the
orbital plane, The exact amount of drift and the direction is
dependent upon the satellite longitude. The drift is zero longitudes

of about 800 E, 1600 E, 110o W and 10O We

It would be desirable to keep all these perturbations to a minimum

but, unfortunately, the cost for this is quite high in terms of fuel
mass, particularly, the N-S station keeping which is most demanding in
this respect. The change of velocity capablility would be of the order
of 40 - 51 m/s/yr while the E-W corrections would be of the order of 0O
- 2 m/s/yr (PRIT 84). The requirements for a 1000kg satellite with a
10 year life-time would be of the order of 300 kg of conventional
hydrazine propellant. Fortunately, the E-W station keeping 1s more
important so that in some cases N-S corrections may be dispensed of.

This would reduce the propellant mass to about 70 kg.
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2.3.2. Application to Mobile Scenario.

In the mobile context, for countries in the tropics, the geostationary
orbit provides a zenithal service. In this situation, the diurnal
figure of “8° excursion of the sub-satellite point is acceptable.
Assuming a life-time of 10 years, the inclination increase 1is 1likely
to be within 90. This means that by setting the right initial
inclination, the effective angle can be halved. The pointing accuracy
of the mobile antenna is unlikely to be very high and therefore the N-
S station keeping specifications can be relaxed. For such regions the
geostationary orbit offers the best service. The probability area of
where the satellite is situated 1s very small and symmetrical about

the zenith, allowing the mobiles to use higher gain antennae.

As the observer moves away from the equator, the angle of elevation
drops and the probability area of where the satellite is with respect
to a moving mobile 1increases rapidly. At about 800 latitude the
angle of elevation is zero. At this latitude, the satellite can be
anywhere in the azimuth of a mobile observer referred to itself and
just visible over the horizon. Beyond this latitude the satellite {is
no longer visible. The desired mobile antenna pattern would be the
volume generated by rotating an elevated lobe about the zenith. Such

an antenna pattern exists, for example, the dropping dipole and the

microstrip disk with a peak gain of about 5 dBi each. However as
these antennae are forced away from their broadside pattern, they tend

to become less efficient and the gain drops.
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2¢3.3. Propagation and Ml.lltipath-

Another problem related to propagation is that horizontally polarised

fields do not propagate well at low angles of elevation. At 0°

elevation the electromagnetic wave will be wvirtually propagating
parallel to an equipotential (earth) plane. As a result, the circular
polarised signals become elliptical and eventually 1linear,
representing a maximum signal loss of 3 dB. Horizontally polarised

signals are severely attenuated to low elevations while vertically
polarised signals are virtually unaffected. There are, of course,

also problems with rain attenuation. These factors limit the angle of

0 0
elevation to the minimum of 5 to 10 depending on frequency.

At low elevations, the problems of multipath and shadowing become more
severe, Since the angle of incidence on buildings approaches the
normal, the building need not be very tall to cause problems even if
it is far away. Multipath problems of this type should be quite small
since the reflected wave should be somewhat attenuated due to of the
high grazing angle. This thesis has been confirmed for land mobiles
in the results of the Phase 1 of the Prosat programme where figures of
10 to >17 dB have been quoted for elevations greater than 240 (JONG
86). The major problem in this environment is shadowing which could
result 1in fades in the region of 20 dB in the urban areas. The fade

duration can vary from milliseconds to several seconds depending on

the vehicle speed.

In the marine environment reflections could originate from the sea

surface. Since the grazing angle is so low, the signal strength of

the reflection could be quite high particularly in calm waters. The
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Prosat report quotes figures for the carrier-to-multipath ratio of 7 -
10 dB at elevations in the range 2° to 160. The figures of merit for
the terminals used range from -19 dB/K and -12 dB/K. It should be
noted that the multipath performance improves with terminal gain.
Aeronautical tests indicate a similar figure at all elevations. The

figure of merit for both the land and aeronautical receiver was 24

dB/K.

2.4+ The Elliptical Orbit.

2.4.1« Orbit Characteristics.

The inclined elliptical orbit is the general case. However, our main
interest here is the Molniya orbit. The earth is the cause for first
order effects,while the sun and the moon are the main bodies that
cause second order effects such as secular perturbations in
ellipticity and angle of inclination. The oblateness of the earth
also plays a role. It causes the major axis to rotate in the orbital
plane (apsidal rotation) and there is also rotation of the ascending

node (nodal regression) (ELYA 67, PRIT 86).

The apsidal rotation becomes zero for an angle of inclination equal to

acrcos(sqrt(1/5)) = 63.4° (figure 2.2). For angles of 1inclination
lying between this angle and its complement, the major axis rotates in
the direction of the motion of the satellite. For other angles the
motion of the major axis is in reverse. The apsidal rotation is at a
maximum when the orbital plane coincides with the equatorial plane.
The nodal regression 1is directly proportional to the cosine of the
angle of inclination. These perturbations (rad/rev) are 1inversely

2
proportional to the square of the latus rectum (p = a (1 - e ), p:
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latus rectum, a: semimajor axis and e: eccentricity).

The perigee passes close to the atmosphere. At altitudes above 600 km
aerodynamic drag should be quite small. Air drag causes the orbit to
describe a convolute elliptical spiral which tends to a circle. At
the high altitude of the atmosphere, the density of the air becomes
very sensitive to the diurnal and annual time on earth, the location
on earth, the rotation of the sun and solar activity. In fact at this

altitude the density might vary through a few orders of magnitude.

The use of an inclination of 63.4° reduces station keeping fuel
requirements. The apogee altitude is 39,000 km and the perigee 1is
1,000 km for 12 hour period (WATS 83, DOND 83). The perigee altitude
1s a compromise between payload mass and atmospheric drag. Figure 2.3
illustrates the sub-satellite trace for such an orbit. (The PASCAL
program that produces the sub-satellite coordinates with time for a

circular or an elliptical orbit is given in Appendix Al).

2.4.2, Semiconductors in the Radiation Belt.

The 1low altitude of the perigee implies that the satellite passes
through the trapped-proton radiation belt (Van Allen belts). This
spans over altitudes of 1,000 and 10,000 kme High energy protons

affect the microelectronics and degrade the solar cells.

The two main effects of proton and other heavy 1ion radiation on
semiconductors are the generation of extra carriers and the
degradation of the semiconductor by, for example, changing silicon

atoms to magnesium (PETE 8l). Extra carriers cause drift in the

operating conditions of the transistor and causes digital circuitry to
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change state - soft upsets. These problems increase with decreasing

technology size. There 1s yet another problem. The extra carriers

may cause parasitic PNPN junctions acting as SCRs to fire. This may

cause heavy currents to flow resulting in damaging localised heating,

Two options are availlable:

l. Sensing circuitry can be included which resets the supply when the
supply current exceeds a certain limit.

2. The other option 1is to use technologies that inherently avoid such

parasitics, for example SOS.

Soft upsets occur to some extent in all technologies, though bulky and
current hungry technologies tend to suffer less. Latch-ups tend to be

technology and lay-out dependent.,

Besides these transient circuit malfunctions, there 1is also gradual
deterioration of the chip performance due to nuclear reactions
involving alpha particles and spallation. This damage 1s proportional
to the integral of the radiation dose on the sensitive chip volume
with time. Radiation doses can be reduced by aluminium shielding.
The spacecraft 1s subjected to high radiation doses when it is close
to the perigee. However, since in this reglon the spacecraft 1s

moving very fast and the most of the on—-board electronics need not be

on the resulting damage is small,

The total absorbed dose per a 12 h orbit has been estimated (CRALI 83,
COAK 84) to be about 10 rads per orbit or about 7 krads per year. The
dose at the active part of the orbit is one or two order of magnitude
lower than the given figures. These figures have been estimated using

the Molniya I data. However, the accuracy of these data seem to be in.
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question since for the geostationary orbit, the data predict a figure
that 1s an order of magnitude lower than most other estimates. Large
variances in the doses are also experienced depending on the solar

activity and actual doses may vary by a factor of ten.

For a 12 h orbit, the likely net dose can be assumed to be 10 krads

per year and if the on—board electronics 1s switched off when the

satellite 1is below 40° N the relevant dose is less than 1 krads per

year.
2,4.3. Molniya Applications.

The Molniya orbit has been fully exploited by the Soviet Union. The

apogee at 63.4° inclination is convenient for the USSR whose land-
mass lies between 35  and 75 latitude. Satellites in such an orbit
can be launched from a higher latitude than that required for the
geostationary orbit for which a launch site should be as close as

possible to the equator. The Molniya orbit is clearly suited for

countries situated in the high latitudes.,

This, of course, also covers the polar regions which have often been

considered commercially uninteresting. There 1is, however, much

potential. Search and rescue operations need a particularly swift
response since survival time in these regions is shorter than in other

parts of the world. A hundred flights per week are expected to cross

the Arctic region by the end of the decade. The scientific activity

in Antarctica accounts for a population of 2,000 to 3,000 in summer.
There are also other prospects. Estimates of mineral resources are

promising though more advanced technologies are required. There is a

large potential for fishing which could yield the greatest quantities
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for a single species (BERR 84).

The cost of a dedicated launch should be cheaper than a geostationary
launch. Comparing the launch sequence to the geostationary maneuver
an apogee kick motor is not required and only minor corrections are
required after the perigee orbit transfer. If a coplanar transfer
orbit sequence 1s adopted the launch mass can be double that of the

geostationary, implying a cheaper launch.

The orbit characteristics have important impliﬁations on the

communication 1link. Assuming that out of the 12 hour period only the

four hours before and after the apogee are used, the total variation

in longitude and 1latitude of the sub-satellite points is only about
o

1.5 and 180 respectively. To the observer located near the apogee
sub-satellite point, the satellite travels an angular distance of
about 230, so that a fairly narrow beam antenna pointing to the zenith
can be used. The probability of having another satellite in the
vicinity 1is quite low and so 1s the probability of causing
interference to neighbouring systems. This implies relaxation on the
antenna polar diagram which makes the antenna cheaper. 1In the mobile
environment, c¢ircular polarisation would be very attractive since, as
the mobile changes azimuth, the link remains unaffected. With 1linear

polarisation the antenna would have to be aligned to the signal.

Four hours before and after the apogee, the satellite is 23,489 km
away from the apogee sub-satellite point. This contributes a
variation in the free-space path loss of about 4.4 dB. Since during
the useful portion of the orbit the satellite is in motion relative to

the terrestrial observer, the signal received suffers a Doppler shift.

23



This is at a maximum at the beginning and end of the 8 hour period and
is equal to 8.1 ppm. (At 1.5 GHz this is equivalent to about 12 kHz.)
This puts heavier demands on the carrier recovery cilrcuit 1in the
receiver. One way of reducing this problem on the down-link is to
include compensation in the satellite local oscillator. The Doppler
shift can 'be predicted from the orbit parameter and the carrier

steered accordingly. This compensation can be achieved via the

control channel,

The propagation delay is consequently also affected. At the apogee it

is equal to 260 ms while at the edges of the 8 hour period it drops to

167 ms resulting in an apparently varying clock-rate at the mobile

receiver. In the first half of the useful portion of the orbit,
before the apogee, the satellite is moving away from the terrestrial
observer and consequently the clock rate would seem to reduce while
the opposite effect happens when the satellite passes the apogee. At
the mobile end, it is not envisaged that this would create problems

since the integrated effect over a two minute conversation using 64

kb/s is less than 62 bits. If lower bit rates are used the

discrepancy 1s of course less.

However, at the base station 1if the traffic is too heavy, a continuous
stream of bits is received and then the integrated effect accumulates
over the whole useful side of the apogee. 1In the orbit described, the
discrepancy in the number of bits amounts to 2.3 bits per kHz clock
rate. The 12 hour orbit implies that there are two apogees per day

and their sub-satellite points are displaced 180" in longitude. The

use of 8 hours out of the 12 hour period implies that three satellites

are required for 24 hour coverage. This introduces the complexity of
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hand-over. As one satellite approaches the four-hour point after
apogee, another 1s approaching the 4h point before apogee and hand-

over of communications has to take place. This implies more stringent

station keeping.

2.4.4, Variant Options of the Molniya Orbit.

‘Of course, other orbits inclined at 63.40 with different periods also
enjoy small in-plane secular perturbation. The use of an 8h orbit
would, of course, involve smaller altitudes with a gain in the link
budget relative to the 12h orbit of about 2.3 dB. This comparison 1is
made for path distances when the satellite is at the apogee and the
observer 1s at the sub-satellite point. However, 1if the same
ellipticity is maintained, the wuseful portion of orbit drops to 5
hours 20 minutes, implying that the number of satellites would have to

be increased to five. It also means that the satellite also spends

more time in the radiation belts.

Increasing the period to 24 hours would introduce a loss of about 4.l

dB in the 1link budget relative to the 12 hour orbit. The useful
portion is extended to 16 hours so that two satellites would be

adequate for a 24 hour service. The time the satellites spend in the

radiation belt is also reduced.

25 Inclined Circular Orbits.

The orbit parameters of the previous two systems are rather rigid and
do not allow the flexibility required for a truly global system. The

use of a constellation of inclined orbiting satellites solves this

problem at the cost of requiring several satellites that are moving
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relative to a fixed terrestrial observer. Such a constellation would
normally operate at a lower altitude than that of the geostationary or
Molniya counterparts. If the same flux density is to be maintained
over a given area and we assume that the frequency and the antenna
type remains unchanged, then no appreciable gain in the link budget 1is
to be expected since as the altitude is decreased so that the free
space propagation loss decreases, the antenna beam-width increases so
that the antenna gain drops. Sub-synchronous orbits tend to be
preferred because of the ease of station keeping. However, the
availability of satellite navigation systems like NAVSTAR, the Global

Positioning System may offer greater flexibility in this respect.

If such a system is to provide a 24 hour service, then several
satellites are required. This 1is because the satellite precesses
round the earth in the orbit plane and there 1is relative movement
between the earth and the orbit plane. It is interesting to note that
in such a scheme, 24 hour service at a specified location implies
global coverage. This is, of course, an attractive feature since the
cost of the extra satellites can be offset by the potential of much

greater wuser population, assuming that appropriate international

collaboration can be achieved.

2e5¢.1le Polar Orbits.

The simplest and possibly the most obvious way of achieving global 24
hour service is by using the polar orbit. The earth®s surface can be
divided into an even number of segments whereby each orbit passes over

two diametrically opposite segments. For orbits at altitudes above

one earth radius, three orbits are required for 24 hour service, each
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spaced by 60 in latitude with three satellites in each (nine in
total). At this altitude, the angle of elevation is zero at the edge
of coverage. At higher altitudes, two perpendicular orbits with six

satellites 1in total would suffice but the geometry will not be as

symmetrical as the nine satellite system.

Figure 2.4 shows the number of satellites required per segment pair

with altitude for various beam-widths of the observers antenna centred
round the zenith so that a beam-width of 1800 would imply a =zero
degree angle of elevation. The number of segment pairs required would
then be equal to the number of satellites per segment pair. Thus,
referring to figure 2.4, the number of satellites required for a
constellation at a given altitude would be the square of the number
given by the plot. The constellation provides for observers with
antennae which, having the right beam-width and pointing towards the

zenith, will always see at least one satellite. Effectively the space

is split into rings of squares rotating in longitudinal planes with a

satellite covering each squaré.

The disadvantage here 1s that the polar regions tend to get better
coverage than other areas on the earth”s surface. Unfortunately, the
radiation dose at the polar region is considerably lower than at the
equator., This implies that switching off satellites at the poles does

not greatly decrease the integrated dose of the on-board electronics.

It would be desirable to reduce the beam-width of the observer’s
antennae or conversely the size of the square per satellite as much as
possible. This would increase the gain of both antennae at the

satellite and the mobile ende It would also decrease the
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vulnerability of the system to interference. However, figure 2.4
shows how quickly the reduction of the beam-width would make the
system impractical due to the number of satellites required. Thus, at

§

6,3/0 km altitude, the number of satellites required for 180° beam-
width mobile antennae would be nine while for a 150°  beam-width

terrestrial antenna sixteen would be required. The received power for

any link is proportional to

2

Pr A (£)° (RE) - Ay (£) 2.2

or

-2 -2 =2
Pr 8,  (RE)~ 6 2.3

where Pp is the transmitter power,
AT Is the effective antenna area at the transmitter,
f iS the frequency,
R is the distance between the transmitter and the receiver,
Ap is the effective antenna area at the receiver.
Or 1s the beam-width of the transmitter antenna and

BR is the beam-width of the receiver antenna.

The first two terms represent the transmitter power and the antenna
gain so that together they represent the EIRP. The third term

represents the free-space 1loss and the 1last term represents the

receiver antenna gain.

Equations 2.2 and 2.3 can be applied to both the up-link and the down-
link so that the transmitter power could either be the power of the

HPA on the satellite or of the mobile. The received carrier power at
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the edge of cover relative to a similar situation in a geostationary

system 1s plotted in figure 2.5 for various orbit altitudes. The

transmitter power has been maintained constant so that the figures

obtained can be applied to both the up-~link and the down-link. The

0
spacecraft antenna has a beam-width such that it covers a 120 arc on

the earth®s surface and the mobile antenna is such that, when it lies
between two sub-satellite points (i.e. 60O away from either), it can
Just see both. Figure 2.5 shows that the received signal power 1s

lower in polar orbit systems using the minimum of three satellite per

great circle. Positive gain can only be achieved by involving more

satellites.

In such a system the Doppler shift also plays a role. Figure 2.6
shows the Doppler shift for a system when two system parameters are
specified. These are the altitude and the beam-width of the
terrestrial antenna. It can be seen that the Doppler shift in such a
scheme could be quite large especially for systems with wider bean-

widths and lower altitudes. If we consider a system with a beam-width

of 1500, then for altitudes of above 1,000 km the Doppler shift 1is

less than 11 ppm. This 1is of a similar order, or better than the

Molniya orbit.

The perturbances in a inclined circular orbit have been discussed in
the sections 2.3.1 and 2.4.1. The nodal regression for a polar orbit
1s zero while the apsidal rotation for a circular orbit can be
corrected by slightly changing the period. At altitudes less than
about 600 km aerodynamic drag plays an important role, though the use

of such low orbit 1is not envisaged. Needless to say there is also

considerable saving in fuel for the transfer orbit.
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2e5.2. Efficient Constellations.

A constellation of polar orbiting satellites 1is, however, not the most
efficient way of achieving global 24 hour coverage, mainly because of
the non-uniform spatial distribution. It has been shown that a
minimum of five satellites 1in circular orbits, are required for
continuous single coverage (WALK 73, WALK 77, BALL 80). The

constellation consists of five orbits with an 1inclination of 43.70

and a satellite in each orbit. In such a system R, the great circle

range, 1s 69.2O (see figure 2.7). This 1implies that for a
terrestrial beam-width of 170° and 1600 the minimum constellation

altitude 1s 16,957 km and 27,142 km respectively.

Walker produced specifications for constellations i1involving wvarious
numbers of satellites with the possibility of having one to four
satellites visible from anywhere on earth. 1In this context, only
single satellite visibility 1is of 1importance. Multiple satellite
visibility is useful for navigation. More recently Draim (DRAI 85)
has shown that four satellites are enough for global coverage and
three satellites would suffice for a hemisphere coverage. These two

systems cater for single satellite visibility only. However, these

constellations make use of orbits with altitudes of 100,000 km. This
would 1imply that much smaller beam~widths are required at the
satellite antenna and consequently larger antennae and more stringent
pointing accuracles are requirede The altitudes required would

increase the launch cost (HADF 74) by a factor of about 2.3.

Figure 2.8 shows the minimum orbit altitude for a given number of

satellites and the signal power relative to the geostationary link.
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Signal powers are compared at the great circle edge of cover and for a
minimum angle of elevation of 50 for the lower orbit constellation.
In general, the situation is similar to the polar system and the

signal tends to be weaker, though there is actually some gain for

large constellations.,

It should be noted that whilst such a system would guarantee that
there 1s at least one satellite within the antenna beam-width, there
may be more than one, necessitating the need of avoiding interference
from different satellites under multi-satellite visibility, such as
assignment of different operating frequencies to the different

satellites or code division multiplexing.

As in the Molniya case there is more than one satellite involved. The
difficulties involved are worse than those of the Molniya since all
satellites are operational at the same time and overlap of the

coverage 1s possible. This introduces problems related to traffic

management and routing.

2.6 -Conclusion.

The three schemes have applications for different environments and the

best contender will depend on the geographical constraints.

The geostationary orbit is the most attractive for 1low to middle

latitudes depending on the lowest acceptable angle of elevation. For

an minimum angle of elevation of 300 the maximum latitude 1is about

o
50 . One satellite will suffice for national services and three

sultably positioned satellites provide quasi-global coverage as 1in the

INMARSAT system. The polar regions are not covered. Communication is

\
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0
theoretically feasible up to 81 latitude but communication at the

implied low angles of elevation 1is not attractive in the mobile

sphere.,

The main attraction of this orbit is, of course, the stationarity of
the sub-satellite point, making the 1link performance considerably
stable and communication comparatively easy. Because the position of
the satellite 1is fixed fewer variables are involved in pointing the
antenna. Towards the sub-satellite point an antenna with 1its main
lobe centred around the zenith will produce an excellent link but in
general this is not the case. Away from the equator a steerable or a
low-gain antenna would have to be used. Practically all communication

satellites occupy this orbit and most western launching facilities are

geared for it.

The sub-synchronous Molniya orbit does not have a fixed sub—satellite

point but is quasi-fixed for sufficient periods at places at about

o 0

35 latitude, but separated in 1longitude by 180 . This is more
suited for countries around this latitude and may also be used up to
the poles where increased activity is predicted. Operation in these

areas is practically zenithal, greatly simplifying antenna design.

Due to the high ellipticity the sub-satellite trace is very non-linear
with time and therefore this orbit is unsuitable for global coverage.
Signals also suffer a Doppler shift which 1is not 1incurred in the
geostationary orbit. The relative motion of the satellite to the
earth implies that a multi-satellite system 1s required for 24 hour

coverage. In fact three would suffice. Assuming a launch into an

appropriate inclination, the Molniya launch should |Dbe cheaper

\
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considering that the velocity i1ncrements 1involved in the launch

sequence are lower than those of the geostationary.

The inclined circular orbit constellation is inherently a true global
coverage system., At least five satellites are required which is only
two more than the Molniya system, but since it is a global system a
greater market could be reached if political issues permit. The
design of such a system is flexible so that number of satellites and

altitudes can be traded for elevation angles.

The number of satellites involved, the problems of mnmulti-satellite
visibility at the mobile and routing of traffic between different
satellites, together with possible political operational 1ssues make
such systems unattractive commercially. However, the number of

satellites involved inherently improves survivability which could make

them attractive in the military sphere.
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Figure 2.l. Figure of “8° trace for an inclined synchronous orbit

where I, and I, are the angles of elevation with I; > I,.
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| =63-4° to equatorial plane
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Figure 2.2. The CERS and the geostationary orbit as seen from a fixed

point in space.
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Figure 2.3. The sub-satellite trace over 24 hours of the Molniya

orbit. Marks indicate progression in time (in hours).
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CHAPTER 3.

MULTIPLE ACCESS SYSTEMS.

3.1. Introduction.

If we consider N users and consider a connection matrix C where

CIl C-lz CIB c14 e &80 CIN

021 c22 C23 CZ4 ® o0 0o CZN

N1 SN2 °N3 SN4 *°***° ONN

so that Ciy = 1 means a connection from user i to user j. It will be
obvious that cy4 = 0. For duplex operation Ci3 and 44 will both be
equal to one, while for simplex only one is equal to one, the other is

zero. The total number of connections in this matrix is then given by

L
L= > >

C. = N (N - 1) 3-1
=1 §=1 -

This gives an acceptable number of connections only when N is small.
As N increases the number of connections will increase to the square

of N. As connections are valuable resources, and as not all

connections are normally required at the same time, L 1s usually less

than N (N - 1) and the available links have to be shared.
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Connections can take variqus forms. The important 1ssue is that they
must be mathematically mutually orthogonal, otherwise interference
occurs. Connections can be physical wires and this 1is the case in
classical telephony. However, in this context we are interested in RF

connections. Three techniques can be identified:

l. Frequency Division Multiple Access (FDMA).
In this scheme the total system bandwidth is split into channels.

Thus the signal originating from different sources must satisfy the

orthogonality condition

S 84(f) s5(f) df = 1 for i = j 3.2

=0 for i # j

2, Time Division Multiple Access (TDMA).
In this scheme each user makes use of the system”s £full capacity

but sharing 1s done in the time domain. The orthogonality

condition in this case is

J s;(t) s5(t) dt = 1 for 1 = ] 3.3

= 0 for i # j

3. Code Division Multiple Access (CDMA).

CDMA is also known as spread spectrum multiple access (SSMA).

Users use the full spectrum continuously. However orthogonality is

achieved by multiplying the signals from different users by
respective pseudo-random sequences that exhibit 1low cross-

correlation properties. The output from user i is of the form

fi(t) = gi(t) Si(t) 3.4
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where g;(t) is a pseudo~random sequence and
J g;(t) gj(t) dt =1 for i = j 3.5
=0 for i # j

The above three methods of multiple access will determine the number
of simultaneous connections or channels. In systems with 1large wuser
populations as 1in the mobile environment, there are not enough
channels to allow for N (N - 1) connections and protocols are required
to establish the procedure a user must apply in order to obtain a link
from the pool of links in the system. Such protocols are called

multiple-access protocol or demand assignment protocols and will be

discussed in the next chapter.
3.2+ Frequency Division Multiple Access.

Orthogonality in the frequency domain leads to FDMA., The system
bandwidth B Hz is split into L channels so that the channel bandwidth
b Hz is B/L Hz. 1In practice b is less than B/L to allow for filtering
and frequency instabilities. B/L becomes the channel spacing. Figure
3.1 1llustrates the channel allocation in the INTELSAT systems (CCST
85, FEHE 83a): SCPC (Single Channel Per Carrier) and SPADE (Single
channel per carrier PCM multi-Access Demand-assigned Equipment). Both
systems have the same channel allocation except that the 160 kHz

channel at the low frequency end 1s used for different applications.,

Since the systems use full duplex, channels are paired as i-1".
Channels 1-1° and 2-2° are not used commercially. The lower and upper
channel sets are separated by a pilot frequency. The modulation used
is QPSK allowing a channel capacity of 64 kbps. The channel bandwidth

is 38 kHz. For simplicity we will consider the upper channel set
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where there are 400 channels in 18 MHz, giving a channel spanning of
18000/400=45 kHz. The guard band is the difference between the
channel bandwidth and spacing, i.e. / kHz. A simplified block-
diagram of an earth station is shown in figure 3.2. The bandwidth of
the terminal is effectively equal to the channel bandwidth so that it
is basically a narrow-band system. The information signal is
modulated wusing the output of a (frequency synthesizer. The
modulator output 1is then filtered. Modulation, particularly
digital modulation, involves bandspreading so steps must be taken to

ensure that the modulated output 1is still within the channel

bandwidth.

Though filtering has been included in both block diagrams not all
filtering 1s practical or can be performed in the desired fashion.
For example, post-HPA filtering at the terminal at Ku-band (14/12 GHz)
with say 38 kHz channel bandwidth, would involve Q=factors in the
region of 370,000 (FEHE 83b). This would be the case for the INTELSAT
FDMA system. On the mobile scene the situation will be even worse.
Channel bandwidths as low as 2.4 kHz are proposed and though there are
systems at UHF, L-band (1.5-2.7 GHz) and X-band (8/7 GHz) it will not
take long until systems in the 30/20 GHz will have to be considered.

The corresponding Q-factors would be 320,000, 600,000, 2,800,000, and

8,000,000 respectively.

The same applies for filtering at the input of the LNA. This means
that the receiver cannot be made as selective as would be desirable
and the output cannot be made as clean as desirable. Of course this
makes channel selection easier, particularly on the transmitter side.

The consequences of inadequate filtering are that the bandspreading
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due to the HPA non-linearity cannot be limited and the LNA may be

driven into non-linearity by adjacent channels.

Since the transparent transponder deals with the full system bandwidth
the filtering problem is considerably less. 1In the INTELSAT system
the Q-factor 1is about 400 while in the MSAT system (MSAT 85) the up-
link and the down-link bands are proposed to be 821-825 MHz and 866~

870 MHz corresponding to Q—factors of 200.

3¢2.1« Non—-linear Amplifier.

The travelling wave tube (TWT) is the most popular and proved device
for the HPA in the spacecraft, though transistors are beginning to
wedge 1in, particularly in smaller systems. HPA"s are critical
components with respect to non-linearities. Typical TWT (INTE 80)
characteristics are illustrated in figure 3.4. These non-linearities
contribute two effects:

l. Amplitude modulation to amplitude modulation (AM/AM) conversion

which is a non-linear output—-input power characteristic.

2. Amplitude modulation to phase modulation (AM/PM) conversion which

1s a non-linear output phase-input power characteristic.

The output-input power characteristic shows that as the input power
increases the output power also increases, up to a point beyond which
this relationship does not hold; this point is called saturation. 1In
practice this point is very broad and the "7/11" rule can be applied.
Thus saturation can be redefined as the point from which an 11 dB

decrease 1in the 1input power results in a 7 dB drop in the output

power-
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Two equivalent models can be used to study the non-linearities of the
device., These treat the device as being bandlimited and in their

simpler form the non-linearities are considered frequency independent.

l. Amplitude-Phase Model (SHIM 71).

If the input signal 1is

x(t) = r(t) cos{w t + U(t)} 3.6
The output of the amplitude-phase model yields an output

y(t) = A[r(t)] cos{w t + P(t) + Plr(t)]} 3.7

where A(r) is an odd function of r and f(r) is an even function of
r. The function A(r) represents the AM/AM conversion while the

function P(r) represents the AM/PM conversion. Various numbers of
parameters have been proposed for the two functions, but probably

the simplest 1s the two-parameter representation (SALE 81)

A(r) =a, r/ (1 + b, r2)

A
P(r) = ag r2 / (1 + by r2) 3.8b

2. Quadrature Model (FUEN 73).

In this model, while the input is assumed to be of a similar form
to the previous model, the output is the sum of two components in
quadrature. The model is illustrated in figure 3.5. The in-phase

and quadrature components are given by

p(t) = P[r(t)] cos[w t + P(t)] 3.9a
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q(t) = -Q[r(t)] sin[w t + U(t)] 3.9b

It can be shown that this model is equivalent to the previous,

since
P(r) = A(r) cos|[0(r)] 3.10a
Q(r) = A(r) sin[f(r)] 3.10b

The functions P(r) and Q(r) can be represented by odd polynomials
or by summations of the Bessel function of the first kind of order

one. A simpler method is to use two-parameter formulae (SALE 81).

P(r) = a_r / (1 + bp r2) 3J.11a

r3 / (1 + bq r2)2 ’ 3.11b

P

Q(r) = 3,

3.2.2. Degradations.

The major problem in the context of a non-linear amplifier in an FDMA
system is in the satellite HPA where several carriers are being
handled by the same amplifier. Such non-linearities result in

intermodulation products (IMP”“s) where new spectral lines are

generated. Their frequencles are given by

where f, ~ 1is the frequency of the IMP,

fl’ fo, £q are the frequencies of the individual carriers and

l, m, n are the harmonlc numbers.

This 1s the result of AM/AM conversion. AM/PM distortion causes
intermodulation noise and intelligible crosstalk (BERM 70). The even

order IMP“s fall outside the bandwidth of interest and therefore can
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be filtered. However, some of the odd order products fall within the

bandwidth of interest.

Another phenomenon 1is signal suppression (BHAR 8l1). Due to the non-
linear gain, power outputs of carriers are affected by their relative
magnitude. Thus 1f two signals of equal power are present at the
input, the output will yield equal power of each. However if one 1is
stronger, the power output of that one will increase while the other

will decrease so that the strong signal appears to suppress the weaker

one.

The amplifier non-linearity also causes spectral spreading so that the
output spectrum is always wider than the 1nput spectrum. If we
consider wideband signal, spectral spreading can be considered as

intermodulation on a continuous spectrum.

The AM-PM and AM-AM effects are not so much of a problem in constant
amplitude modulation schemes. However, 1in practice, these are

difficult to achleve and some amplitude modulation will always be

present.

If we look at figure 3.4. we observe that at low input levels the
amplifier is more linear. This is generally true for any amplifier.
Thus, by operating the HPA below the saturation point, i.e. applying
a backoff, the amplifier 1s rendered more 1linear and these
degradations are suppressed. Typical backoff levels of 3-6 dB are

applied. However, this implies a less efficient use of an important

resourcee.
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33 Time Division Multiple Access.

TDMA allows several users to access the full bandwidth sequentially.
This involves the need for the organisation in the time domain so that
messages from different users do not interfere with each other (that
is to maintain orthogonality). The system lends itself to digital
communications. A group of time slots are organised in a frame as
indicated in figure 3.6. A continuous bit stream can be transmitted
through a TDMA system by first packetisation, then compression. This
involves transmission of a packet at a rate which is higher than the
original bit rate. At the receiver end the packet is expanded and
then concatenated to constitute the original bit stream at the

original rate. In figure 3.7. it can be seen that slot 2 is used.

The system i1invariably introduces a delay. Compression 1involves
reading into a buffer at the bit stream rate and reading out at the
transmission rate. Expansion is required at the receiving end. The
delay introduced is the sum of the packet duration and any processing

delay. This is, of course, to be added to the propagation delay. In

satellite communications the latter component is usually much larger

than the others.

It 1is worthwhile noting that in this simplistic scheme the packet
duration is equal to the slot duration. However, the transmission
rate will be slightly higher than the product of the number of slots
and the bit stream rate. It 1is higher because a preamble 1is
transmitted per slot which 1s effectively extra to the data and

contains no useful information that the receiving user 1is interested

in.
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This overhead 1is composed of four sections:

|

2.

3.

4 o

The guard time. This signifies an area of uncertainty where a
burst is going to start. The actual duration is dependent on the
timing and ranging inaccuracies in the system. It should also be
long enough to allow any trailing effects of the previous burst to
drop to sufficiently low levels.

Carrier recovery. This 1s a sequence of ones or an alternate
pattern of bits. It allows the carrier recovery circuit to extract
the coherent carrier that is essential in coherent demodulation.
The use of incoherent or differential demodulation disposes the
need of this sequence. However, this type of demodulation has an
inferior performance to that of the coherent type. Differential
demodulation 1is 1likely to be used on-board a satellite to keep
complexity low. The use of Differentially Quadriphase Shift Keying
(DQPSK) on the down~link is assumed in an ESA report (PENT 81).
The degradation over the coherent alternative is about 2.4 dB.

Bit recovery. This function is accomplished through an alternating
bit sequence which has a strong component at half the clock rate.
This process can either be concurrent with the carrier recovery

process or after it.

Unique word. This 1s a speclal binary word that signifies the
start of the message. The size of the word should be such that the

probability of an error is adequately low . This probability is

given by

i 1

= .n
P (UW error) = > (4) p
i=e+l

where n 1s the number of bits in the unique word,

e 1s the number of allowed bits in error,
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nl

(i) is the binomial coefficient and

p is the bit error rate.

A typical format is illustrated in figure 3.6.

3.3.1. System Efficiency.

The efficiency of a TDMA frame is the portion of the frame that is

actually used to convey useful information.

If the guard time is T_ us,

g
the number of symbols in sequences for

recovery and the unique word 1s P,
the symbol duration Tg us,

the frame duration 1s Tf us

and the number of slots in a frame is K

then the efficiency is given by

+ TS Pi)}

K

1

the

carrier

and bit

clock

3.14

Very often the slot structure within the frame is the same so that the

efficiency simplifies to

E=1-K(T,+TgP)/Tg

It is obviously desirable to keep the efficiency as high as

3.15

possible,

which in turn implies that all overheads are to be kept to a minimum,

However, it should also be clear that the frame efficiency 1is only one

of the system parameters and that trying to keep a high figure will
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affect other system parameters.

It has already been mentioned that carrier recovery sequence can be
totally disposed of, but this will degrade the signal-to-noise
performances The guard time can be reduced if the specifications of
the timing circuitry are tighter and more sophisticated acquisition
techniques are employed. This might not be desirable in the mobile
environment. Similarly, for the price of hardware complexity, the bit
clock recovery sequence can be made shorter while for a given bit
error rate, shortening the unique word would reduce the reliability of

the system.
3.3.2. Synchronisation Methods.

One of the factors that affect ranging errors is the uncertainty in
the satellite position. The space region of a geostationary satellite
is typically 1limited to a square with sides of 0.10. The altitude
typlcally 1is controlled to within + 0.1 Z due to the orbit
ellipticity. This means that the satellite is positioned in a box 25

km x 25 km x 75 kme This 1is equivalent to a round-trip delay

variation of 0.5 ms.

There 1s also a delay variation due to the geographical location of
the different users. For a global beam system such as the INMARSAT

system thils factor contributes to a one-way delay variation of about

20 ms.

With frame lengths in the region of 0.1 to 100 ms it is not difficult
to see that efforts 1in order to maintain a low uncertainty in the

propagation delay are essential to achieve high frame efficiencies.
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As mentioned earlier the guard time will take care of any discrepancy

in the burst synchronisation.

The process of making sure that the bursts are maintained within the
time slots can be split into two phases: the acquisition phase and
synchronisation phase. Acquisition 1s the initial phase which
involves obtaining an estimate of the delay with reference to the

reference burst, that would result in transmitted bursts reaching the
satellite at the appropriate location within the TDMA frame. The
synchronisation phase maintains subsequent bursts within the allocated

time slot to within the required tolerance.,

The open=loop technique determines the initial delay referred to the
reference burst by computing it with the “a priori”® knowledge of the
exact location of the earth station and the distance between the earth
station and the satellite. The simplicity of this technique makes it
very attractive in the mobile scenario. The distance of the satellite
to a given geographical lbcation can be obtained from the ranging data
on the TT&C channel, but the exact geographical location of a mobile

may be difficult to determine. Relaxing the accuracy of the mobile

location leads to larger guard times.

The closed-loop technlique requires a reference burst to be broadcast
and relies on the ability of each station to transmit and listen to
its own acquisition signal on 1ts down—-link. This signal c¢an either
be a burst of unmodulated carrier some 25 dB below the normal level,
or a pseudo-random sequence. This ensures that these signals do not

interfere with the other bursts by making sure that the acquisition

signal is well below the normal burst.
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This technique inherently assumes a transparent transponder, or at
least a fixed delay within the satellite. The station can estimate

the delay to be introduced from the difference of the reference burst

and the acquisition signal.

If the reference burst 1is at the beginning of the frame, then its

start referred to time at the satellite, is given by

¢

Rs(n) = to + nT 3.16

where n is an integer,
ts is a constant,

T is the frame duration,

subscript '"s" signifies that the measurement 1is at the

satellite, while "e'" will be used for the earth.

At the earth”“s side the reference bursts will occur at
Re(n)=t_ + n T + tp(nT) 3.17

where tp(t) 1s the one way propagation delay which is dependent on the

time and geographical location of the terrestrial station.

A burst transmitted from the station at Re(n) would reach the

satellite at

As(n) = t, + nT + tp(nT) + tp(nT + tp(nT)) 3.18
If we assume that K is an integer such that

(K=-1)T < 2 tp(max) + d < KT

where tp(max) is the maximum one way propagation delay,

d 1s the extra delay incurred by the passage through the
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satellite and

K 1s an integer

At the satellite the frame start from the station is then referenced

to
Rg{n+K) =t  +(n+K)T 3.19
so that the delay to be introduced at the station is

Td = Rs(n + K) - As(n) 3.20

3+44. Code Division Multiple Access.,

Spread spectrum signals use the full system bandwidth continuously.
This 1implies that the transmission bandwidth 1is 1larger than the
baseband bandwidth. A conventional modulation method that fulfils
this 1s wideband FM where, if the modulation index is large enough
there are advantages in noise and interference performances. Wideband
FM in itself however, does not cater for orthogonality. If two

signals are frequency modulated over the same bandwidth, then

detection cannot differentiate between the two signals.

Spread spectrum techniques achieve orthogonality by virtue of the auto
and cross—-correlation properties of pseudo-nolse (PN) sequences.
These are pseudo-random binary sequences with noise-like
characteristics. Traditionally spread spectrum methods have been used
by the military because of thelr anti-jamming,low detectability and
encryptic properties which are the result of high system processing

gaine This 1s the ratio of the transmission bandwidth to the

information bandwidth so that

22



(6,] = 10 1g(B,/By) 3.21

where Gp is the system processing gain,

Bc is the transmission bandwidth and

Bi is the information bandwidth.
[] indicates. that the units are in dB.

Typical figures for the processing gain are in the range of 20 to 60

dB (BHAR 81).
The interference or jamming margin is given by

(M1 = [G,] = [(S / M) = [L] | 3.22

where L 1s the system implementation loss, typically 1 to 3 dB, and

(s / N), 1is the required signal-to-noise at the information

output.

Interfering signals not exceeding ﬂj dB above the wanted signal would

not affect the desired performance.

Two spread spectrum techniques will be discussed: the direct sequence

system (DS); and the frequency hopping (FH) system.

3.4.1« Direct Sequence System.

Two methods are available for DS system. The signal can either be
modulated in the normal fashion and the modulator output 1s then
multiplied by the PN sequence or, the baseband signal is first
multiplied by the PN sequence and then modulated on the carrier. The

bit rate of the PN sequence is called the chip rate. This avoids
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confusion with the information bit rate,

At the receiver the reverse process takes place. The RF signal is
either multiplied by the PN sequence and then demodulated to extract
the 1information or, demodulated and then multiplied by the sequence.

Figure 3.8 shows the block diagrams for receivers and transmitters

using these methods.

The PN sequence at either end of the link must be the same and in

synchronisation. Looking at block diagrams in figure 3.8a and 3.8b,

1f the modulated signal at the receiver Sl(t) and the PN sequence 1is

g1(t) then the RF output is

g (t) S;(t) 3,23

At the receiver input, besides the desired input, other components

appear and these are

v

g;(t) 5;(t) + 8°(t) + N 3.24

i=2

The summation represents the net result of signals from other n-l

users 1n the system. The second term represents 1interfering signals

not generated by the n users and N represents the noise.

Multiplying the input by the synchronised version of the PN sequence

g1 (t) will yield.

2
g) (t) 8j(t) + g (t) > gy(t) S;(t) + g;(t) §7°(t) + g,(t) N 3.25

nivis

1=2

When Integrated over the sequence length the first term will yield the

wanted signal because of the autocorrelation properties of the PN
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sequence. The second term should produce a zero result because of the
low cross correlation between different codes. The last two terms

will produce unwanted outputs, but these will be attenuated due to the

filtering of the bandpass filter.

Looking at the power spectra at various points of the system, figure
3.9a shows a typical spectrum of a digitally modulated signal. After
multiplying by the spreading function, the PN sequence, the spectrum

2
assumes the shape of (sin(x)/x) with the main 1lobe bounded within

2*Rc’ R, being the chip rate. This is 1llustrated in figure 3.9b.

The 1input spectrum at the receiver 1s shown in figure 3.9¢c where

besides the desired spectrum shown 1in figure 3.9b there are also

contributions from other users using other PN sequences, thermal noise

and spot frequency interference.

After correlation the wideband interference from other users is
eliminated due to low cross—-correlation, the spot-frequency
interference 1s spread so that only a small portion will pass through
the receiver bandpass filter while only the thermal noise within the
bandpass 1s admitted. The diagrams illustrate that as the processing
gain 1increases the system becomes more interference resilient. The
power density of the spread version becomes smaller so that the

contribution of spot frequency interference after correlation is also

smaller.

3.4.2. Frequency Hopping System.

The heart of this method is a frequency synthesizer that is controlled
by a PN sequence. This means that the carrier frequency hops within

the system bandwidth. The frequency separation between the discrete
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frequencies 1is f. If the PN-code generation has n-stages then the

system bandwidth is
B, = (2" 3426
rf ( - 1) f o

As indicated in figure 3.10 the envelope of a FH system 1s

rectangular,

If the information bandwidth is By, then the processing gain in such

a scheme is given by
! 3.27
GP == Brf / Bi = (2 - 1) f / Bi °
If £ = B4 then

n
Gp =2 =1 3.28

The block diagrams for the FH transmitter and receiver are shown in
figure 3.11. In the transmitter section the signal is modulated in a
conventional fashion and then it is mixed via a wideband mixer by a

local oscillation which is a frequency synthesizer controlled by the

code generator.

At the receiver the signal is first dehopped. It 1s multiplied by the
same sequence of frequencies as in the transmitter. This 1s 1locally
generated by another synthesizer controlled by a PN-code generator
which 1s synchronised to the transmitter”s code. It 1is then

demodulated in the conventional manner.

The chip rate for an FH system need not be larger than the information
bit. However, in the presence of 1interference, 1t 1is effectively

sampled for a chip duration. As the chip rate increases the chip
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smaller, the interference is spread over a larger band and the adverse

effect is reduced.

At low chip rates interference will be coherent while at high chip
rates interference appears to be noise-like. It 1is difficult to

operate at high chip rates because of the performance of frequency

synthesizers.

FH systems with several chips per bit are commonly referred to as fast
FH, FFH. Due to the high switching rate it is very difficult to
maintain phase continuity at the synthesizer output. This rules out
coherent detection. This limitation is imposed due to the switching
performance of synthesizers. At chip rates corresponding to a bit or

more per chip it is easier to maintain phase continuity.,.

Another problem 1is receiver non-linearity, which may cause
intermodulation products to fall within the passband. Such effects
are, of course, periodic and only occur at a particular frequency (or

subrange of frequencies) of the total range of frequencies generated

by the frequency synthesizer.

3.4.3. Synchronisation.

Perfect timing 1s not essential in CDMA but synchronisation between
the transmitter and receiver PN sequence 1s essential. Initial
synchronisation can be achieved by a sliding correlator at the
receiver., In this system the chip rate of the local PN sequence 1is
varied so that the two PN sequences shift in phase relative to each
other until synchronisation is achieved. In order to speed up the

acqulsition process, there might be an overlayed PN sequence of a much
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shorter length which 1s easier to lock to. This may then be used as a

stepping stone to lock to the full length sequence.

Correlators mnormally employ tapped delay-line matched filter
~ techniques., These can be implemented in digital electronics, charged-
coupled devices (CCD) and surface acoustic wave (SAW) devices. The
latter technology offers the simplest implementation above 25 MHz and

1s the only choice above 60 MHz but at low frequencies the digital
technology 1s expected to dominate. The future of CCD appears to be

less optimistic (RAPP 84).

It should be noted that CDMA exhibits a strong capture property. Once
acquisition has occurred, the correlator can lock onto the packet,
Knowing the length of the PN sequence, the approximate position of the
correlation pulse can be determined so that the correlator output can
be gated through a narrow time window. This provides discimination
against users employing the same code if the codes are sufficiently
out of phase. This 1is, of course, important in a multiple access
environment. It also provides protection against multipath which can

be a problem in terrestrial systems and when operating at low angles

of elevation in a satellite system.

3¢3. Multiple Access Techniques for Mobile Systems.

Most conventional systems basically employ FDMA. The capacity of such
a system can be given in terms of the number of simultaneous links the

system can provide. Thus, assuming a digital system where the system

bandwidth 1s split 1into 1identical channels, the capacity can be

expressed as | /
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R 3.29
C=%"1b b
i n g

where B, 1s the available system bandwidth,

k is the ideal spectral efficiency of a digital M—-ary modulation

scheme so that k = log, M,

Ry is the bit rate at the user,

b, 1s a factor that allows for the noise bandwidth (due to non-
ideal filtering) and is typically 1.2 and

bg is 1s another factor that allows for the guard band and is

also typical 1.2.

Given the available system bandwidth and the user bit rate, the only
variables that remain are dependent on the modulation scheme and
filtering. The spectral efficiency is a parameter that is common to
all other multiple access schemes, so that it 1s not important 1n

comparing multiple access schemes., BPSK will therefore be assumed

with a spectral efficiency of 1 b/s/Hz.

If we normalise the capacity, then

CRy k 3.30
c - .

B b b
S n g

Under ideal conditions, the normalised capacity of the FDMA system
would be equal to k, 1in this case unity. However, assuming the
typical values, its value becomes 0.69 and the only way to improve on
this figure (barring changing the modulation scheme) is improving the

filters., This tends to be expensive and is consequently not desirable

particularly in the mobile environment.
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TDMA systems follow the trend of utilising digital circuitry which

through 1integration 1is becoming increasing cheap. This makes such

schemes suitable for the application we are considering.

For a given system bandwidth, the maximum transmission rate 1is given

R = S ' 3-31

C S S 3.32

where E 1s the frame efficiency. This was defined in equations .3.l4
and 3.15. However, for comparison purposes the preambles need not be
considered. If short single packet messages are considered, as in a
paging system, the preamble will constitute a large overhead. The
situation 1is the same for other multiple access scheme since the
preamble in this case is really an overhead of the inherent burst mode

of operation. If packetised data is transmitted then the preamble

becomes an overhead of the packetisation that is required to operate

in a TDMA environment. However, with 1increasing frame durations

larger packets can be accommodated and this overhead decreases. The

guard time 1is unaffected so that in the limit this will become the

only limit.

The frame efficiency of the INTELSAT system 1s about 95 %.
Considering that larger frame durations can be used in a mobile system

because of the decreasing cost of memory devices, a better figure 1is
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expected. However, timing and ranging inaccuracies are expected to be
larger for a mobile system. This calls for bigger guard times and
results in a lower frame efficiency. The figure of 95 7 will

therefore be assumed for a mobile system.

The normalised capacity is given by

k E
c = i
b_ 3.33

Using the assumed values, the normalised capacity for a TDMA system 1is
0.79 showing some improvement over the FDMA system. It should be
noted that in this analysis the guard band to adjacent systems has not
been included and 1if this 1is 1included, the normalised capacity

decreases to 0.66 which is similar to the FDMA figure.

I1f we consider the power-limited situation, the link equation is given

asS

[E,/N,] = [EIRP]_ .. - [BO] - [L.] + [G/T] - [k] = [R] = [M] 3.34

where Eb/N0 is the ratio of energy per transmitted bit to the noilse

density,

EIRP_ .. 1s the effective isotropic radiated power at saturation

level,

BO is the backoff,

L, 1s free space propagation loss,

G/T 1is the figure of merit of the receiver,

k is Boltzmann”s constant and is equal to -228.6 dBW/K/Hz,
R is the link transmission bit rate and

M is the link margin.
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In comparing FDMA and TDMA systems, we assume the same bit error
performance so that Eb/Nb is maintained constant. We also assume that
that the same maximum power, figure of merit and link margin are used

in both systems. The only remaining variables therefore are the

backoff level and the transmission rate.

In a FDMA system a backoff of 3-6 dB is required on the down-link but
the transmission rate is considerably lower than that of a TDMA system
in particular when considering a large user population system. A TDMA
system does not require any backoff. The quofient of the backoff and
the transmission rate 1s therefore more likely to be larger for an
FDMA system than a TDMA system. This indicates that a FDMA system 1is
more likely to operate 1in the bandwidth limited condition than the
TDMA system. It should be noted that more power may be available on

the up-link since the HPA is operated in the burst mode.

CDMA 1s relatively new as an access scheme and there 1s less
commercial experience in this field, possibly because 1t has been
considered to be spectrally and power inefficient (VITE 85, SHIM 84).
A direct capacity comparison of CDMA with FDMA and TDMA is not easy

because CDMA cannot be analysed under power-limited and bandwidth-

limited conditions in isolation.

In a CDMA system the received noise i1s the sum of the thermal noise
and the interference due to C ~ 1 users. The number of orthogonal
sequences and the sequence length for a given n-stage pseudorandom

chip generator 1s given in figure 3.12. Since the interference from

the other users is noise-like due to orthogonal coding or random

phasing, their powers can be added and the total spectral density is
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N; =N, + (C-1)E, 3.35

where E. is the energy per received pseudo-random chip.
The effective ratio of signal energy per chip to the noise density is

thus given as

E./N_ 3.36

Ec/No "1+ (C=1) E /N
cC O

However, the processing gain relates. the energy per chip to the energy

per bit (equation 3.21) and the spread bandwidth to the user bit rate

so that

GP = Eb/EC = BS/Ri 3.37

and equation 3.36 can be rewritten as

Eb/N
E, /N° = &
b’ "o 1+ (C-1) E/N /G
b o p
or
Eb/No 3.38

l1+(C-1) E/N R /B
( )b/oils

where we have assumed that the signal 1is spread to the system

bandwidth.

If we further assume that the user population is large then

B
C = S 3-393

Ry Ep /N

This result can also be obtained from the definition of the jamming

margin given 1in equation 3.22. Since this margin gives the ratio of
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the jamming power to the signal power, it also represents the number

of concurrent users the system can support.

The normalised capacity becomes

1

C = -
Eb/NO 3.40a

If a value of Eb/Ng of 10 dB is assumed the normalised capacity is
only 0.l which compares adversely with FDMA and TDMA and thus the
conclusion of low efficiency of spectrum use. It should be noted that
the capacity given 1in expression 3.39a represents the number of
simultaneous users. 1t has been shown that CDMA can offer significant

advantages 1f the traffic load from each user is very low (COST 59,

UTLA 78).

If we assume that each user is actually transmitting for an average

fraction of the time, a, equation 3.39a becomes

B
C = -_.S____ 3-39b

and the normalised capacity becomes

1

C = —
a Eb/N0 3.40b

This 1indicates that CDMA provides a very good multiple access scheme
without the need of accessing protocols where the traffic 1load from

each user is very small.
3 -6 . ConC].usj.oni
The channelisation properties of TDMA and FDMA are very similar and
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the number of users that the system can support <c¢an, of course, be
improved by accessing protocols. Since TDMA systems lend themselves
to digital techniques, they appear to be very attractive because such
processing wutilises integrated circuitry, that subject to production
volume, offers great system flexibility at a low cost. However, the
high transmission rate required in TDMA system 1is a serious

disadvantage. High powers are required and processing at high bit

rates becomes expensive.

It appears that for a large system, the optimal scheme for the mobile
up-link is a hybrid, one 1in which several TDMA systems operate

concurrently within a FDMA system. This brings the transmission bit
rate down by a factor equal to the number of TDMA systems employed, to

frequencies that make processing possible at sufficiently low costs.,

In general, it 1is more difficult to implement on-board regeneration
with a FDMA than a TDMA one because this i1involves a number of
regenerators equal to the number of channels and this is a severe
drawback. On-board regeneration allows the up~link and the down-link
to be optiminsed independently so that the the lowest possible power
output and the lowest possible figure of merit of the mobile terminal

can be wused. A hybrid system could vastly ease this disadvantage by

drastically reducing the number of regenerators required.

If on-board regeneration 1s employed then it seems logical to take the
system a step further and utilise a TDM down-link. The incoming
packets from the the moblile up-link are concatenated together or

multiplexed on the down-link. This means that there 1s considerable

saving in spectrum since it is no longer operating in the burst mode.
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Guard times can be dispensed with and the preamble information is
required less frequently. The fact that the down-link operates in the
continuous mode rather than the burst mode also 1leads to a simpler

terminal receiver design that helps to keep the terminal cost low.

Similarly the connection matrix for a multi-beam system employing FDMA
becomes very large making implementation more difficult. Again a

hybrid system would ease this problem.

I1f the number of TDMA systems is sufficiently small, separate HPA"s

can be employed on the spacecraft to eliminate the need of backoff and

this could keep the power per TDMA system low enough to utilise

semiconductor devices.

CDMA could provide an excellent scheme for a small system operating on
an overlay with other systems sharing the spectrum. 1f the system is
sufficiently small than the apparent rise in the noise floor could be
low enough not to adversely affect the existing narrowband systems.
Control would obviously be required to 1limit the 1interference from
such a system. The main obstacle of such a system is that there seems
no incentive for present spectrum users to share their allocations

unless this is done as an extention to their own system.

Equations 3.39b and 3.40b show that the number of users in a CDMA
system can be enhanced if the traffic load per user 1is sufficiently
low without the requirement of any accessing protocols. Though the
need of a protocol is not a large price to pay for better utilisation
of resources, CDMA can offer a system that provides a service to a

large user population with no network control if the user traffic has
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a low duty cycle. The relaxed requirement on synchronisation is also

an advantage.
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Figure 3.5. Quadrature non—~linear model of a power amplifier.
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Figure 3.6. A TDMA frame format.
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Figure 3.7. Transmission of a continuous bit stream in a TDMA system.
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receivers. while (b) and (d) are receivers.

73



SEQUENCE LENGTH =10

RO}

% N X |

____— —

' - ~ 1C 1 1
NUMBER OF STAGES

Figure 3.12. Plot showing the variations of the sequence length and

the number of distinct m-sequences with n form an n-stage generator.

74



CHAPTER 4.

TDMA MULTIPLE ACCESS PROTOCOLS.

4.1. Introduction.

The fundamental multiple access schemes discussed so far provide a
number of orthogonal 1links generated by time or  frequency
channelisation or codes. This forms the backbone of a multi-user
communication system. If the number of users is equal or 1less than
the number of 1links provided, then the “channels”™ could be
preassigned. The term “Channels” here is used in a broad sense to

mean a frequency channel, a time slot or communication over a code.

In a preassigned system, user 1 will always use “channel” i to
transmit, and all other users listen to channel i to get messages from
user 1. Such a system can be usable where the traffic per circuit 1is
close to one erlang. 1In general this is not the case and particularly
so 1n the mobile scenario where the average load per user lies in the

range of 0.008 to 0.03 erlang (WATS 83).

Such a scheme would have a system utilisation in the same region and
the number of users would be severely 1limited. For thin route
circults preassigned schemes provide inefficient solutions: they are
inefficient 1in the utilisation of' the space segment resources and of

the spectrum available. However, they are fast. Whenever a user
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wants to transmit, a channel is available and consequently there are

no further delays.

With frequency spectrum being a 1limited resource under such heavy
demand and with the space segment representing a significant portion
of the system cost, it 1is unrealistic to think of a mobile system
employing a preassigned schemne. The alternative 1is a demand-
assignment multiple access (DAMA). As the name implies, “channels”
are no longer dedicated but are all put in a pool and the wuser uses

“channels® when required and if available. When no longer required

the “channels” return to the pool.

1f traffic intensity per user is low enough, the number of wusers can
exceed the number of “channels” and this is generally the case. This
means that under busy conditions the demand for “channels” may exceed
the avalilability and therefore the wuser may have to wait until a
“channel” is returned to the pool. This delay 1s one of the most
lmportant parameters 1in DAMA and the performance of such systems can
be described by the delay-load curve., A more traditional method that
has its roots in telephony is to study the circuit load vs probability
of blocking performance. The 1latter 1is the probability that on

application by a user for a “channel” from the pool, the “channel” is

not made available.

A number of multiple access protocols have evolved mainly for computer
networks., Some of these are unsuitable in the context of satellite
mobile communication. In polling (LAM 79, LAM 83), users are asked
sequentially whether they have anything to transmit. If so, the user

will acknowledge the request and the user can start transmitting.

76



This 1is not suitable because the average walk time between users is
dependent on the propagation delay while the average cycle time is
dependent on the average walk time and the number of users. Since in
satellite communications the propagation delay is in in the region of

250 ms and in a moblle system the population size is large, the delay

performance would be poor.

A refinement of the basic polling scheme 1s adaptive polling. This 1is
particularly suited for a lightly loaded network and makes use of the
binary tree search to identify users wanting to use the network. If
there is only one user requesting attention then the number of
enquiries can drop from N, the total number of users, to one. This

results in an improvement in the delay performance as the spectrum

ultilisation falls.

Carrier Sense Multiple Access (CSMA) (KLEI 75b, TANE 81) is becoming
popular in local area networks where the propagation delay is low. In
such systems, the user checks that the channel 1s 1idle before
attempting to transmit. This is a major departure from the polling

scheme in that the users are active and do not wait for enquiries from

the system controller.

CSMA takes several forms. In the l-persistent form, the user monitors

the channel and if idle it will transmit. If the channel is busy then
it waits until the end of the present message and then commences
transmission. Since more than one user might have monitored the
channel during the transmission of a message, collisions are possible.

In such a case the users involved randomise a delay and start again.

In non-persistent CSMA when users sense a busy channel they do not
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wait for the end of the present message. Instead, they randomise a
delay upon sensing a busy channel. The p—-persistent CSMA utilises a
slotted channel i.e. there is a fixed time grid. A user senses the
channel, and 1if the present slot is busy then it waits for the next.
When a free slot is sensed, it will then traunsmit its message with a
probability<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>