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Abstract

High-speed transmission over contemporary communication netwoss ha
drawn many research efforts. Traffic scheduling schemeswgtéy a critical role in
managing network transmission have been pervasively studmedl widely
implemented in various practical communication networks. In a dopied
communication system, a variety of applications co-existragdire differentiated
Quality-of-Service (Qo0S). Innovative scheduling schemes armtichyscheduling
disciplines which integrate multiple traditional scheduling haeisms have
emerged for QoS differentiation. This study aims to devatogel analytical models
for commonly interested scheduling schemes in communicatioansysinder more
realistic network traffic and use the models to investighe issues of design and

development of traffic scheduling schemes.

In the open literature, it is commonly recognized that nékwraffic exhibits
self-similar nature, which has serious impact on the performah communication
networks and protocols. To have a deep study of self-similarcirétie real-world
traffic datasets are measured and evaluated in this sthdyreBults reveal that self-
similar traffic is a ubiquitous phenomenon in high-speed commiumicaetworks
and highlight the importance of the developed analytical models wetfesimilar

traffic.

The original analytical models are then developed for the ralesd
scheduling schemes including the Deficit Round Robin, the hybridFS&hich

integrates the traditional Priority Queueing (PQ) and Gaized Processor Sharing



(GPS) schemes, and the Automatic Repeat reQuest (AR@artbrerror control

discipline in the presence of self-similar traffic.

Most recently, research on the innovative Cognitive Radio (€&Hniques
in wireless networks is popular. However, most of the existmagytical models still
employ the traditional Poisson traffic to examine the grerance of CR involved
systems. In addition, few studies have been reported fonatstg the residual
service left by primary users. Instead, extensive existingies use an ON/OFF
source to model the residual service regardless of the pyrimadfic. In this thesis, a
PQ theory is adopted to investigate and model the possibleesdeft by self-
similar primary traffic and derive the queue length disttion of individual

secondary users under the distributed spectrum random acces®lprotoc
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Chapter 1

| ntroduction

With the rapid development of highly sophisticated devicegh-bBpeed
transmission is pervasive and has enriched every asp@sbdern communication
networks. High transmission speed enables various powerful aog faetwork-
based applications in daily life. These applications regdiversified Quality-of-
Service (QoS) and necessitate the differentiated seffddéserv) [1, 2, 3, 4], a
novel computer networking architecture that classifies and gesnanultiple
network traffic as well as provides distinct service. Schadulscheme is a
promising mechanism to make service differentiation possibleommunication
networks. Thanks to a variety of scheduling schemes, alhgcdtie precious
resources fairly or in a weighted manner to the contendinguooers according to
individual requirements is no longer a significant barrier. &sconsequence,
tremendous research efforts have been devoted to investigathgheasuring the
performance of diversified scheduling schemes in communicagomorks due to

their popularity and great importance.

Having understood how the contending traffic flows of communication
systems are handled by the scheduling schemes, it is inaddquaturately
investigate, measure and predict the performance of edstihg system. Traffic
pattern plays an important role and has significant impacteodehign, performance
and management of communication systems. Hence, modekirghénacteristics of
realistic traffic flows is a critical and challengingska Many traffic models have

been developed. For example, the Poisson model which wdg preposed by



French mathematician Poisson describes a stochastic pracesghich the
events/instances take place continuously and independently frdmodser. The
Poisson model has been substantially used in emulating tfie &naival process of
a variety of communication networks [5], especially in miwdgltelephone calls

arriving at a switch system [6] and website page req(iésts

Thereafter, many other models have been proposed to disatenihe
various traffic characteristics in real-world networksor Fexample, Markov-
Modulated Poisson Process (MMPP) [8] can qualitatively intigke time-varying
arrival rate and captures the important correlation betwkennter-arrival times.
Moreover, Constant Bit-Rate and Variable Bit-Rate model4(911, 12] have been
adopted in modelling voice and video traffic under different workengditions.
However, the aforementioned traffic models have limitatiodsclv make them
inappropriate in modelling traffic of complex high-speed netwdsksause the
traffic flows in most existing communication networks, ekthernet, Internet and
802.11b wireless networks have been proven to exhibit the seléssnature [9, 10,
13, 14, 15]. The existence of the traffic self-similaigyinevitable in performance
analysis of communication networks. Self-similarity exhibits phenomenon of a
part of the object that is exactly or approximately simititself. In mathematics,
self-similarity is defined as a part of the object tsabws the same statistical
properties at different scales. In communication, self-simhiédfic is able to exhibit
dependencies over a wide range of time scales. This isastdrwith the traditional
short-term traffic models, such as Poisson traffic. Eroglirstudies of measurement
of traffic traces have shown that self-similarity hasiocsey impact on the

performance of communication networks [9, 13].



1.1 Motivations

The provisioning of DiffServ QoS requirements has become agasitigly
pressing demand in the last decade. Performance anajsmmunication
networks is not only a technique issue but also a commerciaideosison. The
service providers in the modern world are concerned whdtlee@oS will meet the
requirements of their customers within limited resourdesthis end, the issue of
how to allocate the resource effectively draws much astenHence, performance
evaluation of the designed systems through analytical modé#iagisen from such

needs.

Analytical models of various scheduling schemes enables tocpreui
behaviours and performance of targeted systems. It is tse effwient way to cut
the expense, save time and manage the precious resountwelife However, it is
a very challenging task to analyze the behaviours of individutiers which are
scheduled under different schemes. This is because schedulingescabow the
individual buffers to share the unique server such as Gener&ioegssor Sharing
(GPS) [16], Deficit Round Robin (DRR) and Fair Queueing (FE)eduling
schemes [17]. The ongoing interaction among traffic flows sceddoy the above
scheduling schemes cannot be directly isolated. Thus, it brimgerban modelling
these scheduling systems. Scheduling schemes, such asyRgodueing (PQ),
GPS, and DRR, are able to classify the buffers intoewdfft priority levels.
Applications with stringent QoS requirements could be sepaaaigderved with the
high priority by the aid of such a scheduling mechanism. mappropriate models
for traffic arrivals may lead to unexpected and even neodrresults. Hence,

characterizing the nature of the realistic traffic is floendation of accurately



modelling and evaluating the performance of selected systinte the packetized
traffic pervasively exhibits the self-similar naturepgentional traffic models do not
apply to self-similar traffic. The design and developmenamdlytical models for
various scheduling schemes in the presence of self-sitraffic is an open, fertile

and attractive area of research.

1.2 Aims and Objectives

The proliferation of multimedia applications has brought new chaltenge
QoS requirements, such as fair service and differentiat&®] Qn the other hand, the
burgeoning popularity and importance of modelling the charadtsrist self-similar
traffic in communication networks has drawn much attention. Inrdgcdmeet these
demands, this thesis aims to develop new and cost-effaoti® for investigating
and evaluating the performance of innovative and integratbddsling systems

subject to self-similar traffic. The main objectivdgtus study are:

« To measure and evaluate the self-similar nature by applidost

parameter estimators on realistic and simulation trafices.

» To develop efficient and cost-effective analytical toolsD&R scheduled

systems subject to self-similar traffic.

e To develop an analytical model for the hybrid PQGPS systdmnch
combines the advantages of PQ and GPS scheduling mechanisms for

service differentiation.

 To develop a performance model of multi-buffer Automatic Repeat

reQuest (ARQ) system under the prioritized self-simifaffic and use



this model to configure the delay bound in order to decrease theingeue

loss and transmission loss probabilities.

* To derive an analytical model of a typical Cognitive Radi&) [12, 18]
network which focuses on analyzing the queueing performance of

secondary users and the effective service shared by them.

To achieve the goals, this study develops novel approacheslatei the
contending traffic flows from the ongoing interactions. The aayuraf the
developed models are corroborated through extensive comparisonsebetie

analytical and simulation results.

1.3 Thesis Organization

This thesis is inspired by the foreseen advantages and pressmand of
investigating the performance of various scheduling systentakiyg self-similar
traffic into account. In this subsection, the architecturthisfthesis is outlined. Self-
similar traffic is employed as the input of the analjtio@odels, and hence is
introduced first. Next, the models of DRR scheduling as desicese, and PQGPS
scheduling as a hybrid case are presented. Afterwards, Bicalanodel of multi-
buffer ARQ system is addressed. Finally, the performanwdysis of the CR
network which employs decentralized spectrum access of catirdin the

transmission is investigated.

* Chapter 2 reviews the existing studies in three categdtiestly, traffic
modelling of communication networks and systems is preseftaffic

pattern has significant impact on the accuracy and appropsseof



analytical models. Next, this chapter focuses on the intramuobif
scheduling algorithms which handles the traffic in communinatio
networks. Finally, a very promising concept of Cognitive Radio is
presented. A lot of research efforts have been drawn tcstifigect. The

corresponding studies in open literature have also been reviewed.

Chapter 3 begins with the introduction of autocorrelation, onehef t
measurements used in testifying the self-similar phenomenon.
Autocorrelation is a mathematical tool for revealing the repa#terns in
a long time scale. The autocorrelation of a stochastic ppquesents the
correlation of the process at different time epochs. Autetaion is
required to express the self-similar nature of network traifihe degree of
the self-similarity which is persisted in the realistiaffic can be
characterized by Hurst parameter. In this chapter, thepeesentative
estimators of Hurst parameter, which are variance tiesgale range and
periodogram are introduced in detail. Then, these estima®spatied to
measure the normal traffic traces and the traffic trabas contain the
labelled attacks in order to evaluate the traffic sehiarity in terms of

the Hurst parameter.

Chapter 4 introduces an analytical model of DRR schedulingeragst
subject to self-similar traffic. DRR is a promising fascheduling
mechanism owing to its low complexity and excellent abityachieving

a good degree of fairness in terms of throughput. A decoupling apgsoach

developed to eliminate the queueing effect between the congetrdific



flows, and hence each traffic flow is isolated from thgioal system. The

merits of the proposed model are demonstrated through an agplicati

The hybrid PQGPS scheduling system is able to provide priatitize
service meanwhile support fair service to traffic flows. @ka 5
introduces the hybrid PQGPS scheduling scheme and presents a novel
analytical model for the integrated PQGPS scheduling systdnect to

self-similar traffic.

In Chapter 6, a performance model of the prioritized multi-ouBQ
system which takes differentiated QoS and error controtegfyainto
account is developed. With the increasing number of requestsessathe
service medium and receive differentiated services, thiabildy of
transmission has become a critical factor which hasfignt impact on
the performance of communication systems. In this part, themsaic
structure of the multi-buffer ARQ system is presented. Haumderstood
the basis of the nested PQ scheduling mechanism, the apgsosz
obtaining the desired loss probabilities are introduced. Theelmisd
corroborated through the comparison between the analytical and
simulation results, and the advantages of the developed anaiyticiel

are demonstrated through an application.

Chapter 7 demonstrates the analytical modelling of the fumatity of CR
techniques and a typical CR network. CR as a promising techhigie
been proposed to enable the utilization of the licensed fregusanuds
when they are vacant. Instead of the most widely employed ON-OF

source to model the service of secondary users, this chagtgts a



decomposition method which derives the residual service bigfthe
primary user by taking self-similar traffic into account.tkVihe residual
service, secondary user can be isolated from the CR netimarther, the
gueueing performance of each secondary user is derived by obt#iei

corresponding effective service.

» Chapter 8 summarizes the thesis and looks into the future work

1.4 Contributions

This thesis focuses on developing the analytical modelemesentative
scheduling systems subject to the self-similar trafficluding DRR scheduling
which is a single scheduling; PQGPS scheduling which combine scheduling
schemes; Prioritized ARQ which employs nested PQ scheduintypical CR
network which adopts the spectrum access resource allocatirgmechThe

contributions of this thesis are listed as follows:

» Three estimators of Hurst parameter are reviewedmasiirs are applied
on the realistic traffic traces provided by MIT Lincoln Ldl®] to reveal
the self-similar nature existing in communication networks.i&adatly,
DDoS attacked traffic trace is measured by the Hurstrpeter estimators.
The results show that even the attacked traffic still exhthi self-similar
nature. However, there are significant changes on the dedrselfe
similarity and the autocorrelation between the trafficadag¢fore, during

and after the attack.



* A novel analytical model for deriving the upper and lower boundhef
gueue length distributions of individual traffic flows in DRRheduled
systems subject to self-similar traffic is developed dliminate the
ongoing interactions between the contending traffic flows, aripyri
conversion approach is proposed to derive the upper bound of queue
length distribution for each traffic flow. The idea is insgitgy converting
the DRR scheduled system into a PQ system, by doing s@vthaibrity
part of the modulated PQ system receives less servicethizd of the
original DRR system. Correspondingly, an approach which modulzges
arrival rate of one of the traffic flows handled by DRRproposed in

order to convert the original complex system into SSS@Byst

» ltis very challenging to directly analyze the queueinggomance of each
traffic flow in a hybrid PQGPS scheduling system. To overcdhee
constraint, a two-step decomposition approach is developedioByg
this, the complex hybrid system can be divided into a collectid®SSQ

systems.

* An analytical model by taking the transmission reliabilityo account
through the ARQ strategfarticularly, there has been no model reported
for ARQ under self-similar traffic. The performance of indival queues
in the multi-buffer ARQ system is derived by isolating torresponding
gueue from the original complex system under the condition tlat th
isolated queueing system is statistically equivalent & dbrresponding

original queue. Then, the loss probabilities of individual quedethe



multi-buffer ARQ system can be obtained by examining the teswla

gueueing system.

Performance modelling of a CR network is developed. Firgtly residual
service left by the primary user is obtained. The deriwdice is actually
the effective service shared by all the secondary usdssmbre practical
than using ON-OFF sources of assuming the service of segousirs.
Afterwards, the secondary users are further isolated frein ititeractions
by obtaining the corresponding effective service. Finally, basedhe
individual effective service, the queue length distribution rafividual

secondary users can be calculated.

The developed analytical models are applied to demonsteitentarits in
order to enhance the performance, investigate the configuraf the

weights or build a cost-effective communication system.
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Chapter 2

Literature Review and Preiminaries

In today’s society, daily life has been significantlieeed by the booming
network based applications, such as in medicine, education,fasaming and
entertainment industry. Particularly, with the growing utiiga of multimedia
devices in the real world, diversified communication systdhave become more
necessary than ever before. However, the growing prdideraf network devices
has caused the congestion of networks and communication systems)
significantly degrades their performance. In addition, theemsing number of
applications which request network resources is rising day yayH#nce, the service
providers seek feasible ways of investigating, examining aretligimg the
performance of their own communication systems simultaneoBglyloing this, it
enables the providers to offer the service which meetsQb& demands of

applications while controlling the cost.

To achieve the goal of investigating the performance of conuation
systems, simulation and analytical modelling are the commas¥yg approaches. A
simulation system is a computerized or programmed virtuaésysthich emulates
the behaviours of a communication system. Simulation usually oues time in
order to study the impact of the defined interactions amigit@es. In other words,
simulation is iterative in the predefined regulations amastraints, by doing which
one can learn, revise and understand the analogical actidnbehaviours of the
corresponding practical systems. On the other hand, an @aalytiodel is a

mathematical characterization of performance metricshe practical system on
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specified aspects. It is employed to promote understandingegbréctical system

normally based on mathematical derivations.

Compared to the simulation approach, analytical modellirignis and cost
efficient because it takes a significant amount of time toimkte results from
simulations. Scarcity of simulation time may lead the syste an unstable status
and hence unexpected endings of the performance results. ©ontingry, one can
achieve the goal of measuring the performance of desiggsinss through
analytical models momentarily. As a consequence, analytiodklling is preferred
as a cost-effective tool of investigating the performanceonfrounication systems.

This is not to say that analytical modelling is omnipotenitiatan efficient .

However, there is a critical issue which should be takenaocount. In order
to properly model a practical system, traffic patterns shbelconsidered. In the
real world, the appropriateness and accuracy of modelling coroatiom systems
lie on the processes which are chosen to describe syspens.i Thus, the more close

to the activities of the real-world traffic, the moré@ént the model is.

2.1 Traffic Modelling

Traffic modelling is an important means of illustratinge tmature and
characteristics of traffic flows in practical communiocatinetworks [20, 21, 22]. It
provides the researchers a mathematical tool for emulatingbdé@viours of
network traffic, and hence makes the modelling of system inpussbp@sWwith the
development of traffic models, there have been a numberpoésentative cases
which can characterize the inputs of the corresponding sgsilera good degree,

such as Poisson, MMPP and self-similar models.
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2.1.1 Poisson Traffic Model

The Poisson traffic model is widely employed as inputs inouari
communication networks [23]. It is a stochastic counting progesghich events
take place continuously and independently of one another. Intisttige time
intervals between events in a Poisson process follow the exjaindistribution
[24]. This is the key to model and generate the Poissofictrdihe cumulative

distribution function of exponential distribution is given by [24]

1-e™, x20

(2.1)
0, X<0,

P(X <x)={

where A is the mean arrival rate of a Poisson process,1dAdis the mean time

period between two arrivalx is a stochastic variable.

The prominent use of Poisson model is to emulate the calaksrtiy a phone
call centre i.e. a switchboard [23]. By employing Poisson madtéd possible to
predict the probability that a call may be blocked. In otherds, the probability of
failure connection attempts can also be calculated. Fontesta cell phone service
provider is able to configure the device to control the serlggel that customer

calls get a busy signal within a reasonable rate.

2.1.2 MM PP Traffic M odel

Compared to Poisson processes, another preferred traffic noelsb-called
ON-OFF source [25] which characterizes the traffic bugstyperties, is widely
involved in the development of analytical models [26]. Accordimgsuch traffic

models, packets arrive only during the ON state/period. Jastgposite, the traffic

13



source is idle when it is in OFF state/period, which meandat® is generated. In

open literature, there are two important instances of ON-©Efes:

» Exponentially distributed inter-arrival time: the interval tohe between
the adjacent arrivals during ON periods follows exponentialildigion.
In other words, in each ON periods, the input traffic is Poigsoness.

» Deterministic inter-arrival time: the intervals betwethe arrivals when

the source is in ON state are constant/fixed.

As aforementioned, the traffic in modern communication netwdsks
commonly composed of a variety of patterns. Pervasive stidige shown interests
in Markov Modulated Poisson Process (MMPP) [8] as inputs of buraffictr
MMPP is raised from the ON-OFF source. Compared to thestates of ON-OFF
source, the amount of states of MMPP could be any finite nuritbeach state, the
arrival is a Poisson process with a different arrivag.r&dMPP switches the state
from one to another based on the related transition rate and tofdarkov chain
which has the property that the next state depends only on ttentcstate. The
popularity of MMPP lies on its capability of capturing traffurstiness and
qualitatively modelling time-varying arrival rate and im@oit correlation between
inter-arrival times [8]. Moreover, MMPP is controllable atmckable. Hence
MMPP is widely adopted for characterising the point processkghwhave
randomly varied arrival rates over time periods especiallycommunication
modelling [27, 28]. The pioneer works subject to MMPP were ificiced by Naor
and Yechiali [29], and later by Neuts [30]. Afterwards, a hugebausrof studies and

publications have focused on the topic. A more sophisticated stutyMIPP has
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been given by Fischer and Meier-Hellstern [8]. They haveepted approaches to
calculate the queue length distribution of a queueing systejacsub the MMPP
arrival with exponential service time and determined iseréime. Moreover, the

waiting time of such queueing system has been discussed.

Transition ratel

Transition rate 2

Figure 2.1: Two-state MM PP.

In this section, a two-state MMPP is formulized for sicipt. Figure 2.1
shows a typical two-state MMPP and how the two states Iswitcn one to the
other. It is clear that the state switches based orcdhresponding transition rate.
The termsA;,d; i= 12are the mean arrival rates and transition rates of the
corresponding state. The MMPP is readily parameterized tateamatrixA and
infinitesimal generatoQ [8]

Aj{"lj 0} Qj{‘d.lj 51]}_ 2.2)
0 A 5l -o)
The inverse of the transition rate denotes thetleafthe time period that the

related state persists before next switching. Th®en mean arrival rate of the

aforementioned MMPP can be given by
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2.1.3 Self-Similar Traffic Model

Many researchers have shown that the self-simitura is a ubiquitous
phenomenon which is consistent in most kinds ofraamication network traffic [9,
14, 31, 32, 33, 34]. However, MMPP is incapableludracterizing the traffic self-
similarity. Therefore, it is inevitable to introdeica novel traffic model which
illustrates self-similarity. With the increasing dwledge on practical traffic,
researchers have revealed the importance of selfesi studies, after it was first
exposed by Leland, Taqqu and Willinger in Ethemnaffic [13]. They demonstrate
the finds that Ethernet Local Area Network (LANaffic is statistically self-similar,
and none of the commonly used traffic models dttihee was appropriate to feature
this behaviour. Their experimental work on datasetkected from practical network
shows the evidence of traffic self-similarity. Laten, the self-similar nature of
traffic was widely observed and studied in othemomunication networks, such as
ad hoc networks [35], IP networks [36] and pop@é2.11 wireless LAN networks
[14]. All the mentioned studies have applied thenilsir traffic measurement
approach on the datasets collected from the cayreipg network circumstance.
Based on the observation of Hurst parameter ofethiedasets, the traffic in these
networks has shown self-similar nature. Accorditog the facts of practical
experiments in realistic systems, it is undenidh the self-similar nature of traffic
has significant impact on the performance of comigation networks owing to its
scale-invariant burstiness and large-lag correfatiature. As a promising traffic

model, fractional Brownian motion (fBm) [9, 37, 3Btocess is preferred in this
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thesis due to the reasons that it is self-simitanas stationary increments; and the

process exhibits long-range dependence.

The cumulative fBm process in terms of times formulized [9] as
Alt) = mt+amZ(t), (2.4)
where m is the mean arrival rate of the procesasjs defined as the variance

coefficient of fBm process, anﬁ(t) is a centred fBm process (i.BZ (t) = 0). The

variance ofZ (t) is given by

v(t)=VvarZ(t)=t2", (2.5)
where H is the Hurst parameter which is rangleld][O.S;L). Hurst parameter is an

important element of characterizing self-similapggsses which indicates the degree

of self-similarity. Moreover, it reflects and ime$ the burstiness of the traffic [39].

The covariance o (t) can then be described by

Comt tz) = S(0(t) +9(2) ~¥(t 1)) =2 {2+ - -1 ). 2.9

Based on Equations (2.5-2.6), the variance funaiidhe fBm procesg\(t) is given
as
v(t) = amv(t) = amtH (2.7)

alone with its covariance function as

1
Coty,t,) =§am(t12H +t51 — (t, —t,)%H ) (2.8)
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2.2 Scheduling Algorithms

Growing network applications have exhausted thecipus resource of
communication systems. Network users seek the lpbssiof plundering service
from other individuals in order to fulfil their owQoS demand. Therefore, research
attentions have been drawn to the design and inggl&ation of novel and efficient
scheduling schemes [1, 16, 17, 36, 40, 41, 4244345, 46, 47, 48, 49] which aid
the transmission and resource allocation in higkegmetworks. In the history of the
studies of scheduling algorithm, it was initiallypoposed to enable the processes or
data flows of accessing the system resources oriamedg. communication
bandwidth. The scheduling algorithms make the syspmssible for achieving a
target QoS with reference to various purposes agdlate the service of the system.
Particularly, contemporary communication systems @ten required to execute
more than one process at a time, and may transmoitiphe flows simultaneously.
Hence, the powerful scheduling algorithm arisesiaremployed as an alternative to

the traditional First Come First Served (FCFS)&FIn First Out (FIFO) mechanism.

An effective and efficient scheduling scheme shadsler the concerns of
server utilization, throughput, queueing delay fpacket in queues and the
proportional fairness. More importantly, with thewlopment of communication
techniques and diverse requirements of applicatiohe increasing demand of
providing priority service, guaranteed service dad service, which may refer to

service differentiation in the unique schedulingteyn, has appeared.
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2.2.1 Round Robin

Owing to the increasingly pressing demands of geasf QoS requirements,
the studies on design of novel scheduling schenae® lemerged endlessly. To
achieve the goal of fairness, the pioneer work dattd to 1987 which switches the
service to traffic flows by employing a Round RobjRR) manner has been
proposed by Nagle [50]. The service discipline & Bssigns time slices or service
guantum to each traffic flow in circular order. RRechanism will pass the empty
gueue without compensating the service in futur@einds. This scheduling
mechanism prevents the traffic flows from incregsits service opportunity, which
results in the delay of other flows. By doing tHise aggressive traffic flow merely
increases its own backlog. However, there are fegponted practical
routing/switching systems which adopt the schedulmechanism proposed by
Nagle. Because the scheduling is not actuallyvidien it handles the traffic flows
with variable length packets [42]. It is obviousttihe traffic flow with the larger
packet size receives more service in one roundcéiéme fair service allocation of

RR scheduling is broken under this situation.

2.2.2 Fair Queueing

Thereafter, Demers, Keshav and Shenkar [17] extetioe work based on
the modification of Nagle’s algorithm, called fagueueing. This fair queueing
algorithm emulates the bit-by-bit Round Robin (BR)packet level. The switching
systems which employ such a scheduling algorithen @ossible to allocate the
resource to each traffic flow fairly regardlesstbe packet length [46]. But, the
scheduling system has to maintain a virtual BR daleg algorithm in order to

determine which flow should be served next. The daieueing algorithm sustains
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the complexity ofO(log(n)) [17, 42], wheren is the number of active traffic flows.
The flaw of fair queueing algorithm is that fair epeing becomes inefficient in
terms of complexity with the increase of the numbg&mactive traffic flows. As a
consequence, it is not feasible to implement sucmezhanism in high speed

networks where a large number of traffic flows aseially involved.

Afterwards, the studies focus on reducing the cexipl of fair queueing
algorithm but maintain the characteristic of fasaeA significant work, called self-
clocked fair queueing (SCFQ) algorithm [49] whichduce the computational
complexity of calculating virtual finishing time ©(1) by employing a new virtual
time function. Compared to fair queueing algoriththre virtual time which stamps
the finishing time of a packet is referenced toaten queueing system instead of
creating the need for maintaining and computingcineesponding virtual time from
a hypothetical BR system. Although SCFQ reducestimeputational complexity of

computing the virtual finishing, those of dequend anqueue are sti(D(Iog(n)). As

a consequence, SCFQ retains @(ﬁ)g(n)) sorting bottleneck.

Although the traditional round robin has its own weakesssand
disadvantages, there are a number of scheduling algoritlinich are developed to
achieve the goal of fairness by extending the functain®und robin. Scheduling
mechanisms such as Fair Round Robin [44], Elastic RoubthR48], Frame-Based
Proportional Round Robin [45] and Ordered Round Ro#8j.[The extended and
modified RR scheduling algorithm overcomes the aforemesdiomeaknesses to a

certain extent while maintains the advantage of low complexit
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2.2.3 Generalized Processor Sharing

Besides the variants of RR scheduling algorithm, GenedalR®cessor
Sharing scheduling (GPS) [16, 51, 52] has attracted ratiehtion due to its perfect
fairness of allocating the resource to multiple traffitioiws. Particularly, GPS
enables the QoS differentiation, and is capable of prayiguaranteed services to
individual traffic flows, meanwhile allowing them tshare the excess service
capacity from each other. More important, the servicegassito each traffic flow in
GPS scheduled systems is controllable by adjustingvétight of the corresponding
traffic flow. GPS is an efficient, flexible and fair sex® discipline, however, it is not
possible to implement in the present switching systeinte it assumes fluid traffic
which is infinitesimal units instead of the packet.hdligh GPS is a theoretically
ideal scheduling scheme, it is useful as a benchmark sagainich realizable
scheduling mechanisms can be measured [16, 51, 53]. StiéiadiVarma [53] have
compared the inherent latency of representative scheduljogithins and verified
that GPS has zero latency which makes it an idealized seligicipline. In addition,
there is a number of scheduling schemes track the perfoenaaacservice discipline
of GPS closely, such as Weighted Fair Queueing (WFQ)92454] also known as
Packet-by-packet Generalized Processor Sharing (PGPS) whigjereralization of

that GPS allows the guaranteed bandwidth service at pasiett |

Before these scheduling schemes can be implemented ircatagstems, a
recurring request of service providers is willing to measand evaluate the
performance of scheduling schemes. In this thesis, theti@ahlgnodels subject to
self-similar traffic under various scheduling schemes are loed. So far, a

number of widely used traffic models have been introdutedhe following part,
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the scheduling schemes for which the models are developtdsithesis will be

demonstrated.

2.2.4 Deficit Round Robin

Initially, a promising modified round robin schedulisgheme is presented,
which possesses excellent fairness in terms of throughipetso called Deficit
Round Robin [42, 55, 56]. DRR is able to provide $&rvice to non-empty traffic
flows with the low complexity of(1) [42, 55] by comparing to the aforementioned
FQ scheduling system. DRR is equipped with deficit aensnfor each traffic flow.
The deficit counter contains the remainders of servi@nigum which restricts and
controls the service volume to be received for each tréthe in one round. The
unused service volume which is recorded by deficit courfter traffic flow in the
current round will be granted to the corresponding tdfiw for next round [42]. In
this way, the service which is deserved by any traféiefcannot be plundered by
other traffic flows. It can be readily seen that the semgceived by each non-empty
queue only depends on the corresponding quantum. resudt, it can be readily
extended to a weighted service scheduling scheme by appebpcanfiguring the
service quantum assigned to individual traffic flows. Iheotwords, the service
provided to each traffic flow is trackable and conable. Additionally, DRR
overcomes the barrier of the fairness of scheduling crashes the packet size
varies [42, 56]. By contrast with FQ scheduling, DDRstil fair without knowing

the mean packet size of each traffic flows.

Due to the advantages of DRR scheduling, it has been widplgmented in
commercial high-speed routers [57]. Figure 2.2 preshetschematic diagram of a

typical DRR scheduling system. As aforementioned, the seswéches to each
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traffic flow and assigns new service quantum in a convegiticmund robin manner
in every round. This means that the volume of thecdefounter of a traffic flow at
the beginning of each round is equal to the summatioitsofjluantum and the
volume of its remaining service from the pervious hufihe number of packets of
an active flow that can be served in each round is detedry the value of its
deficit counter. The term active flow is the one with aisteone packet waiting for

service in the corresponding buffer.

Distinguished from the original round robin schedulitige server in DRR
scheduling system begins to serve the next active flayadhm round under either of

two conditions:

» The current queue is empty.
» There is not enough service volume left to serve one meaxkep of the

present flow.

This service process is illustrated in Figure 2.2. Bingldhis, the greedy
traffic with the large packet size only punishes ftéai the reason that the remainder

of service of each traffic flow is reserved by them only.

Existing studies on developing analytical models of conioation systems
which are handled by diverse scheduling schemes have shavaussaspects of
considerations. Many research efforts have been madealgrarithe performance of
DRR systems on various communication networks. For pkgnStiliadis and
Verma [53] corroborated an upper bound or the packetdgtém DRR. They
developed a tool for analyzing the maximum delay wherackgs waits until its
service. Their study has shown that the delay whic ispper bound relies on the

assumption on the potential maximum packet size of ing@tilows. However, if
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the packet size is variable, it is not easy to see tlwe@mum packet size of each
flow. Later on, Kanhere and Sethu [55] developed a tighpger bound for the
scheduling delay of each flow in DRR. The recent study o&iognMigozzi and
Stea [56] further provided an upper bound on the respebedtarting up latency of
DRR, namely, the maximum delay time of a head-of-line padketse existing
studies related to DRR have focused on the delay/latencyaadets caused by
inherent scheduling decisions. The accuracy of the obtairgetr bpunds of latency
depends on the maximum packet size of individual trdfés, which may be

significantly diverse in a variety of communicationteyss [55].
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Figure 2.2: DRR scheduling.

2.2.5 Hybrid PQGPS

Recently, the provisioning of DiffServ has emerged asesstig demand [1,
4, 58]. Various network applications induce the netegssiQoS differentiation. For
instance, voice application users cannot tolerate too much Idas in their
communications, while the lag in video communicatioas significantly degrade

user-perceived Qo0S. To meet the need, a hybrid schedalh®mne, namely, Priority
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Queueing-Generalized Processor Sharing (PQGPS) scheduling integrates the
fundamental PQ and GPS scheduling schemes, has emergaddubdty, PQ
scheduling is capable of guaranteeing high transmisgeedsfor time-sensitive
traffic flows which provides best-effort service to neritical ones [24, 59]; on the
other hand, the advantages of GPS scheduling relies @ppisaling features of
providing fair and guaranteed services to individual traffiows, meanwhile
allowing them to share the excess service from each otler 51, 60, 61].
Particularly, the service assigned to each traffic class in GR&lsling systems is
controllable by adjusting the weight assigned to itnalktical models of
communication systems handled by PQ and GPS scheduliemsstare reported in
the open literature [59, 62, 63, 64]. Especially in regeatrs, performance analysis
of PQ or GPS systems are subject to both shot rargndept traffic (e.g., Poisson
traffic) and self-similar traffic has drawn many effoéshour and Le-Ngoc [59] has
analyzed the issues on the priority queueing of longealggpendent traffic. Similar
concerns of priority queueing analysis for self-simifaffic in high-speed networks
have been studied by Quan and Chung [64]. Besides, aenwhanalytical models
for GPS have been proposed. Borst, Mandjes and van Uitditsad GPS queues
with heterogeneous traffic, light-tailed and heavy-tailgout [62, 63]. Particularly,
Jin and Min [65] have developed a flow-decomposition aggh of predicting the
performance of GPS under homogeneous self-similardraffet, there are still few
reported works on the analytical models of hybrid PQG{$ems, especially taking

the traffic self-similarity into account.
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Figure 2.3: Hybrid PQGPS scheduling.

Figure 2.3 shows the schematic of how PQGPS is alttassify the traffic

and provide differentiated service respectively.

As an integrated scheduling scheme, PQGPS [66] succedda@sporates
the advantages of both PQ and GPS. The targeted hgpsgtm serves the
applications that have the most stringent QoS requirenagksllocate the residual

resource fairly to others according the pre-assigne8 @eights.

Until now, a single scheduling, DRR and a hybrid schadulPQGPS have
been introduced. The next subsection presents an applicafionested PQ
scheduling for supporting the implementation of ARQ rerontrol strategy in a

prioritized multi-buffer system.

2.2.6 Automatic Repeat reQuest

ARQ forwarding error control strategy [67, 68] is paswely deployed in
practical communication systems. ARQ aims to provide #igorithm of

retransmitting damaged or lost packets in wireless convation networks.
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However, with the development of high-speed network tegtas, the original stop-
and wait ARQ strategy cannot meet the demand of higheefficetransmission as it
has to wait for positive or negative AcknowledgemeA€Ks). Figure 2.4 shows

how the stop-and-wait ARQ [69] works during the trarssian.
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Figure 2.4: Stop-and-Wait ARQ.

From Figure 2.4, it is clear that the sender has to Vit the
Acknowledgement (ACK) to process the next transmisdiothe ACK is positive,
the sender continues the transmission as shown in Frantéguoé 2.4. Otherwise,
the sender retransmits the previous data. It is evasemd the retransmission is
triggered according to ACK timer expiry, which means tihat sender retransmits
the data after waiting for a fixed time interval with@adknowledged, as shown in

Frame 2 of Figure 2.4.

As the inefficiency of the stop-and-wait algorithm, adified ARQ scheme,
namely, go-back-N [70] ARQ has been proposed. Thisifipenstance of ARQ
strategy employs sliding window protocol with windaize N to continuously
process a number of packets. The receiver keeps trackingathet it expects to

receive, and send all ACKs back to the sender. Figurelébkcts the transmission
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and retransmission process according to a go-back-N stratily window size

N =3.

It can be readily seen that Packet 5 is not successfully recéiyethe
receiver. The retransmission is initialized upon the xagiof negative ACK. Go-
back-N retransmits all the packets after Packet 5 witla@rpthvious (i.e., Packet 6 in
Figure 2.5) window and fill the vacancies (i.e., PackefTiign, the retransmission

frame is Packets 5-7 in this case.
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Figure 2.5: Schematic diagram of go-back-N strategy with window size N=3.

Compared to stop-and-wait ARQ, go-back-N is a more efficatrattegy
because the packets are sent on the link instead ofirggogopd waiting for an ACK
to process the followings. However, it can be observad figure 2.5 that go-back-
N is inevitable to transmit the packets multiple tintespecially, if one packet is lost
or damaged in a frame, all following packets have to banstnitted even when
they are received without error. To improve this flaw,e8tve Repeat ARQ (SR-

ARQ) [71, 72, 73, 74] has been developed.

SR-ARQ is considered as the most efficient retransmisstiategy, since it

only retransmit the damaged or lost packets [74]. Fromr&igw, it is noticeable
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that SR-ARQ maintains the windows on the base of bwthsender and receiver
bases which have identical window size. The receivereg&eeps a track of the
sequence number of the earliest packet it has not receitdd,itasends that number
along with every corresponding ACK. In addition, the reeefills its window with
the subsequent packet and replies to the sender with AG&sequence number of
the most primitive missing packet. The sender will redmaih the packet which is
ACKed by the receiver once it has sent all the packetseirs¢einder window. By
doing this, it is not hard to see that the sender cootisly sends packets without
waiting and only retransmits the damaged or lost packéthwis ACKed by the

receiver.

Window Size N Not ACKed
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Figure 2.6: SR-ARQ.

As a practical application of scheduling systems, trassions and
retransmissions of packets according to any error comtrategy need to be
coordinated by schedulers. Communication systems vémghioy ARQ strategy are
the most popular in real-world applications. Existitgdges on such systems were
focused on single arrival buffer ARQ systems [68,74], Other studies [76, 77, 78,
79] on this topic evaluate the performance of ARQ systemwhich packets are
retransmitted under the delay constraint subject to cdioverth Poisson traffic for
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ease of calculations and modelling. Larsson and Joharfégprstudied an ARQ
system with multiple inputs, where all retransmitted ptckae fed back to the
unigue ARQ buffer. The flaw of such systems is thataretmitted packets are
treated equally regardless of their various delay constramisddferentiated QoS

requirements.

A prioritized communication system which employs the SRQAsystem is
of our interest. Figure 2.7 depicts the aforementionesteay which classifies the
traffic into different priority sessions. In each sess@m ARQ buffer is equipped to

store the retransmitted packets for the correspondingaégriv

It is not hard to see that the inherent mechanism whiahdles the
transmission is a nested PQ scheduling scheme. At thetef the two sessions
which are composed of the corresponding arrival bufferAR@ buffer are handled
by PQ. By doing this, the service assigned to trafbe§ is prioritized. Further, the
retransmitted packets have a higher priority to be serveer those in the
corresponding buffer, which implies a prioritized relagbip between the arrival

buffer and its ARQ buffer in each session.

ARQ buffer 1
Arrival buffer 1 —}
Receiver

ARQ buffer 2

[N o J S

Arrival buffer2  ——°

—_————eeee e — —

Figure 2.7: Prioritized multi-buffer ARQ system.
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2.3 Spectrum Access in Cognitive Radio Networks

Scheduling schemes are used in wireless networks for hgritié channel
sharing and packets switching. In recent years, with theiggonumber of wireless
applications, the usable spectrum is approaching itedpihcity. However, much of
licensed spectrum is idle almost at any time everywhegerding to the authorities
[80]. Figure 2.8 presents the measurements of spectoompancy based on six
reports [81, 82, 83, 84, 85, 86], which is providad Shared Spectrum Company

(SSC). It is obvious that the spectrum occupancy ws ito each frequency band.
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Figure 2.8: Overview of spectrum occupancy provided by SSC [81, 82, 83, 84,
85, 86].

The maximum occupancy rate is around 25% (i.e., TV 37681698 MHZ).
Especially, there are particular bands which are almost itlhealtime (e.g., 960-
1240 MHZ, 1400-1525 MHZ and 2360-2390 MHZ). In adfifiFigure 2.9 which is

provided by the same company shows the spectrum occupadife®nt locations.
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From this figure, one can observe that the spectrum occugshay even in New
York which is almost the busiest and most crowdeygl ait this planet. The fact tells
a different story. This finding implies the inefficiesppectrum management policy in

the present wireless communication networks.

CR technology has emerged as a promising means to utiézdicensed
spectrum bands when they are vacant. It enables to sharextiess service of
licensed users with unlicensed users. In CR networksiapy users (i.e., licensed
users) should not be interfered by secondary users (nécensed users or CR
users) during their transmission. On the contrary, secgndaars must release their
spectrum access when primary users are sensed or detected. @Rue@hduces
dynamic spectrum access which helps secondary users dis¢w/epectrum holes

(also known as white space) and evades primary users.

Figiire 3 Keasurad Spectrum Occupancy At 5ix Locations

Rerpibend Park. Great Fags WA ID
Tysans Comer, WA -!:!
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Hew York Gy ?I:I
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S5C Root, Vienna, VA |
Average i:l

0% 500 nooe 75.0% 100.0%
& Shaed Spectium Compuny, A4S . 250 50.0% 4 1O0.0%
Spectrum Occupancy

Figure 2.9: Average spectrum occupancy at different locations provided by SSC
[81, 82, 83, 84, 85, 86]

Recently, significant research efforts have been made tudyisg CR
networks on all aspects. Excellent studies on improviegetificiency of sensing
spectrum provide the insight and potential possibilifyreducing sensing errors
along with low energy consumption [87, 88]. Besidesimizing sensing errors,

many studies (e.g., [89]) have been focused on the edsogroving the efficiency

32



of opportunistic spectrum sharing that could achieve gbal of maximizing

downlink throughput without interfering with primarysers. Hamdi, Zhang and
Letaief [89] conducted pioneer work on opportunistiectpum sharing in multi-

input multi-output (MIMO) networks. In addition, Mugan and Aissa [15] present
the capacity and power allocation for spectrum sharinfigding channels. Further,
the studies of CR technique have been regarded in otimemunication networks,
such as cellular networks [10]. In spite of the worksedher sensing efficiency or
sharing efficiency, queueing performance of users in QRarks is one the most
import issues. To the best of our knowledge, it is harfind the related works on
the analysis of queueing behaviour of individual in @&works. Especially, the
scarcity of analytical models in presence of self-similaffitr regarding CR

technique is still an open issue.

It is not hard to see the increasing demand of predicmd evaluating the
performance of the communication networks or systemskds transmission relies
on the scheduling adopted in networks. Hence, a powetfeldsiling mechanism is
a means of allocating the network resource effectively. Thexrefoerformance
analysis of the scheduling systems is key measurement andatewal of the
corresponding networks. As aforementioned, there teeen a lot of studies that
focus on performance modelling for scheduling systems. edery it has been
addressed in the previously that the vulnerabilitiestdubke inefficient traffic model
which is inadequate of characterizing the self-similar matexist. As a result,
analytical models of innovative and hybrid scheduling raadms are developed in

the following chapters.
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Chapter 3

M easur ement of Salf-Similar Traffic

3.1 Introduction

Traffic measurement is an important means which is widely &gl by
service providers and analysts to make appropriate decisicthsplam future
developments [90]. In analytical models of practical comnatimn systems,
identification of the traffic pattern is always of great ortance. The facts and
experimental works show that traffic patterns have gnegiact on performance
prediction, design and implementation of practical commuicainetworks.
Additionally, characterizing and featuring traffic propertea® keys of effectively

modelling designated communication systems.

Traffic measurement is not limited to the identificationtrafffic patterns or
calculation of the traffic intensity of a specific arrivabpess. It provides the basis
and fundamentals of closely modelling the correspongirartical traffic. For
instance, by measuring the traffic of a call centre, researdtatsfound that a
Poisson process can qualitatively model the telephong aaill/ing to a switching
system [6], since the inter-arrival times between consexutddls can be well
characterized by an exponential distribution. Without #nowledge of traffic
measurement, it is difficult to establish analytical mod#lgealistic traffic, and
hence the communication systems. However, with the eldpment of
communication techniques, a large number of advanced appiiediave merged.
As a consequence, the traffic arrivals of such applicadom$0 longer as simple as
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those in a call centre. Paxson and Floyd [7] have sptiteefhilure of using Poisson
traffic and even the distribution of inter-arrival timestlween packets differs from
the exponential distribution. As a result, more soptagtid traffic models which are
capable of characterising the nature of arrivals in conteampccommunication

networks have drawn lots of attention. Particularly, #l&smilar nature of network
traffic has been found to consist in various and almbstoahmunication networks,
such as LAN [13], 802.11 wireless network [14] and Vdddhit-Rate (VBR) video

traffic [33].

In this new era, traffic patterns play an exceeding role &oalymodelling.
According to the aforementioned studies, contemporarynuamcation network
traffic exhibits dependencies over large time scales. lhésve that performance
analysis of modern communication systems without takiaffic self-similarity into
account may lead to the unexpected results [13, 91]. &;lehe analytical models

subject to self-similar traffic are essential and pramgis

What is the self-similarity? Self-similarity is a wiggsad and important
phenomenon in nature. It is a remarkable ingredient afdrgrocesses reported
during recent years. Back in 1920, the physicist, LewysRtchardson, an expert on
fluid turbulence, had spotted that bigger eddies have snealties and so on. The
observation has shown a phenomenon that an object is exacégproximately
similar to a part of itself. In other words, one ormngarts of the object have the
same shape as the whole. In statistics, the parts of toegy present the same
statistical properties at different scales [92]. Ther @mwany examples in nature
which exhibit the self-similar phenomenon. Since Lelaradi and Willinger [13]

have reported the self-similar nature of Ethernet traffis phenomenon has been
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pervasively examined in many kinds of communication netwaraffic.
Measurements of traffic traces are a means which leade taitle recognition of

self-similarity in network traffic.

This chapter is organized as follows. Firstly, it presehé definition of self-
similarity in mathematics. Next, four different Hurstrgmeter estimators will be
presented. Particularly, this study reveals that the DD8E attack traffic traces

exhibit self-similar nature.

3.2 M easurement of Hur st Parameter

3.2.1 Definitions

At the beginning, the so-called autocorrelation is esdamintroduced. In
statistics, autocorrelation [13] describes the correlati@tween the values at
different time epochs of a designated stochastic processs kn efficient
mathematical tool for revealing repeating patterngcivimay be buried under noise.

Let{Xt td N} be an arbitrary time-seriedCRk) denotes as the autocorrelation

function, and then can be given by

E|(X; - ,U)(X(Hk) )

ACRK) = (3.1)

where E()) is the expectationy and v? are the mean and variance of the process
respectively,k is the non-overlapping lagACRKk) is ranged fron{-11] where 1

indicates perfect correlation, and -1 indicates anti-caticel. The correlation only

depends on the non-overlapping l&agof the pair of values for second-order
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stationary processes. In other wordsk ifemains unchangedCRK) is constant

no matter the position of the value in the time series.

Having understood the properties of autocorrelation, mha&thematical

definition of self-similarity can be given accordinglyimie seriesX; is said to be

self-similar, if it meets the following condition [181, 92]

ACRK) ~ Ak A, (3.2)
where A>0 and g, 0 (01) . It is worth noting that- indicates asymptotically equal.

As aforementioned, Hurst parameter is critical in measw@ifysimilar processes

and can be calculated by

H=1-P (3.3)

In other definition, a time serieX; is said to be self-similar, if the following

equation holds [93]

f@)~ Al ™2, (3.4)
where A >0, B,0(0), ¢ is the frequency, and (¢) is the spectral density

function that can be calculated by autocorrelafiorction ACRk) and variances?

of the time series [93].

2

\2/_71 ki ACRK)e"¥ (3.5)

fly)=

wherei =+/-1. Then the parameteB, has a relationship with Hurst parameter by

_1+5
H==02 (3.6)
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The degree of self-similarity is characterized bur$i parameter if it is

ranged from (0.5,1) otherwise, the time series lose the property fssenilarity.

3.2.2 Hurst Parameter Estimators

Previously, the Hurst parameter is well-defined meatatically. However,
measuring the Hurst parameter is still problema&ach of current estimators for
Hurst parameter has its advantage and weaknesseslineators that are introduced
in this study are chosen for diversified purpos&sscaled Range (R/S) estimator as
a conventional means to calculate the Hurst paemieis been adopted in early
years. Variance Time estimator is quickly convergedhe amount of data collected.

Periodogram estimator measures the Hurst pararetergh frequency transforms.

A. Rescaled range estimator

R/S estimator has been proposed in early 1960saogltH Edwin Hurst. The
origin of R/S estimator is to provide a means dleating variability changes with
the length of the time-ranged being concerned séres and soon applied on the
analysis of fractional Gaussian noises in waterousses research [94]. In

mathematical, leR(n) be the range of the rescaled series, which ineéfby

R(n) = maxiV ,W,,....W,,)) —min(\W \W,,....W,) , (3.7)

wheren is the block length, and/ is defined as

W = (Xq+ X+t X ) —kX(N), k = 123..0n, (3.8)
in which {X, :t 0N} is defined in Section 3.2.1 and is the mean of this series. S

of “R/S” stands for the stand deviation of the sded seriesV and it is denoted in

this thesis byS(n) . S(n) can be calculated by the following equation [13, 9
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i=1

S(k):\/%f(xi - X(K)? k=123..n. (3.9)

Then, according to Hurst’s found, it is given that

E[R(n)/ S(n)] ~ Ayn™, (3.10)
where Ay is a positive finite constant independentnofHence, if log-log plot is

applied on Equation (3.10), we have

log(E[R(n)/ S(n)]) ~ log A, +H logn. (3.11)
It is not hard to see that the Hurst parameiels the slope of the line which
presents Equation (3.11). R/S estimator is preflememany studies, such as the
work done by Leland, et al [13] on examining thé-senilar nature of Ethernet
traffic. However, there are arguments on employRi§ estimator to calculate Hurst
parameter. The issue mainly lies on how to chootiegvalues oh. Small or large

values ofn may lead the unexpected estimation results of tHharmameter.

B. Variance time estimator

Hurst effect can be observed in most of time seriehe accuracy of
estimating the Hurst parameter of a designatectsesglies on a large number of
collected data. Variance Time (VT) estimator [13, 92, 93], also known as
aggregated variance, which will be introduced is 8ection has low computational
complexity. The principle of VT estimator is to aggate the original time series

X;, {X; :tON} into a newly formed series by the block size The total number

of blocks isB=N/m whereN is the length of the collected data. The aggrebate

process is composed of mean values over each bldi&h can be obtained by
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1
x{m == (Xom-ms1 * Xom-mez * oo Xom):D= 123.8. (3.12)

Then, according to the study in the literature [32% have

var(X (M) ~ Am™?, (3.13)
where A, is a finite positive value which is independentélock sizem. S; has a
relationship with Hurst parameter by = (1-3; )/ till, log-log is applied on

Equation (3.13), then it is given that

logvar(X M) ~ —B;logm+log A, . (3.14)
By selecting different block sizen, a number of points can be drawn by plotting
Iogvar(X(m)) againstiogm. These points are converged on a line which isgme

by Equation (3.14) with its slope S5.

C. Periodogram estimator

Periodogram estimator is a more refined data arsalgsproach for Hurst
parameter. It is based on the analysis of spedeabity of a series data set. This
estimator is pervasively employed for estimating Hurst parameter for Gaussian
sequences. According to Equations (3.4) and (3M®, Hurst parameter can be

obtained if the spectral density functioh(¢/) can be calculated. Then the

periodogram of a given time series of lengdthcan be defined by [95]

N "
Y Xl
j=1

: (3.15)

W=

wherey andi are the frequency and the imaginary part defime@ection 3.2.1,

respectively. Having understood the definition eff-similarity according to the

spectral density, it can be given
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() ~ Al 2. (3.16)
As aforementioned, the Hurst parameter can be mddaihrough Equation (3.6) by

applying log-log on Equation (3.16).

3.2.3 Traffic M easurement and Results

In this subsection, the aforementioned three estirmaare applied to
calculate the Hurst parameter. As a start, thdidrafaces that will be used are
collected by MIT Lincoln lab for Defence Advancedsearch Projects Agency
(DARPA) [96] which is a department of developingmpaechnologies, including
networking [19]. Afterwards, this study aims to @stigate the self-similar nature of

attacked traffic traces.
A. Sample data collected by Lincoln Lab

MIT Lincoln lab establishes a simulation networkievhcollected the off-
line network traffic and audit logs. The traffiatres provided by Lincoln lab are
provided five weeks. The designated data sets wduiehpreferred in this thesis are
outside sniffing and inside sniffing data collectedThursday and Friday of the first
week. These four data sets are attack free, whielans the simulation of the
established network by Lincoln lab emulates thenmadrbehaviours and activities of

network users.

The outside sniffing and inside sniffing data arellected during
continuously 22 hours a day. Figures 3.1-3.4 aotted by the number of packets
against the time epoch in second. A time epochepteswhen the value of packet
number is record. For example, if a value of thenhar of packets is record at

03:10:10 am, the time epoch3% 60* 60+10* 60+10=11410.
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Figure 3.1: Outside sniffing dataset collected on Friday of the first week.
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Figure 3.2: Inside sniffing dataset collected on Friday of the first week.
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Figure 3.3: Outside sniffing dataset collected on Thursday of thefirst week.
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Figure 3.4: Inside sniffing dataset collected on Thursday of the first week.

The gap between time epoch intervéd90005000Q is the time for server

maintaining and resetting. From Figures 3.1-3.4 riot hard to see that the network

is busy between time interv€000080000 and has low activities during interval

(2000Q4000Q for each day.

If the estimators are applied on these two reptesign datasets, the Hurst

parameter can be calculated (shown in Table 3.1).

The VT estimator with attack free dataset
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Figure 3.5: Hurst parameter approximations by using inside sniffing dataset
collected on Friday.

Table3.1
Hurst parameter estimations of inside sniffing
dataset collected on Friday

Estimators Result of H
VT (m=100) 0.767
R/S 0.743
Periodogram 0.749
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The lines in Figure 3.5(a-c) are mentioned in $&c#.2.2, and the slopes the

these lines are the parametgs H, £, , respectively. Table 3.1 presents the Hurst

parameter approximations according to the aforeimead estimators. It is clear that
all three estimators can measure the desired valaegood degree. The estimated
Hurst parameters suggest that the traffic tracéec@d on Friday by Lincoln lab
presents self-similar phenomenon. In addition,dakperiments show that the traffic
generated by the normal behaviours and activitiegetwork users comply with self-
similar nature, which is critical to researchersovdmploy self-similar traffic as the

inputs or arrivals in their works.

Figure 3.6 shows the Hurst parameter approximatlmnsising the outside
sniffing dataset collected on Thursday by LincokbL It is readily to see that the
phenomena which are observed in Figure 3.5 still hothis part. It is worth noting
that the result calculated by the periodogram estimis larger than those of VT and
R/S estimators. Hurst parameter approximations fuamous estimators may have

difference when the actual Hurst parameter of thiéi¢ approaches to the bounds.

From the derivation of each Hurst parameter esbmdit is not hard to see
that the VT and R/S estimators have low computaticomplexity. In addition, the
number of the plotted points which is required hing the line is much less than
that of the periodogram estimator. It is an enabfehe evaluation and measurement
of the Hurst parameter of real-time traffic in coonmmcation networks. However, the
advantage of the periodogram estimator lies it@b#ity of accurately calculate the
Hurst parameter of the traffic where hidden pegoevents or signals occur. Based
on the observations of Hurst parameter estimatihes VT estimator is preferred in

this thesis.
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Figure 3.6: Hurst parameter approximations by using outside sniffing dataset
collected on Thursday.
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Table3.2
Hurst parameter estimations of outside
sniffing dataset collected on Thursday

Estimators Result of H
VT (m=100) 0.895
R/S 0.879
Periodogram 0.93

The above datasets which are used to examine trst plarameter are attack
free. It can bee seen that such kind of trafficalhis generated by the normal
behaviours and activities of the network users laihiself-similar nature. Further,
the traffic trace which contains attack or mali@a@ctivities is investigated. Does the
attacked traffic still exhibit the self-similar nee? This question will be addressed in

what follows.

B. Datasetswith labelled attack

Among the recognized attacks, Denial-of-Service§Pattack and its variant
Distributed Denial-of-Service (DDoS) attack are therst of its kind [97, 98, 99,
100, 101, 102, 103, 104, 105, 106, 107]. RecentsyeoS/DDoS has been
developed as a highly distributed attack tool magsirom its original appearance.
The attackers may scan millions of legitimate udersvulnerable weaknesses and
seek for potential victims [108, 109]. A signifitasymptom during DDoS attack is
that a large amount of malicious traffic is pumpeat by the users which are

manipulated by the intruders or attackers to oveimithe victims.

In this chapter, the Hurst parameter estimatorsapggied on traffic traces
that include representative DDoS attack scenafibs. first attacked dataset is still
provided by Lincoln lab. The attack scenario isfpened over multiple audit

sessions which have been classified into 5 atthelsgs. The first four phase are the
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preparations for launching attack, e.g., probindgiv& IP, breaking via vulnerability
and injecting daemons. The fifth phase is 5-sectemigth attack. The attack tool
which is used in this scenario to launch the attackojan mstream DDoS software.
When this daemon is injected into the machineggiterates and sends the DDoS

attack packets to victims.

Figure 3.7(a) shows the Lincoln lab DoS attacked data, from which one
can easily observe that the attack duration ardgime epoch 63000. VT, R/S and
periodogram estimators are applied on this sampéta,dand obtain the
approximations of Hurst parameter as 0.59, 0.67@64d, respectively. The results

suggest that the attacked dataset provided by lnriab exhibits self-similar nature.

However, the attack duration of the Lincoln lab RQiada is only 5 seconds,
thus it is hard to observe the changes of Hursampater during or after the attack
phase. Therefore, a simulation environment whicltasmposed of 10 nodes/end
users is established. All nodes emulate the noactalities before the attack begins.
When the attack is initiated, the zombie nodes whie@ manipulated by the intruder
will send malicious flood traffic while legitimateodes remain their behaviours. In
our simulation, 30% of the total nodes are randooagfigured as zombies to pump
out malicious traffic. The attack traffic tracesagenerated according to the three
attacking scenarios which are constant intensigynp up behaviour and pulse.
Moreover, the normal traffic and the malicious fiafare generated by

conditionalized random midpoint displacement aldoni [37, 38].
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Figure 3.7: Sample datasets generating from test-bed of MIT and simulations

Figure 3.7(b) is a typical data which is collectiedm constant intensity
attack scenario. Zombies in this scenario randostdyt sending flood traffic after
receiving the attack command from the intruderadidition, the flood traffic sending
by zombies will be randomly terminated. This is d¢se the malicious traffic may
be affected by user behaviours or unforeseen cistamce during the attack, which
result in the stochastic attack duration and engihgse. Zombies in this scenario
send the malicious traffic with a constant intengite., traffic rate). The dataset
collected for Hurst parameter estimation is acyuallsuperposed traffic of all the
nodes. It is practical and can be readily implemént real-world system by virtual

of a firewall or classifier.

The second scenario which is shown in Figure 3.&¢eifigures the initial
intensity of each zombie to be 10% of the constaensity scenario. This intensity
will be increase by 10% of the constant intensitgrg 30 seconds until it reaches
the peak. Such kind of configuration of the attextknsity emulates the behaviour of

smart intruders who are trying to evade the fil@rscanning.
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Figure 3.8: Hurst parameter approximation for attacked traces
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The traffic of pulse attack scenario has similaphas that of human being’s
pulse. The attack duration and starting time ofheaombie is still random after
receiving attack command. Compared to the previous scenarios, the attack
intensity adjusts like ON-OFF switch. When thabekt switches to the ON state, the

attack intensity is set to constant intensity &ttaith full power, otherwise 0.

Next, the Hurst parameter is evaluated when ev880 time epochs added
into the corresponding traffic trace. From Figur8(&-c), it can be observed that the
Hurst parameter is stable or weak stationary betbee attack. Then the Hurst
parameter significantly changes during the attac#t eemain stationary when the
attack is over. Although the Hurst parameter flatds drastically, it is sill within the

range(0.5,1). Hence the attacked traffic traces maintain thessmilar nature.

More importantly, the Hurst parameter estimatioristtee three scenarios
have suggested that the superposed traffic stiibés the self-similar nature, which
is a critical support of performance analysis otugging systems subject to multi

self-similar arrivals.

3.3 Summary

Modelling of traffic pattern plays a crucial rolé the performance analysis
of communication systems. Recently, traffic séifikarity has been shown to be a
ubiquitous phenomenon in most communication netaworkhis chapter has
dedicated to the estimation and measurement orsiseltr nature of traffic by
means of the Hurst parameter. Three commonly usadtHparameter estimators
haven been reviewed and applied on the trafficsédsa which are Variance Time,

Rescaled Range and Periodogram estimators.
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The results of the estimated Hurst parameter siawthe normal traffic in
practical networks present self-similar characteris Furthermore, the Hurst
parameter of Denial-of-Service (DoS) attacked icdffaces has been examined. The
dataset collected by Lincoln lab with labelled eltthas been proven to exhibit self-
similar nature. Due to the insufficient attack dioma, the Hurst parameter estimators
are applied on the simulation datasets. These etataepict the traffic which is
attacked by selected DoS scenarios. By examiniagHtrst parameter, it can be
observed that self-similarity consists in the &t traffic, though the Hurst

parameter has changed significantly during thecktteeriod.

Through the measurements, it is ready to see thHtsismilar nature
pervasively exists in network traffic, no mattee thormal traffic or attacked traffic.
The research works and studies based on trafffesgmilarity are reasonable and

hence reliable.
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Chapter 4
Analytical Modelling of a Deficit Round
Robin Scheduling System in the

Presence of Saf-amilar Traffic

4.1 Introduction

A variety of applications in communication networgsmmonly share the
links for their respective transmission of dataicedraffic, or video traffic, in which
traffic flows are usually contending for the unigservice. On the other hand, the
contending traffic flows belonging to the same gatg are expected to receive the
identical service opportunity. As a consequencdocation of the precious
bandwidth to all traffic flows in a fair and effamt manner becomes a desirable QoS

demand.

To address the issue on fair resource allocatiehcamplexity at the mean
time, a promising modified round robin mechanisramely, DRR is addressed in
this chapter, which is able to achieve excelleimhéss in terms of throughput and
has very low complexityo(l)[42]. The unused service volume of a traffic flow i
the current round will be stored as deficit for neound, which is a key feature of
DRR. By doing this, the service capacity which dtddoe deserved by one traffic
flow cannot be plundered by other traffic flows.ifsahandling packets of variable

size from different traffic flows without knowinghe¢ir mean packet size is a

54



significant advantage of DRR. DRR scheduling memmnhas been widely
implemented in practical commercial high-speed emyti.e., Cisco 12000 series
internet routers. Consequently, many researchtsffave been made to analyze the

performance of DRR systems on various communicateiworks.

This chapter aims to analytically investigate thewping performance of the
DRR scheduling scheme. A modulation approach aagrarity transfer approach
are developed to calculate the desired upper amgeridoounds, respectively.
Specifically, the priority of the designated flow downgraded and it is thus more
likely to share its service with the other flow. dther words, the traffic flow which
gives out its priority receives less service as jgarad to that in the original system.
In this way, the upper bound of the correspondingug length is obtained. On the
other hand, the lower bound is obtained by applyirgmodulation approach which
“smoothes” the arrival rate of one flow and herloe other traffic flow can receive
more service than expected. Hence the lower bodirgleue length of this traffic
flow can be readily calculated. Next, the accuratgeveloped bounds is validated
through the comparison between the simulation ewpsits and the analytical
results under various representative scenariosisnchapter. Further, to illustrate its
utilization and application, the analytical modsl employed to investigate the
impact of packet size on queue length. Finally,rtizele is applied to evaluating the

effects of weight combination of traffic flows omet queueing performance.

The rest of this chapter is organized as followsSéction 4.2, the designated
DRR system and nested stochastic processes whicladopted to address the
variable packet size will be introduced. The aneftmodel of obtaining the upper

and lower bounds of queue length will be demonstiah Section 4.3. Then, the
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validation of the model under various setting sc@sawill be presented in Section
4.4. In Section 4.5, the model is applied to ingede the effects of weight
combinations of traffic flows on queue length. HipaSection 4.6 is the summary of

this chapter.

4.2 System Description and Nested Process

This section introduces the targeted DRR schedslystem at the first place.
Next, the modelling issue of variable packet sizg®employing a nested stochastic

process is addressed.

4.2.1 DRR Scheduling System

Figure 4.1 presents the schematic diagram of a BRfeduling system.
According to the DRR scheduling mechanism, an actraffic flow F,,i =12 is
assigned a pre-defined quantum sqeantum,i = dczordingly, and then the
maximum volume of service is the number of unitwated and stored by the
corresponding deficit counter, i.eDC;,i = 1R is worth noting that the minimum

service unit is bit and each packet is usually cosep of a number of bits. By the
DRR scheduling mechanism, the remaining quantunthvis not enough to cover

the head-of-line packet in buffers will be savedD@,; for the next round. If the

queue of the current flow is emptypC; is set to be zero and the system

immediately switches to the next active flow. Tceepetracking the active flows,
DRR maintains a list which contains the tags ofvacflows. A tag in the list is
removed if the corresponding queue is empty. Otlservthe tag will be added to the

end of the list upon the packet arrival. The inpiaisthe system are denoted by

56



fBml and fBm2, respectively. Figure 4.1 clearly demonstrates tifne packets feed

into the system are of different size.

‘_ — N N D%ﬁﬁcit ’\

fBm1 - counter

— ————— s
—> o/

¥ el 2

counter

Figure 4.1: DRR scheduling system subject to self-similar traffic.

4.2.2 Nested Stochastic Processes

Firstly, there is a fact that packets of netwod{ftc are normally made up of

smaller units, namely, bits. If a packet fBm artigeocess is formulized by (t )

Alt)=mt+amZ(t), (4.)
where mp and a; are the mean arrival rate and the variance coefficof the
corresponding fBm procesi_(t) is a centred fBm process which is defined in
Chapter 2. With different packet sizes in termdibf a new arrival process can be
obtained fromA (t ) The derivation of such a process, denoteddy is gctually

a nested stochastic process and can also be amatexi as fBm [110]. If the mean

and variance of the distribution of packet sizes adenoted byu' and V',

respectively. The mean arrival rate and variancé@) can then be given by

rn' = mlu' , (42)
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Vi) =amuZ+my. (4.3)
Based on Equation (4.3), the variance coefficiénidt) can be readily denoted as
a=au+Vviy. 4.4
Note that the Hurst parameter Af(t rgmains the same as tig(t [1110].
To model the nested process, the distribution efphcket size plays a critical role.
Previous studies have concluded that the exponetig&ribution can be used to
approximate the packet size distribution of Intértraffic [111], which makes it
practical in analytical works which take packetesimto account. In addition,
exponentially distributed packet size has finiteamand variance, and hence makes
the derivation of analytical models tractable. Fbese reasons, the exponential
distribution is adopted to model the packet siz¢his thesis. And hence, it is an
enabler of using nested process to address vafiableet size issue in the developed

analytical model.

4.3 Analytical upper and lower bounds of queue length distribution

This section presents the approaches to analyzpettiermance of the DRR
scheduling system. It is a challenge job to finchaalytical approach to directly and
exactly obtaining the queueing performance of iittial traffic flows, for the reason
that the interaction between the flows schedule®BR. As a result, a modulation
method which converts the original DRR schedulestesy into a collection of
Single-Server Single-Queue (SSSQ) systems is pexbe@onsequently, the inter-
relationship between the traffic flows has beem#lated. Theoretically, the queue
of the modulated flow is expected to keep empttheoriginal DRR system through

the modulation of the mean arrival rate of oneficedfow. By doing this, the queue
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length of the modulated flow has no impact on tkieeoflow. Subsequently, the
lower bound of the queue length distribution canob&ained by solving a SSSQ
system. On the other hand, the upper bound is ledécl by converting the DRR
system into a priority Queueing (PQ) system, whitiplies that one traffic flow

receives less service than expected by givingaupribrity.

4.3.1 Modulation Approach
An active flowi is expected to receive the service no less thag/F,
where C is the total service capacity of the original DRy&tem,¢ is the quantum

size assigned to flow in each roundF is the frame size which is defined as
F =Z?=le , andn (n=2) is the number of traffic flows scheduled by DRIRis

minimum service capacity is referred as the guaeshservice capacity in the rest of

this chapter.

Since the complexity of its dynamic bandwidth sh@rpolicy among active
flows, there is hardly a practical method of obitagnthe original service for
individual traffic flow handled by DRR schedulinglternatively, an approach is
proposed to modulating the arrival in order to avtihe impact caused by the
interaction between the contending traffic flowséaHy, the goal of decomposing
the complex DRR system into SSSQs can be achieygekifically, it takes two

steps to obtain the SSSQs from the original DRResyshrough modulation.

For the first step, the procedure of modulatinggbevice rate of traffic flow
in order to eliminate the interacting impact is sd$ed. To demonstrate the

approach, the dynamic queue of the DRR systenfiisedkby
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QD) = A(t) - (C/ F +max{(¢,C/F - Ay (1)) 0}). (4.5)
The above equation shows the relationship betwssdfictflow 1, i.e., A (t) and
traffic flow 2, i.e., A,(t) . If the queue of flow 2 is always empty, the sesvi
received by flow 1 can be readily denotedGs min{A,(t),¢,C/F} . In this way, it

is possible to isolate flow 1 from the original ®m by a modulated service. As a

result, the queue length of this SSSQ can be segulién as

Q) = A M -(C-min{A (1), :C/ F}). (4.6)
From the comparison between Equation (4.5) and ttquéd.6), it is clear that the

modulated queue is a lower bound which is formudlikg Equation (4.7)

QM < Q). (4.7)
Now, the two steps of obtaining the lower boundgatue length will be
presented, which are shown in Figure 4.2. It iglilgdo see that first step modulates
the mean arrival rate of flow 2 with its guarantesuivice only. By doing this, it is
capable of eliminating its queueing effects on flawThe goal of the modulation
approach is to find a smoothed arrival process wihected mean arrival ram>
with which the queue is always empty subject to niedulated arrival under the
corresponding guaranteed service whiclgjs=Cl¢,/F . To achieve the goal of
modulation on arrival rate, an iterative approash eimployed. According the
aforementioned modulation theory, the expected neadeld arrival rate can be
obtained by examining an SSSQ system. Followingntleéhod presented in [112],
the distribution of the queue length of an SSSQesgssubject to fBm arrivals can

be obtained by
-a?/2
PQ>x)=e , (4.8)
where a here is the minimum value of functiof(t) which is given by
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X+ (sc—mjt

amt?
To distinguish the previous definitiosc is defined as the service capacity of a
general SSSQ systera, m, andH characterize the fBm arrival process which is
the input of this general SSSQ systexis the queue length. Functidfi(t) can be
obtained by differentiating Equation (4.9), andrtiselveY'(t) = 0. Hence we have

- Hx
®T(C-m)H-D’

(4.10)

tys IS one value oft in Equation (4.9) wheryY(t) attains its minimum, which

indicates the most probable time scale with whiedrtbow occurs [112].

In what follows, the corresponding parameters afi&pn (4.9) are replaced
in order to calculate the queue length distributtdrmodulated flow 2. Thus it is
given that

X+ (gp —mp)t t

YS(@t) = t>0. (4.11)

a,mst 2

By combing Equations (4.10) and (4.11), the distitn that queue length greater

than 1 subject to the modulated flow 2 is given by

s 2
P(Q2>1)=ex;{—%(l+(g2 LALD) ] (4.12)
Myl

Then the modulated arrival rate is obtained such that the corresponding queue is
empty (i.e.,P(Q>1) - 0).
In the second step of modulation approach whigh@vn in Figure 4.2, the

modulated process with arrival rates is fed back to the DRR system. As the actual

service capacity assigned to flow 2 in the origib®®R system is no less than its
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guaranteed service capacity,, the corresponding queue subject to the modulated

process is always empty.

AS(t)

92
Step1 = — O—
c

A(t)

-

Step 2 AS(t)
%

Figure 4.2: The modulation approach to obtain the lower bound

From Figure 4.2, Step 2, it is clear that the tagakeue is exclusively
composed of that of flow 1 in the modulated DRRteys In other words, the
gqueueing impact of the modulated flow 2 is neglgillherefore, it is reasonable to
use the total queue length of the modulated DREeBy$0 approximate that of flow
1. Consequently, the queueing performance of floval be obtained by solving an
SSSQ system subject to the superposition of thggnadi arrival process of flow 1
and the modulated arrival process of flow 2 untler ¢apacity of the DRR system,
C. This is actually a lower bound since flow 1 reesi more service in the
modulated system than that in the original systéne desired distribution of queue
length of flow 1 can be obtained according to Enunest (4.9) and (4.10), if the
arrival processes of flows 1 and 2 in the modulatgstem can be merged as one. To
deal with the merging issue of self-similar trafflows, Fan and Georganas [113]
showed that the superposition of two self-similaffic flows still holds the self-
similar nature. More specifically, the mean arrivate of the superposed traffic is
the sum of the mean arrival rates of the origiredific flows. The Hurst parameter is

equal to the larger one of the original trafficvite; and the variance is the sum of
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those of the original flows. According to their g the descriptors of the self-

similar process superposed frof(t) and A, (t) are given by

Motal = My + My, (4.12)
Hiotal = Max(Hq H»), (4.13)
QiotalMotal = &My + M. (4-14)

So far, the derivations of obtaining the lower bowf the distribution of
queue length are based on packet level. Next, patke is taken into account by
means of a nested process presented in Sectidh #l#&n, we combine Equations

(4.2), (4.3), (4.4), (4.9) and (4.10) as follows

! _ S _ 1,
YP(t) = xu *+(C —mp — Myt >0, (4.15)

Janmyr 2+ my + am 2 + v

Finally, the lower bound of queue length distribatiof flow 1 can be calculated by

replacinga in Equation (4.8) with the minimum value ¥ (t) . Following the

same way, the lower bound of queue length disiobudf flow 2 can be obtained by

modulating the arrival rate of flow 1.

4.3.2 Priority Conversion Approach

The approach of obtaining the lower bound has kb#monstrated in the
previous subsection. This subsection deals witrupiger bound of the queue length
distribution of each flow in the DRR system. Undansling that the guaranteed
service capacity for a traffic flow scheduled by RRcheduling is the minimum
service it can receive, it is obvious that a rougiper bound for the queue length
distribution of one flow in the DRR system can b#ained by solving an SSSQ

system subject to its original input under the guéged service capacity. However,
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such an upper bound is rather loose. Alternativalgriority conversion approach
which gives out the deserved service of one trdtbev to another is developed.

According to the DRR scheduling mechanism, it pilegi a guaranteed service
capacity to each flow and allocates the exceed#ngice to active flows. Moreover,

DRR is a fair scheduling mechanism inherent. IfE#R system is converted into a
PQ system, the lower priority part of this PQ sgst@bviously receives less service
than that of the original DRR system. In this w#y upper bound of the queue

length distribution of the individual flows can bbtained.

Figure 4.3 reveals that the DRR system is converieml a PQ system by
setting the high priority to flow 2. Then, the uppeound of the queue length
distribution of flow 1 is calculated. According the Empty Buffer Approximation
(EBA) method which is widely adopted to model tbevér priority part in a two-
queue PQ system [114], the queue of the systenmigssa exclusively composed of
the lower priority traffic and hence it can be ugedapproximate that of its lower
priority part. Hence, the queue length distributiointhe low priority part in the
converted PQ system is derived by combing the dgstecess regarding the packet

size as
P(Q > ) = (2rz(1+ VU ()t )2 ex;{—%u (xu)22H ) . (4.16)

whereU is defined as

U =Gy =m +m)m)a-m)" w1
Qo amu’ +my)a-H)>H?"

Based on the priority approach, the queue leng8iriblution of lower
priority part of the converted PQ system is aciu#ile upper bound of that of the

original DRR system. Similarly, the upper boundresponding to another flow can
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be calculated by exchanging the roles of flow 1 dilmdv 2 in the previous

derivations.

A (t) Low priority
% C
Ao(t)
—>
High priority

Figure 4.3: Priority conversion of the original system.

4.3.3 Further Discussion

In practice, there are several extreme cases iRR Bcheduling system. The
following will address these cases and demonstriatsv to analyze the

corresponding queueing performance.

As a start, a simple extreme case which hasI{l,..,n}, @/F -1,
where ¢ is the quantum of flowi , F is the frame size defined in previous

subsection, and is the number of flows is introduced. It is regdib see that the
guaranteed service for flowis approximately equals to 1. This is equivalenat
priority queueing system that set flowwith the highest priority. Hence, the

gqueueing performance can be obtained by solvin@ ayBtem.

As a fact that traffic flows scheduled by DRR conmiyoshare the unique
server, there is another extreme case where tlvalarate of one traffic flow is

greater that its guaranteed service . Next, a tueug DRR system is addressed in
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such a case. Without loss of generality, we asdimaiethe mean arrival rate of flow

1 is less than its guaranteed service mg.< C¢, / F and that of flow 2 exceeds the
corresponding guaranteed service im,, > Cg¢, /F . For obtaining a stable system,
my, +m, <C is required. It is obvious that under this settifhgw 2 with arrival rate

m, has to take the residual service of flow 1 to clesabacklogs. On the other hand,

flow 1 is not able to share service from flow 2, itss queue is seldom empty.
Therefore, flow 1 can be directly isolated from tB&R system to be an SSSQ
system subject to its original arrival with the m@ponding guaranteed service.
Consequently, the queue length distribution of flbwan be investigated by virtue

of this SSSQ system.

For the other flow (i.e., flow 2), there is not etter way available to address
its performance rather than the bounding appro@bb.analytical upper bound of its
queue length distribution can be obtained by follmyvthe priority conversion
approach and setting flow 1 as the high priorityt.p&he modulation approach to
obtaining the lower bound is still effective. Hoveey it may not as accurate as
normal cases where the arrival rates of both taffows are less than the
corresponding guaranteed service. To bridge this ga alternative service capacity
C, >C, is employed, whereC, is the statistically equivalent service capacity
received by flow 2 in the original syster@, is obtained by splitting the excess
service of flow 1. We have validated that flow tewesCg¢ /F when its queue is

not empty. Hence, flow 2 may only share excessszifvom flow 1 when its queue

is empty. If P (0) denotes the probability that the queue of flowslempty, the

maximum excess service that flow 2 can share fiom 1 is P, (0)C¢ / F . However,
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the queue of flow 2 is empty when the system ig.ié (0) is defined as the

probability that the system is idle. Consequently,haveP, (0) = P, (0) and

(R0O)-F0)C+1-R(0) -F(0)¢C/F >C;. (4.18)
The service capacit€, can be obtained, i.e., the left side of Equati@®),(

with which flow 2 is able to be isolated from tbeginal DRR system and hence

derive the desired lower bound.

4.4 Model Validation

The developed analytical bounds of the queue ledgtributions of the
DRR system are validated through extensive commasidetween analytical and
simulation results. The simulator of the DRR schiedusystem is programmed in C.
The self-similar traffic are generated accordingaadomlized midpoint algorithm
[91]. The results are obtained the developed disasgent simulation. Packet sizes

are modelled by an exponential distribution withamé 0 bits and variance 100.

Table4.1
The parameter settingsof Cases 1, 2, and 3.
c m m | & | & Hy H> n %

Casel | 1800 | 95| 70| 1 2| 0.7 0.7 40(¢ 340
Case2 | 1000 | S50 | 35| 1 2| 08 0. 599 39
Case3 | 1800 | 100| 65| 1 1] 0.8 0.8 1200 600

155
(o]

In what follows, the analytical and simulation résuunder three
representative cases are presented, respectiverevthe dashed, dotted, and solid
lines denote upper bounds, lower bounds, and gegimetric means. The parameter

settings of these cases are presented in Tablevdetec denotes the service rate in
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bits per second (i.ec = Cy'); the unit of arrival rate is packets per second the

unit of quantum is bit.

Figure 4.4 shows the comparison between the analyind simulation

results of individual traffic flows of the DRR sgsh in Case 1. It is clear that the

simulation results lies within the upper and loweunds and the gap between the

two bounds is tight. Through extensive experimettg, geometric mean of the

upper and lower bounds can approximate the correipg queue length.
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Figure4.4: The analytical and simulation results of the length distributions of

the two queuesin Case 1.
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Figure 4.5 depicts the analytical and simulatiosules in Case 2. Compared
to Case 1, the service rate, quantum size andaérpvocesses are changed.
Particularly, the Hurst parameter of the arrivabqesses is altered. As the Hurst
parameter has a significant impact on the perfooeanf queueing systems, this
change provides us with a good insight into theeaiveness of the developed
model. In Figure 4.5, it is obvious that the phepaon observed in Case 1 holds in
Case 2 as well. In particular, the geometric mefatne upper and lower bounds is

still a good approximation to queue length.
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Figure 4.5: The analytical and simulation results of the length distributions of
the two queuesin Case 2.
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Case 3 is an extreme case which was discussedctiosd.3.3. Figure 4.6
shows the analytical and simulation results. Paldity, Figure 4.6(a) represents
only the simulation result of the queue length ribstion of flow 1 and its
approximation because of the reason specified ati®e4.3.3. For flow 2, it can be
observed that the gap between the upper and lowends of its queue length
distribution is narrow and the geometric mean ag@proximation has an excellent

agreement with the simulation result.
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Figure 4.6: The analytical and simulation results of the queue length
distribution of the two queuesin Case 3 (Extreme case).
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Based on the results shown in these figures, alesioa that the proposed
analytical model possesses a good degree of agcurater different cases can be

made.

4.5 Applications of the Model

In this section, the developed analytical modead®pted to evaluate the
gqueueing performance under various combinationsthef weights assigned to
different traffic classes. Next, the impact of peickize on the performance of the

DRR system is investigated.

10°

—&— queue 1
--E+-- queue 2
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Figure4.7: Theimpact on the queuelength under various combinations of the
weights of the DRR system.

Let us first definew; = ¢ /F (i = 1,2)as the weight of individual traffic flow

I in the DRR system whene; +w, =1. Then, the queue length distribution of both
flows can be examined under various combinationshef weights of individual

flows. Figure 4.7 presents the queue length digiidns, i.e.,P(Q >5), of both

flows as the weight of flow 1 increases from 0.20t8. It is worth noting that the

queue length distribution of flow 1 slightly decsea before the turning point
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w; = 06 and then drops sharply. This is because the DRiResy serves flow 1
under the extreme case when is small and the mean arrival rate of flow 1
excesses its guaranteed service capacity. Aftetutimeng pointw; = 0.6, the mean

arrival rate of flow 1 becomes less than the guaseh service capacity and thus its

gqueue length drops.

In the following, the impact of different mean patksizes on the DRR
system with the fixed mean arrival rates of traffmws is evaluated. There are two

cases. The parameter setting of the two caseseas g Table 4.2.

Table4.2
The parameter settingsof Cases1 and 2.

C|m | m | & |a |H |Hy| & | & | M1
1 /180/90| 80| 1 1| 0.10.7|550/450| 1
2 (180 45| 80| 1 1| 0.10.7|550/450| 2

The packet size of both traffic flows follows arpexential distribution with

mean 1. For the second case, the mean packet fsiimvol (i.e. 1) is doubled

meanwhile keep the mean arrival rate of the neptedess of flow 1 unchanged.
Figure 4.8 shows that the queue length of flow Case 2 increases because of the
increase of packet size. Moreover, this phenomaisa exists for traffic flow 2
although its packet size remains. This is becalaethe excess service of flow 1
that can be shared in Case 1 is less than thatse @. Thus, the queue length of
flow 2 increases in the case with the less sergapacity. The above results
demonstrate that the developed model providesasstaefficient tool to investigate
the impact of the mean packet size and the combimabf the weights of individual

flows.
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Figure 4.8: The comparison of two cases with different mean packet sizes.

4.6 Summary

Fairly allocating precious bandwidth or networkaesce to a set of traffic
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flows sharing a common communication link or serggan increasingly pressing
demand in contemporary communication networks. Agnorariants of the

scheduling mechanisms which aim to fair servicecation, DRR is very promising
due to its capability of serving packet flows witearly perfect fairness in terms of

throughput. Particularly, DRR is an effective salédy mechanism because it is



able to address the unfairness caused by the larmcket size. However, it is
challenging to directly isolate traffic flows of éhcomplex DRR system into a
collection of SSSQ systems because of the interatiThis chapter has developed a
novel analytical model which proposes a modulatpproach as well as a priority
conversion method to derive both lower bound angkeupound for the queue length
distribution of each traffic flow handled by the BRscheduling scheme.
Particularly, in the developed model, the effect \@riable packet sizes on
performance analysis of DRR systems has been fakgn into account. Through
the comparison between analytical and simulatisults, it has been validated that
the developed model is effective and accurateddipt the queueing performance of
DRR systems in the presence of self-similar traffimally, the analytical model is
applied to investigate the queue length under uarmbmbinations of the weights of
individual flows and examine the impact of the peclsize on the queueing

performance.
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Chapter 5
An Analytical Model of the Hybrid
PQGPS Scheduling System Subject to

Saf-samilar Traffic

5.1 Introduction

Service providers are interested in techniques #&t able to handle
diversified services required by different users. this end, the provision of the
differentiated QoS has emerged due to an increlysprgssing demand [2, 3, 115,
116, 117]. As a result, the DiffServ structure iogosed to meet the needs of
classifying and managing network traffic which reqa diversified QoS. To achieve
the goal of DiffServ, a variety of scheduling megisans have been developed and
further applied to communication networks whichvpde diversified QoS [17, 60,

115, 116].

Recently, an integrated scheduling scheme, refetweds PQGPS, which
combines the fundamental PQ and GPS schedulinganeshs, has attracted many
research interests [66]. The PQ [59] schedulinglhmgism is pervasively employed
to guarantee high speed transmission for time-Beadraffic flows while provide
the best-effort service to non-critical ones. Om ¢ther hand, GPS, as an ideal traffic
scheduling mechanism, has been extensively studveidg to its capability of
handling the traffic flows which expect to recediferentiated services [66, 118].
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Particularly, the service capacities received vidual traffic flows scheduled by
GPS are controllable by appropriately configuritg tweights assigned to them.
Compared to the fundamental scheduling mechanismgs PQ or GPS), the hybrid
PQGPS scheme is promising owing to its ability mfviding the prioritized service

to real-time applications as well as offering therfess among other applications.

Inspired by the DiffServ and traditional schedulimgchanisms, the hybrid
PQGPS scheduling scheme incorporates the advantaiggke PQ and GPS
scheduling mechanisms. This chapter focuses on iexagrthe performance of the

hybrid system subject to self-similar traffic.

To analyze the performance of each traffic flowestiled by the complex
PQGPS scheduling mechanism, a flow-decompositiaimadels proposed, which is
able to isolate each traffic flow from the origifatbrid PQGPS scheduled system.
Specifically, the original system is first decomgdsnto an SSSQ system and a GPS
system. Further, a bounding approach is adoptedivide the GPS system into a
collection of SSSQ systems. Finally, the perforneaint each traffic flow of the

PQGPS system can be obtained by examining thespameling SSSQ system.

The rest of this chapter is organized as followsct®n 5.2 presents the
hybrid PQGPS system and parameterizes its inputs. Section 5.3, the
decomposition approach for converting the PQGP$eBysnto SSSQ systems is
demonstrated. To obtain the performance of each flandled by GPS, a bounding
approach will be introduced. Section 5.4 compartes d@nalytical and simulation
results under various scenarios to validate theracy of the model. This chapter is

concluded in Section 5.5.
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5.2 Preiminaries

This section will introduce the hybrid PQGPS systemd parameterized the
input processes of each traffic flow. Related teghes of examining the queue
length of an SSSQ system subject to an fBm proassgiven because the hybrid

PQGPS system is converted into SSSQ systems ellgntua

5.2.1 System Description

As shown in Figure 5.1, the hybrid system is congposf a unique server

and three traffic flows. The traffic flow which hasringent QoS requirements is
denoted byA(t). To meet the need of the stringent QoS requiremeR($) is
served with strict high priority. On the other ha (t) and Az(t) are handled by

the GPS scheduling mechanism in the low prioritt pathe PQGPS system.

Aty — [ High priority

A — ]|

Alt) — il

Low priority

Figure5.1: The PQGPS system.
In this chapter, the overall service capacity & Lybrid system is set to be

¢, and the effective service of the GPS system, wiidhe residual service left by

the high priority part is denoted agps. The traffic flows fed to the hybrid system
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are modelled by fractional Brownian motion (fBmppesses which can effectively

capture the self-similar nature [9].

5.2.2 Traffic Parameterization
The cumulative arrival processes, denoted Af)i=123 , can be

formulized as follows:

At)=mt+Zz(t), (5.1)
where m is the mean arrival rate of the corresponding fitraflow and

Z,(t)=+/am Z(t). & is the variance coefficient of the fBm processs ldefined by

a=Var(A(t))/E(A®)) (i.e. the ratio of the variance and the meahft) is a centred

(i.e., EZ(t) =0) fBm with a variance function as,

Vi (t)=varZ(t)=t2" (5.2)
where H;,i = 123denotes the Hurst parameter of the correspondaffjct flows

and a covariance function is given as

Cou (t1.t) = (7 1) +,(12) = (tl—tz))=%(tf”i F2 - -t ). (5.9

The variance function of each traffic flow can tHengiven by

Vi (1) = g myv; (1) = amyt > (5.4)

Its covariance function can be readily obtained as

1 . . .
Cov (t;,t,) =am (tle' +t5M - (t, —t,) 2 ) (5.5)
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5.2.3 Queue Length Distribution

This section introduces the approach to obtaingiieue length distribution
of an SSSQ subject to self-similar traffic. Thidmscause the hybrid PQGPS system

is eventually divided into a collection of SSSQ teyss. In this study, lei(t)

denote the input of a general SSSQ system withnataot service capaci. The

total service received by the traffic flow duringné interval(s,t) is C(t-s), and
the amount of traffic arrives within the same pdrican be denoted by(st) .

Consequently, the backlog of this queueing systeéntinee instancet can be
described as
Q(s,t) = sud A(s,t) - C(t - 9)}. (5.6)
sst
Mannersalo and Norros [119] have proposed an appré@ model the bounds of
gqueue length distribution based on Large Derivaioimciple [120]. Based on their

findings, the upper and lower bounds of queue ledgitribution are given by

P(Q>x)<e®/2, (5.7)
~1| _ i -Y(f)/2
P(Q>x)> qaq,/v(t)‘)_ = (5.8)

®([) is the residual distribution function of the stardl Gaussian distribution [119,
121]. f minimizesY (t)

(- x+(C-m)t)?

YO = oty

(5.9)

where x is the queue length.
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Through extensive studies, the geometric mean ef upper and lower
bounds has been proven to be an effective and amcapproximation to the queue

length distribution [64], and can be given by

PQ>X)x——t Y02, (5.10)

YonfL+Y ()

5.3 Analytical Modelling of Hybrid PQGPS Scheduling System

In general, modelling the hybrid PQGPS schedulingesy is considerably
complex due to the interdependent relationships rgmits traffic flows. In this
section, the decomposition approach which can ditge hybrid PQGPS system
into a group of isolated SSSQ systems is prese8iaetifically, the hybrid system is

first divided into an SSSQ system subjectAdt) and a GPS system subject to
Ay (t) and Ag(t ) at PQ level. Afterwards, the GPS system is furtremodiposed in

to two SSSQ systems. It is very challenging to diyetdolate the traffic flows
scheduled by GPS. Therefore, this section presiwgtsmethod of obtaining the
analytical upper and lower bounds of each GPS bbiffesdopting a decomposition
approach and a modulation approximation, respdgti¥enally, the performance of
the original PQGPS system can be evaluated by exagnihe decomposed SSSQ

systems.

5.3.1 Queue Decomposition at PQ level
According to Figure 5.1, the buffer subject to theval processA(t), let's
say queue 1, and the GPS system in the low pripaty subject to arrival processes

Ay (t) and Ag(t ), let's say GPS session 1 and GPS session 2 resggctare
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handled by the PQ policy. At this level, the hylsystem can be readily decomposed
into two parts. According to the EBA approach [128Leue 1 can be directly
isolated from the original hybrid system as an SS8§em with the service capacity
¢ and the original input, since queue 1 has thetshigh priority over the GPS
system and the queueing effect of the low priordyt n the high priority part of a
PQ system is negligible. Consequently, the queugthedistribution of queue 1 can
be obtained by solving a SSSQ system. The appraximanethod is provided in

Section 5.2.

In the hybrid PQGPS system, the GPS part only reseive residual service
left by the high priority part. It is critical to adel the effective service capacity of
the low priority part. The queue length of a PQteys is almost exclusively
composed of that of the low priority part, and heenbe total queue length of the
GPS system can be used to approximate that of thedhgystem. From Equations
(5.7)-(5.10) in Section 5.2.3, it is easy to seat thhe queue length distribution is

simply decided by the correspondingt) . By extending Equation (5.9) the

computation of multi-input case is given Wy (t)

] 2
(— X+ (c _Zizlm )tj
Zi”:lcov, €y

Y(t) = (5.11)

According to EBA, the queue length of GPS part candezl to approximate

that of the original system. Hence it is given

(_ x+(c-Ypm )t)z (_ X+ (Cgps— YoM )t)z _

5.12
Ziszlcov, (t,t) Ziszzcov, (t,t) -12)
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where ¢, IS the effective service capacity of the GPS sstesy. By solving

gps

Equation (5.12), it can be given

(5.13)

Cgps = Zigzzm + (C - Ziilm {%J ,

Upon the first step decomposition at PQ level, thieridyPQGPS system has been
equivalently separated into an SSSQ system with gapacityc and a classical

two-session GPS system with effective service capagjts, respectively. The

gueue length distribution of the original high pity traffic flow can then be
obtained by examining the decomposed SSSQ systethelfollowing subsection,

the GPS subsystem is being further decomposed.

5.3.2 Queue Decomposition of GPS Scheduled System
With the effective service capacityy,s obtained by the decomposition at

the PQ level, the GPS subsystem is isolated froen dhginal hybrid system.
Performance analysis on the GPS system in a stiocisa$ting is considerably hard
because the service received by each GPS sessiendiepn both the traffic arrival
rate and queue length of the other GPS sessionthoreason, it is hardly to find
any accurate method for deriving the excess semdceived by each GPS session.
As a consequence, a bounding approach is employedctamvent this difficulty.
The bounding approach is widely recognized for eleting the queueing effect of
interacted traffic flows which shares a unique seifvdr, 123]. According to this
approach, a two-session GPS system can be analgzwebandependent queueing

systems by applying a decoupling method to each $&BSion.

A. Lower bound approximation
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Without loss of generalityy, GPS session 1 is usedamasexample to
demonstrate the derivation of the lower bound @f gueue length distribution by
employing a modulation approach. Its key idea isstmooth” the arrival of GPS
session 2 and hence enable GPS session 1 to renereeservice than that in the
original hybrid system. There are two represengateenarios for the designated

GPS system listed in this section:

Scenario 1 My < [4Cqps, Mg < L>Cqps;
Scenario 2 My < [hCqps, Mg > HyCqps, OF My > [hCqps, Mg < [5Cyps.

The first scenario is as an unbiased one while ¢cergl scenario is a biased
one. From the definition of scenario 1, it is redd\see that the mean arrival rates of
the GPS sessions (i.e., GPS scheduled traffic flo@s)ot exceed the corresponding

guaranteed service capacity.

The method is carried out at two steps. At the &tep, the mean arrival rate
of GPS session 2 is modulated in order that theesponding queue is empty when

it only receives the guaranteed service capagity,,s. The mean arrival rate of the

modulated process is denotedrag. Then the modulated traffic is fed to replace the

corresponding original traffic flow of GPS sessi®nin the modulated system, one

can easily find that the effective service capamteived by GPS sessiond, gpg

is greater than that of the original system. Counsatly, the queue length of GPS

session 1 which is calculated with o9 is @ lower bound. Since the modulated

service rate of GPS session cannot contribute tob#Huklog with its guaranteed
service capacity, the buffer of GPS session 2 in dhiginal system is empty.

Because the effective service capacity receivedsBS sessiorj, j =12 satisfies
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Ce gpsj > HjCqps- The new system with the modulated arrival ratesedsion 2 is

shown in Figure 5.2.

At the second step, the modulated system can beededvio an SSSQ
system by superposing the two traffic flows. Sinbe buffer of modulated GPS
session 2 is empty, the total queue length of theulated system is exclusively
composed of that of GPS session 1. Hence, the ebt@aeue length distribution is

a lower bound approximation.

The modulated arrival rate of GPS sessiommg, which could achieve the

desired queue length probability can be obtaineddiyg Equations (5.9) and (5.10).
Fan and Georganas [113] suggested that the sup@osposi independent self-
similar processes is still a self-similar procestwiine mean rate of the sum of those
of the individual processes, the variance of tha sfithese processes and the largest
Hurst parameter among those of the processes. Qudastty, the lower bound can be
obtained by solving an SSSQ system. The lower bain@PS session 2 can be

calculated by exchanging the roles of GPS sessand2 above.

GPS session 1

Aty — il @

Als (t) —

GPS session 2

Figure5.2: The modulated GPS system.
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In the biased scenarian, +mg; <c,,s IS required for a stable system.

gps

Without loss of generality, let, < zCqps, M3 > £5Cq,s. IN this situation, the queue

length of GPS session 2 will typically not shrink egtthat GPS session 1 is empty.
As a result, GPS session 1 cannot receive excegseseapacity GPS session2 and
is served only with its own guaranteed service ciéypddence, the approximation of

queue length distribution of GPS session 1 can engby solving an SSSQ system

with z4Cqps SUbject to the original arrival raté,(t) . The lower bound of queue

length distribution of GPS session 2 can be obtaibgdfollow the procedure

demonstrated for the unbiased scenario. 9P £4Cy,s, Mg < L5Cyps, it IS can be

obtained by replacing the corresponding parameters.
B. Upper bound approximation

This section provides an upper bound approximaipemploying a priority
conversion approach which converts the GPS systemair?Q system. By doing
this, a fair queueing system becomes an unfair gjagusystem. Hence the upper
bound of one GPS session can be derived by assighiagsession with a low
priority in the PQ system. The session in the lowwrjy part definitely receives less
service capacity than that in the original GPS sgstsince it only receives the
residual service capacity of the PQ system. Thieluat service capacity of the PQ
system can be obtained using Equation (5.13). HaeeJarger one of the derived
residual service capacity and its correspondingantaed service capacity is chosen
as the effective service capacity for obtaining thmper bound under the biased
scenario. The detail of decomposing a PQ systembhas introduced in Section

5.3.1. By replacing the appropriate parameters,gineue length distribution of the
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low priority part of the converted system can be&oied, which is actually the upper

bound.

5.4 Model Validation

The appropriateness of an analytical model reliest® effectiveness and
accuracy of analyzing and predicting the real syst&his section compares the
analytical and simulation results though extensesgeriments under different
settings. As aforementioned in Section 5.3, twarsgtof the system, unbiased and

biased, are given as

Unbiased setting:

0:23Qlul:5/911u2 :4/91rn_|_:48ya1:1,H1 = 08,
My =85a, =LH, = 08,m; =70,a5 =1 Hs = 08

Biased setting:

c=23Q 4, =6/9,u, =3/9,m =484 =1, H; = 08,
m, =10Qa, =1, H, = 08,m; =70,a; =1, H; = 08

For the reason that the high priority queue is egrwith the overall service
capacity of the hybrid system and the traffic laatbw, the priority queue is almost
empty. Hence, the comparison between the analyicdlsimulation results of the

high priority queue is not demonstrated.
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Figure 5.3: Bounding approach under the unbiased scenario

Under the unbiased setting scenario, the mean hmatas of the GPS
sessions do not exceed the corresponding guaraséreide capacity. From Figure
5.3, it is not hard to see that the simulation ltesare asymptotically located within
the upper and lower bounds. The gap between therupund and the simulation
result is very small for both GPS sessions. The ldweemd can be varying by the

precision of Equation (10). In our experiments, BQ > x) < 005.
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Figure 5.4: Bounding approach under the biased scenario.
In the biased setting scenario, the mean arrived o one GPS session

exceeds its guaranteed service capacity. For Hsoreof the stability of the system,

M, + M <Cy,s is required. Since GPS session 1 can hardly reciigeexcess

service capacity of the other session, it is omged with the guaranteed service

88



capacity. Hence, the performance metrics can beesgthated as depicted in Figure
5.4(a) On the other hand, GPS session 2 cannottbledacklog with its guaranteed
service capacity. Thus, Figure 5.4 shows that treuguength distribution of GPS
session 2 is much larger than that of GPS sessibmaddition, Figure 5.4(b) shows

that the upper bound of GPS session 2 is very tight.

5.5 Summary

With the rapid development of network based appbeat the provisioning
of differentiated QoS has become a pressing dembmaaddition, traffic self-
similarity has been proven to be a ubiquitous phesrmon in nearly all kinds of
communication networks, and it has attracted masgarch efforts. To meet the
needs of differentiated QoS requirements, a pramisiybrid PQGPS scheduling
mechanism has merged, which integrates the advantddeQ and GPS scheduling

schemes.

In this chapter, an analytical model has been dgesl to derive the queue
length distribution of individual traffic flows scHheled by the hybrid PQGPS
scheduling. In order to isolate each traffic floserh the complex PQGPS system,
the original system is first divided into an SSS@tem and a GPS system. Further,
a modulation approach and a priority conversionr@g@gh are proposed to obtain the
analytical bounds of the queue length distributiBp.comparing the analytical and
simulation results, the developed model has bebdatad under two representative
scenarios. From the validation, it can be concluthed the developed model can be
used as an efficient tool to estimate and pretlietqueue length distribution of the

PQGPS system which can meet the QoS requirementsiatiumal traffic flows.

89



Chapter 6
Performance Analysis of a Multi Buffer
ARQ Systemsunder Prioritized Self-

similar Traffic

6.1 Introduction

In practical networks, various unpredictable errayscur during data
transmission. Packet loss which is caused by uséanme circumstances significantly
degrades the performance and reliability of commaton systems [124]. For this
reason, the Automatic Repeat reQuest (ARQ) based ewrurol strategy has been
proposed and widely deployed to retransmit damagelbst packets in wireless
communication networks owing to its reliability [681, 75]. SR-ARQ has been
proposed and regarded as the theoretically mostieft forwarding error control
strategy, because it retransmits only the negativatknowledged packets.
Therefore, it can achieve the larger throughpunthi@e pure stop-and-wait ARQ

strategy (refer to Section 2.2.6).

In realistic communication networks, packets may discarded during
transmission, even if the ARQ strategy has been imgieed. Loss analysis of real-
time traffic has emerged as an impressing issuedeanin many research efforts [72,
125]. In general, the actual delay experienced lpyaeket which transmits over
wireless communication links is composed of two garhe first part, called
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gueueing delay, is the sojourn time of the packetingafor service in the queue. In
other words, it is the time interval between theivaf of the packet and its
transmission over the wireless link. The second, pamely transmission delay, is
the time interval between the beginning of the firahsmission and the instant of

the successful transmission of one packet.

The service time of each packet with stringent @afuirements is relatively
small as compared to the corresponding allowed detayd. This is to guarantee
that there is enough time for multiple transmissiand feedback before the deadline
of the packet transmission. This chapter developsiralytical model of a multi-
buffer ARQ system subject to prioritized self-siamitraffic for the provisioning of
both differentiated QoS [1, 4, 58] and reliable dmgasmission by employing the
ARQ error control strategy. Specifically, the deveddmnalytical model focuses on
the loss probabilities of individual buffers of timeulti-buffer ARQ system. Each
buffer is isolated from the complex system throughdecomposition approach.
Consequently, the original system is divided intgraup of SSSQ systems, which
are statistically equivalent to the performancett@ corresponding queues in the
original system. Therefore, the loss probabilitdsndividual queues of the multi-
buffer ARQ system can be obtained by examining #sallting SSSQ systems. The
validity and accuracy of the obtained loss probads have been demonstrated
through extensive comparison between analytical amadulation results under
different working conditions. Finally, the develapenodel is further adopted to
investigate the effects of the service capacity deldy bound of multi-buffer ARQ

on system performance.
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The remainder of this chapter is organized as WdloSection 6.2 describes
the system model and preliminaries. In Section & &composition approach which
is used to partition the original multi-buffer AREYstem and obtain effective service
capacity of the resulting subsystems is presenkdther, the queueing and
transmission loss probabilities of individual degmsed subsystems can be derived.
The comparison between the analytical and simula#enlts under various settings,
which validates the accuracy of the developed maoaliilbe given in Section 6.4.
Section 6.5 demonstrates its application to deaighimplement prioritized service
systems with ARQ error control effectively and finatly. Finally, the chapter is

summarised in Section 6.6.

6.2 System Description

This section presents the multi-buffer ARQ systdfigure 6.1 shows a
schematic diagram of such a system. It is cleat tha integrated system is
composed of an arrival buffer and an ARQ bufferstore the original arrived
packets and retransmission packets, respectivédlg. tivo subsystems are handled
using the PQ scheduling mechanism, because pracwi#ching systems are
commonly expected to provide service of two differ@niority levels to traffic
flows, namely, high priority and low priority. Withut loss of generality, the two
subsystems in Figure 6.1 are denoted as Subsystetich consists of ARQ buffer
1 and Arrival buffer 1, and Subsystem?2, which is posed of ARQ buffer 2 and
Arrival buffer 2 in this chapter, respectively. Trstrict high priority is set to
Subsystem 1. Within each subsystem, the ARQ busfeserved with high priority
over the corresponding arrival buffer. By doingsthihe packets in ARQ buffers are
not likely to bear queueing delay.
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Figure 6.1: The multi-buffer ARQ system.

The subsystem only retransmits the packets witagative ACK, if an error
or damage occurs to a transmitting packet. Accgrdmthe SR-ARQ strategy, all
the packets which have positive ACKs which denotd the designated packets
have been successfully received by the destindéiame no impact on the developed
system. Thus, the traffic flow of the correspondAigQ buffer is only composed of
the retransmitted packets. For the modelling pueptise overall service capacity of
the wireless link is denoted &, as shown in Figure 6.1. The arrival processes of
individual subsystems, i.e., Subsystem 1 and Stdsy<2, are formulized as

A (t),i =12, which are fBm processes defined by

At) =mt+ JamZ(t), (6.1)

where my is the mean arrival rate of the corresponding @sscanda; is the variance

coefficient. The variance of the designated protess

Vi (t) =Var Z(t) =t | (6.2)
where H; is the Hurst parameter of the related process, thedcorresponding

covariance it given by
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Comt ta) = S (0(t) +9(2) ~¥(t 1)) =2 {2 +68" - -1)™ ). (6.9

Hence, the variance function & (t cpn be described by

Vi (t) =amy; (t) = amt"h . (6.4)

Then the covariance function of the correspondBrm process can be given by

Co\ty,t5) =%an{t12H +t2H —(t, —tZ)ZH) . (6.5)
Let R (t),i =12 characterize the cumulative retransmitted treftev of Subsystem
i up to timet. To obtain a stable systerd, A (t)+) . R (t) <Ct is required. In
this chapter, the failure probability of an arbijrgpacket on itg th transmission is
denoted byFR . In addition, the channel conditions are considerenstant. It has

been shown thafFPR,0i are constant, if without packet integration, amehce

denoted byp[126].

It is worth noting that the traffic flows feed to tA&RQ buffers are split from
the corresponding original arrival processes. FFgure 6.2, for each subsystem, In
a large scale, the original process has beenismitwo, retransmission process fed
to ARQ buffer with probability FB and successfully transmitted one without
retransmission with probabilitYy— p. To cope with the split self-similar process,
Fan and Georganas [113] have studied the mergingsaliding of self-similar
traffic flows by the independent splitting operatidiore importantly, they verified
that the process which is merged by self-similacesses is still self-similar. On the
other hand, the splitting processes still exhibif-similar nature. Specifically, the

mean arrival rate of the merged process is the @utine original processes, and the
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Hurst parameter is equal to the largest one obtiggnal processes. For the process
splitting, the Hurst parameters of the split preessare identical and its value is
equal to that of the original process. The meaivarrate of each split process is

subject to the independent split rate, whichpisin this chapter. Merging and

splitting of the self-similar processes enableaigvestigate the traffic flows which

are fed to the ARQ buffers.

o8
«i\%‘e’\o
=)

e

Original arrvial

1-p >

Successful transmission

Figure 6.2: Splitting process subject to probability p

The developed multi-buffer ARQ system is fed witH-samilar traffic flows
and packets are discarded due to the violation hef delay boundD which
characterizes the stringent QoS requirement oftrewd traffic. In this chapter, the
arrival buffer is infinite or sufficiently large iorder to guarantee that no packet is

lost due to buffer overflow.

6.3 Loss Probability of Individual Buffers

This section demonstrates the key of multi-buffeRGA modelling. The

analysis of loss probabilities of individual buleis of much concern. The loss of
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packets is only caused by the violation of aforetiomed delay boundD. In this
part, the delay experienced by a packet is compasetie queueing delay and
transmission delay before its successful transonssihe packets will be discarded
if their actual delays exceed their delay boundsoBserving Figure 6.1, it is ready
to see that the packets in arrival buffers will mdyodropped if their sojourn time
which is referred to the aforementioned queueing sceeds the initialized delay
bounds, while those packets in ARQ buffers dependbath of their sojourn time

and the number of retransmissions which is nameinésion loss.

6.3.1 Queueing L oss

If there is an error free channel, queueing lossux only if the packet
cannot be sent before the allowed delay boundtHaravords, the total delay that a
packet experiences consists only of its waiting timebuffer, which is mainly
determined by the length of the corresponding quesees. Hence the queue length
of a buffer within time interva(s,t) can be denoted as [9]

Q(st) =suf A(s,t) —co(t - s)}, (6.6)
s<t
where ¢, denotes the effective service capacity receivedhleyrelevant buffer. The term
effective service capacity denotes the capacityithactually received by the corresponding

gueue. In other words, the decomposition approaelssa service capacity with which the

gqueueing performance of the corresponding questaisstically equivalent to that of the

original system.For ease of the demonstration, tgtbe known for the following

equations. The derivation and calculationcgfwill be presented in Section 6.3.3.

Next, the mathematical expression of the packet dogsto the violation of

the delay bound is given by
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P(d > D) =supP(A(t) - cst > Dc,), (6.7)
t

whered is the sojourn time of an arbitrary packet. Thisraot a practical approach
which can be employed to obtain the result of Equati6.7) directly. Instead, a
bounding approach is employed to obtain the losbadrility. The upper and lower

bounds of the loss probability can be given as [61]

P(d>D)<e Y02, (6.8)

P(d>D)=> ¢QW\), (6.9)

where ®([) is the residual distribution function of the stardi normal distribution.

There exists a time instafitwhich maximizes functiot (t) which is given by

2
_[:;D Co(7)dT - mt)

Y(t) = (

oD (6.10)

In the open literature [61], the geometric mearthef upper and lower bound as the
approximation has been proven effective. Therefdhe approximation of the

queueing loss probability of an SSSQ system isrgine

Pd>D)=—2t Y012 (6.11)

YomfL+ Y (@)Y

6.3.2 Transmission L oss

Transmission loss is referred to the loss causetidyime delay which is the
sum of the transmission and queueing delay of &qiaexceeds the corresponding
delay bound. As shown in Figure 6.1, the packet®ienARQ buffer have the strict
high priority over those in the related arrival faufin each subsystem. It guarantees

that these packets have more opportunities to trensmitted and hence reduces
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transmission loss. In each subsystem, the ARQ bafid arrival buffer are handled
by PQ scheduling mechanism. According to the EBA bidweklog of a PQ system is
almost exclusively composed of those of the lowrgigart [127]. Therefore, it can
be reasonably assumed that the ARQ buffer is alreostly empty. Hence, the

sojourn time of a retransmitted packet in an ARCdauk negligible.

The most significant impact on the number of packétansmission is the
elapsed sojourn time experienced by packets sineg arrive in the system. The
maximum number of retransmissions of packets depenty on the total remaining
time until packets expired. Since the packets inQABuffers do not bear any
queueing delay, the maximum number of retransmissalowed for a packet is
n =\_(D —d)CeJ. The distribution of the sojourn time of an ariir packet in the arrival

buffer can be calculated by

P(d>t)= 1 e Y02 (6.12)
YorfL+v(E +1)f

According to Equation (6.12), the probability dewsitinction of the number of

retransmissions can be presented as

P(d>D-(n+1)/c,)-P(d>D-n/c,), if0<n<Ah

P(d>0)-P(d>D-#/c,), itn=n &3

P(N=n)={

where fi =| D¢, | is the maximum number of transmissions that thiaydéound
allows at a packet arrival instance. The failurebptulity of exactlyn transmissions
is p". Consequently, the approximation of estimatingtthesmission loss is given

as follows

n .
Prrans = Z p'+1P(N = i)’ (6.14)
i=0
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6.3.3 Service Capacity Decomposition

The aforementioned approaches of obtaining botluejng and transmission
probabilities are subject to SSSQ systems. Henge thean issue that all queues in
the multi-buffer ARQ system which is presented inuFég6.1 share the unique
server. The service allocated to each queue isicted. To isolate every queue from
the original complex system, a decomposition apgrda further applied to obtain
the effective service capacities for every singlewp. By doing this, the interaction
of individual service can be eliminated, and hetto® complex system has been
divided into a group of SSSQ systems. In the follgyiithe decomposition approach
is presented in two steps; at the first place, twbsgstems are isolated from the

original system; then, each subsystem is furtheoaigposed into SSSQ systems.

Following the PQ scheduling mechanism, the ovemsllise capacity of the
original system can be readily divided into effeetiservice capacities of each
subsystem by employing EBA [127] approach. AccordiogeEBA, the queueing
effect of the low priority part on the high prigripart is negligible, since the total
gueue length is almost composed of that of the pwierity part. Therefore, the
effective service capacity of the high priority sybtem can be readily give by

Coy =C. Moreover, the total queue length distributiorad?Q system can be used to

approximate that of its low priority part. The totpleue length distribution of a PQ

system is determined by the following factor [114],

((C=Ma 1ty = Mryt) = Mayr) ~ MR, () JKx — x)?

32 Cova, 1y (Ky ki) + COVR 1y (K k)

U (ky) = ; (6.5)
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wherek, =argmkinU(k) i.e., U (k) attains its minimum whek =k, ; In the same
way, the queue length of the low priority subsystgg,(X > x) is determined by
the following equation

((CeL = May() = Mry(e) Ky = X)?

V(k' ) = ' ' i ry !
X COVAz(t) (kX’ kX) + COVRz('[) (kX ' kX)

(5.16)

where k;(:argrrlli,nV(k’). Actually, the inputs of the ARQ buffers are the

superposition of multiple retransmitted processediich are split from the
corresponding original traffic flows according teetharror rate and distinct from each
other by the number of the retransmissions expee@rpby their packets. In support
of splitting a self-similar traffic, Fan and Georgan[113] have proven that a flow
split from self-similar traffic by independent dfitig operations is still self-similar
and its Hurst parameter is the same as that dfrilgenal traffic. Upon this fact, it is
obvious that all the retransmitted processes hhgesame Hurst parameter as the
input traffic, since they are all split from it. Meover, Fan and Georganas have
showed that the merging of self-similar processdh thie same Hurst parameter is
still a self-similar process with this Hurst paraeretTherefore, the inputs of the
ARQ buffers can be estimated by superposing the sporeding retransmitted
processes. The mean arrival rate of an entirengtnéted process, i.e., the one input

into an ARQ buffer, can be given by

f

(6.17)

MR) = Maw) P 1-p
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where p andn have been defined in Section 6.3.2 as the fapuobability and the
maximum number of transmission that the delay boakows respectively. The
covariance functiorCovg (t,t) can be derived based on Equation (6.16) as

fi

P_Covag 1) (6.18)

1
Covgy (1) = p

Consequently, the EBA method can be applied to iobtiae effective service
capacity of the low priority subsysterg, , by combining Equations (15) and (16),

e, U(k,)=V(K.,):

So far, the effective service capacities for botlbsystems have been
obtained. In what follows, the effective servic@aseities for each buffer are further
derived. As expatiated in Figure 6.1, in each sulksysthe packets in the ARQ
buffer are served with strict high priority over therresponding arrival buffer. The
effective service capacities of Arrival buffer 1 aARQ buffer 1 can be derived by
employ the approach which is used to decompose vl capacity by replacing
the appropriate parameters. According to the infteharacteristic of the PQ
scheduling mechanism, the effective service capatiARQ buffer 1 can be given

by Cery1y =Cen - Afterwards, the effective service capacity of Aafivbuffer 1,

Ceny(r)» CaN be calculated by

((Cer =May ~Mry))S= X2 | [ (Ceny = May)S —X)?
=Mmin

min = — (6.19)
s | Covp (s ) +Covg 1) (S,9) S Cova, ) (s, S)

Consequently, the queueing loss of a single sudsysan be obtained from
Equations (6.8)-(6.11) by replacing the correspogdiarameters with appropriate

values, and the transmission loss can be estinbgt&djuations (6.11)-(6.14).
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6.4 Model Validation

The simulator is programmed in C by employing thscrtte event
simulation algorithm. The arrival processes fortbstibsystems are generated by the
same traffic generator which has been addressetapt€r 4. This part will present
4 groups of parameter settings which are used idatal the developed model. The
significance of an analytical model is essentiallgtermined by its ability to
accurately predict and measure the actual perfocs&ehaviour of the designated
communication systems. The following examines theuacy of the developed
model in estimating both the queueing and transamskss of each subsystem.
Specifically, the developed model is validated e@mmparing the analytical and
simulation results obtained from four representatsases. For each case, the
geometric mean of the aforementioned upper and |®eands of loss probabilities
is plotted, which is presented in Section 6.3.1e Dverall service capacity of the
multi-buffer ARQ system be& =100 packets/second The arrival traffic flows are
generated by the widely adopted conditionalizeddoam midpoint displacement
algorithm [37, 38] owing its relatively low time cquexity and the ability of
producing real-time fBm traffic without prior knowlgd of trace length. The

detailed parameter settings of all cases are giv@able 6.1:

Table6.1
The parameter settings of Cases 1, 2, 3, and 4.
Maw) | My | & | @2 | H | P
Casel 75 10 1 1 0.8] 0.1
Case 2 10 65 1 1 0.8] 0.1
Case3 75 10 1 1 0.7 0.1
Case4 80 10 1 1| 0.7 0.0%
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6.41Casel

In the first case, the mean arrival rate of the fBaific of the high priority
subsystem is considerably large, as compared toofhthe low priority subsystem
and the overall service capacity of the system.rdfioee, the queueing loss will
occur in the arrival buffer of the high priority Issystem in view of the fact that the

sojourn time is not negligible.

In Figure 6.2(a), the loss probabilities of the higriority subsystem are
plotted against delay bound. The error rate fohdensmission is a constant, given

asFP =p=01. It is obvious that the asymptotic trends of bopheueing and

transmission loss are well approximated. The curezsl to gentleness with the
increase of delay bound. Especially, the curveduatly become to be flat in Figure
6.2(b). That means only increasing delay bound eadramatically improve packet

loss after a reasonable threshold of delay bound.

Figure 6.2(b) presents the simulation and analytiesults of the queueing
and transmission loss of the low priority subsystéiis not hard to observe that the
gqueueing and transmission loss predicted by thé/t@ca model are very close to
the simulation results. Because the low prioritpssistem only receives the residual
service capacity, the sojourn time of each packethie arrival buffer of this
subsystem can be very large. As a consequenceutite of the queueing loss is

close to 1 and then becomes smooth as delay boarehses.
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Figure 6.3: Thesimulation and analytical results of loss probabilitiesin Case 1.

6.4.2 Case 2

For the second group of parameter settings, thenragaval rate of the high
priority subsystem traffic is much smaller than theerall capacity. Meanwhile, as
the high priority subsystem is served with the ollesarvice capacity, its queueing
time is negligible. Thus, nearly all the packets ba successfully transmitted within

the delay bound. As compared to Case 1, the badKltige high priority subsystem
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in this case is almost empty in simulation. As asemguence, there will be no
empirical loss probability curves of the high prigr subsystem. From the
perspective of the analytical model, the prediotedves do exist. However, the
values are too small to be presented in Figural6e3to the limit of the vertical axis.
From Figure 6.3, it can be observed that the aicalyaind simulation result of the

low priority subsystem are matched in a good degree
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Figure 6.4: The smulation and analytical results of loss probabilities of the low
priority subsystem in Case 2.

Comparing Cases 1 and 2, it is obvious that the jwebabilities of the low
priority part in Case 2 are smaller than those a$&€1. This is caused by the input
rate of the high priority part, which determinedwhanuch service capacity can be
dispatched to the low priority part. From Figure2 &nd 6.3, it can be noted that the
analytical model for estimating the queueing andngmission loss of both

subsystems is efficiency in the above two cases.
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6.4.3Case 3

In this case, the Hurst parameter is altered fath&r examining the
applicability of the developed model, because irs ttase the curves of both

subsystems can be obtained.

It is clear that the aforementioned findings obsdrfrom Case 1 also hold in
this case. Besides, a new phenomenon can be fouRture 6.4(a). The arrival
intensity of the system remains the same as Cas¢odever, the queueing and
transmission loss probabilities of the high prypsubsystem decrease faster against
the increasing delay bound than those of Case ik dliservation can be readily
explained: The burstiness of self-similar traffiecdeases as the Hurst parameter
becomes small. As a consequence, it reduces thedpeoi large queue build ups
and leads to small queues. Thus, the sojourn timke arrival buffer decreases and
more residual time is available for transmissiomaBy, it results in lower loss

probabilities than those of Case 1.

On the other hand, it is worth noting that the quegieind transmission loss
of low priority does not change significantly inrtoast with those of Case 1. This
makes sense, because the low priority part onkyives the residual service capacity
of the entire system. The traffic intensity remalmgh in contrast with the effective
service capacity of the low priority part. Becau$ehis reason, the sojourn time of
the packets in this subsystem changes insignificamtis results in the slightly

changed loss depicted in Figure 6.4(b).
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Figure 6.5: The comparison between the analytical and ssmulation results of
loss probabilitiesin Case 3.

6.4.4 Case 4

It has been validated that the developed modadilie#icient and accuracy
with a different Hurst parameter. This case alteemmarrival rate, Hurst parameter
and failure probability/error rate. The high prigrsubsystem still has a large mean
arrival rate rather than a small one for the reasamtioned in Case 3. Figure 6.5
verified that the phenomena observed in the previcases also exist in Case 4.

From all of the above four cases, it can be obsktlhat the analytical results are
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very close to the simulation results. This obseovasuggests that the developed
analytical model has a good degree of accuracyapplicability in estimating the
gueueing and transmission loss probabilities ofghlesystems handled by the PQ
scheduling. In addition, the findings show that gfueueing loss of the high priority
subsystem rises as the Hurst parameter increasad) wnplies the enhancement of
the burstiness of self-similar traffic. Moreovengcieasing the delay bound beyond a

certain value does not significantly reduce thekpatoss in all representative cases.
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Figure 6.6: The comparison between the analytical and ssmulation results of

loss probabilitiesin Case 4.
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6.5 Applications of the Model

Applying a proper analytical model on the correspogd practical
communication system is an effective and efficievdy of investigating and
measuring the performance of the designed systenibe most recent decade, the
provisioning of a cost-effective transmission chanis not only a technical issue,
but also a financial consideration. In a practisgétem, packet loss significantly
degrades its performance. Therefore, a cost-efiesystem may be built effectively
by employing an appropriate analytical model teeassts potential performance. By
deploying the developed model, packet loss of atishuffer ARQ system can be

analyzed, which can aid DiffServ requirements.
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Figure 6.7: Queueing and transmission loss probabilities against delay bound in
the cases with different service capacities.

A wireless communication link adopting SR-ARQ is expdcto provide
DiffServs to critical and non-critical traffic flosv In an extreme case, most of the
traffic patterns are critical, which means that thésffic cannot tolerate too much
delay, while the residual service capacity is predido non-critical traffic. The
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mean arrival rate of the critical traffic is 75,cathat of the non critical traffic is 10.
From Figure 6.7, it can be seen that the transonisand queueing loss of this

system under various service capacities are corditjedifferent from each other.

The delay bound of each packet is initially sebedd.4 and the QoS requires

that the total loss probability is less the0T®. It is obvious that service capacity
¢ =110 meets the requirement. Since increasing the sepapacity causes the high
cost, and increasing the delay bound may low ddwridss probability but low cost,
it is reasonable to increase the delay bound ofpthekets before enlarging the
service capacity. The trend of increasing the dblaynd against the loss probability

can be examined according to Figure 6.8. Howeweis bbvious that the loss

queueing loss probability

20 95 100 105 110
senice capacity (packets/s)

Figure 6.8: Queueing loss probabilitieswith various delay bounds against
service capacity.

probabilities cannot be significantly reduced afietay bound is beyond a certain
threshold. Figure 6.9 shows how much the queueing jpwebability of the high
priority part decreases against delay bound. It lmamoted that the queueing loss

almost keeps unchanged when the delay bound exd@:éder Cases 1, 2 and 4.
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Usually, a trade-off between QoS and cost is maialycerned in building a
practical system. As compared to increasing sergagpacity, augmenting delay
bound is considerably economical. A reasonable mam value of the delay bound
can be examined in advance, e.g. Figure 6.9. Thenservice capacity can be

adjusted to meet the QoS requirements with a cersdidly low cost.
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Figure 6.9: L oss probability decrement against delay bound of Cases 1, 2 and 4.

6.6 Summary

The provisioning of reliable data transmission irghhspeed wireless
communication channels has become an increasinglysing demand because of
the rapid development of wireless techniques. Onother hand, various modern
network based applications require differentiatexvises due to their distinct QoS
requirements. With the demands of providing DifiSevhile guaranteeing the
reliable data transmission, an analytical model afulti-buffer ARQ system subject
to prioritized self-similar traffic has been deveén. PQ scheduling is used to

distinguish traffic flows into different prioritylasses.
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This chapter analyzes the loss probabilities oividdal buffers of the multi-
buffer ARQ system. Specifically, the effective seevcapacity of each subsystem is
obtained by decomposing the overall link capacigyaolopting the EBA method.
Further, the effective service capacity of eachsgatem and every buffer of both
subsystems is derived. Then, each buffer has Iseéated from the original complex
system based on their individual effective seraapacities. Finally, the desired loss

probabilities can be readily obtained by examireedbrresponding SSSQ systems.

Through comparison between the results obtainedn freimulation
experiments and the analytical model, it can beentesl that the developed model
exhibits a good degree of accuracy in predictiregdbeueing and transmission loss
of the multi-buffer ARQ systems. Afterwards, the gtiabl model is applied on an
example to explain how it can predict and analyz@ppropriate delay bound and a
reasonable service capacity in implementing a efisttive multi-buffer ARQ

system.
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Chapter 7
Performance M odelling of Dynamic
Spectrum Accessin Cognitive Radio

Networkswith Saf-Similar Traffic

7.1 Introduction

The growing proliferation of wireless devices reggimore spectrum usage.
A plausible fact shows that the usable unlicensedtspa is approaching its full
capacity and will be exhausted before long. On timerohand, the authority of US
Federal Communications Commission (FCC) [80] reveaUifferent story, that is,
much of the licensed spectrum is almost idle in tmoscumstances. This
contradiction implies the inefficient spectrum mgeament policy in the presence of

wireless communication networks [128].

For the above reasons, an urgent issue, namely,thasilize the licensed
spectrum bands when they are vacant, has been broughr attention. To fulfil
the demand, CR [12, 18, 129, 130, 131] technolaggy leen proposed to mitigate
the problems resulting from the inefficient usadefrequency spectrum. In a CR
network, contending users are divided into two caiegoprimary users (also called
licensed users) and secondary users (also callédensed users or CR users).

Primary users should not be interfered by secondaeys during their transmission.
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On the contrary, secondary users must release #p&ictrum occupation when

primary users are detected.

This chapter develops a performance model of &®@CR network subject
to self-similar traffic, which employs dynamic spreen access protocol. Dynamic
spectrum access is different from all the aforemoaeid scheduling mechanisms on
allocating the resource to contending users inrtéevorks. Before the dynamic
spectrum access is induced, the Medium Access @ofNfAC) is introduced as
preliminary. Theoretically, MAC [132, 133] is desred as an effective methodology
to allow the contending users on a Wired/WirelesANL to share their
interconnecting resource. According to whether or aaabordinator is required for
the protocol, MAC can be classified into two categerinamely, distributed MAC
and centralized MAC [134]. Distributed MAC is alsdled decentralized MAC in
some open literature [130, 135]. Scheduling medmasiwhich were discussed in
previous chapters are all centralized access melbgy, since it is a necessity to
have a coordinator which is able to regulate anddéethe order of accessing the
resource among contending users. However, thistehajevelops an analytical
model of a wireless communication system which eggptlistributed access control

protocol for packet transmission.

This chapter begins with modelling the residual mervwhich may be
received and shared by secondary users in a CRoretl is important because
residual service left by primary users enable seryiroviders to measure the service
which can be assigned to potential secondary ugedsting studies commonly
assume the residual service to be ON-OFF processedlyl Such a modelling

approach does reduce the complexity of calculatiang depicts the fluctuating
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nature of the residual service. However, the exgsperformance studies of CR
networks based on such an assumption may be protitermgs they do not take the
traffic pattern of primary users into account. Agemted, the fact throughout this
thesis is that self-similar nature consists infitaffows of almost all communication
networks. To fill the gap, this chapter aims to jdevan analytical tool for
estimating the residual service left by the primasgr by taking its traffic pattern
into account and predict queueing behaviours oividdal secondary users of the
CR network. It is worth noting that the channel cayaconsidered in this chapter
follows general Gaussian distributions instead oindpea constant, because the
fading effect has significant impact on channelagay and results in its variability

and randomicity [136, 137, 138].

The remainder of this chapter are organized dmwe: Section 7.2
introduces the functionality and how packets arendgeserviced through the
designated CR network. Performance analysis of Rex€works is demonstrated at
two steps in Section 7.3. Firstly, the residualvieer left by the primary user is
modelled by a stochastic process. Afterwards, fiigaach of obtaining the queue
length distribution of individual secondary usess given. In Section 7.4, the
developed model is validated under various reptesiga scenarios. Finally, this

chapter is summarized in Section 7.5.

7.2 System Description

In this section, essential preliminaries for thalgtical model regarding the

CR technique will be demonstrated.
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AP (Bursty service)

Figure7.1: A CR network model in local domain.

From Figure 7.1, the designated CR network is comgad a primary user
and a group of secondary users equipped with a arsgwer (i.e., AP) which has
bursty service capacity. Two classes of users oontter the respective transmission.
Secondary user network which contains only the seaxyndsers can not plunder
service from the primary user network. The secondesgrs are assumed to be able
to perfectly sense and evade the existence of timeagy user in order that the
secondary users are able to contend for transmigsimediately after the channel is
available and no primary user is detected. A dynaspiectrum access scheme is
employed in the CR network. It allows and regulabesitsers to transmit packets by
sharing wireless channels. The dynamic spectrurasacscheme introduced in this
chapter mainly contains two parts. Firstly, it reessrthe high priority to the primary
user. Once the packet of the primary user sensgeshannel idle, it transmits right
after it reaches the head of the queue. Seconldéy,diynamic spectrum access

coordinates the transmission among the secondarg.us

The head-of-ine (HOL) packets of individual secaydausers are

responsible for monitoring the channel status. Wtinenchannel is sensed idle and
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persists for a period of Distributed Inter-Framea&p (DIFS), which is a fixed time
interval, the secondary users starts backoff psgr&ackoff is almost the most
recognized solution to resolve contention betweefierdint users which are
excepting to access the medium. It is essentiausecthere is not a controller which
manages the order of transmission of different uigerdistributed MAC. Different
users send packets simultaneously will result éndbllision which has impact on the
performance of the network, especially throughpuy. @nploying backoff, the
collision could be minimized when multiple secondarsers with HOL packets
sense the channel idle at the same time. Spebificle exponential backoff
algorithm [139] is employed for resolving collis® The method requires each user

to randomly select a number which is uniformly disited in the rangéO,W -1),
whereW is defined as the contention window in this chaptér=W,,;, is the initial

value of any packet for its first transmission ape. For each transmission failure of

one packet after its fist attemm/ is doubled, up to a predefined maximum value
Whax = 2mein, hereb is the number of transmission failures. The packiéitbe

sent when the corresponding backoff reduces toi®.wbrth noting that the backoff
countdown process deactivates when a transmissidetésted on the channel, and
resumes when the channel is sensed idle again afelFS. In this study, the
transmission failure of a packet occurs only whieis packet is collided. It is not
needed for the primary user to uphold a backofbitilgm for the reason that it

transmits the HOL packet only on the condition thatchannel is idle.
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7.3 Performance M odelling

7.3.1 Modelling of theresidual service

The dynamic spectrum access manages the servimegatme network users.
It is not hard to see that the maximum servicegassl to secondary users lies on the
behaviour of the primary user. In addition, thevasy actually received by each
secondary user is interconnected. To eliminateiritexactions in the CR network,

each user is finally isolated from the originalwetk step by step.

Firstly, all the secondary users are isolated friima CR network by the
residual service left by the primary user. The oigd residual service guarantees
that the performance of the secondary users inigblated system is statistically
equivalent to that of the original one. In det#ike service discipline which handles
the primary and secondary users is inherently edeint to PQ scheduling scheme.
Accordingly, the primary queue is almost certaintypy of the reason that the high
priority queue is served with the entire capacityh@ system and the total queue of
a PQ system is almost composed of that the low prigrart. To this end, a
reasonable assumption can be made, that the optpaéss of the primary user,

denoted byr'(t) is identical to its original arrival process. Henahe residual

service capacity left by the primary user can vegi

Cs(t) =C(t) —r'(t) = C(t) - Ay (1), (7.1)
where E(t) is the bursty service capacity of the originalwmk. A, (t) denotes the

original traffic flow of the primary user. It is @ired as

Ap(t) =mpt + /apmpZ(t), (7.2)
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where m, and a, are the mean arrival rate and the variance coefficof the
corresponding traffic flowZ(t) has two properties: 1) it is a normalized fractiona
Brownian motion and has stationary increments; 2g Tinst and the second
moments ofZ(t) are O and"? for all t, H, is the Hurst parameter of the primary

traffic flow. The variance function of this formuéd fBm process is given by

_ 2H
Vp(t) =a,mpVp(t) =apmpt™ . (7.3)

Then, the covariance of fBm process can be obtdiged

1
CV(ts,ty) = Eam(ts2H +13M - (ts —tg)?M). (7.4)

In the virtual system shown in Figure 7.2, all setary users are treated as a
unique arrival, i.e., the secondary network. Hemice,virtual system is composed of
two arrival sessions. The session of high priopi#yt is the primary user, while the

other session of low priority is the secondary roekw

Ao High priority
—
A(t)

- . . . Low priority

Figure7.2: A virtual PQ system

It is worth noting that the overall service cappdis characterized by a

Gaussian stochastic process and defined as
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C(t) ~ (nv), (7.5)
wheren andv are the mean and variance of the service proeeskthe variance

function this Gaussian processagnt whereag is the variance coefficient.

g

According to the PQ scheduling mechanism, the pymeser receive the
overall service capacity and hence can be reaslilaied from the original system.
However, the queueing performance of the primagyr issnot being derived because

of the under utilized spectrum fact aforementioned.

On the other hand, the queueing behaviour of tlwerskary users is of

concern. It is not hard to see the actual servicén® secondary networlés(t) is
the reminder of extracting\, (t) from 6(t). és(t) can be modelled by a Gaussian

variance v+a,m, and variance function

process with meann—mp ) pMp

apmpt2Hp +agnt for the following reasons: 10§S(t has stationary increments

since it can be characterized by its mean and nmtaZ)és(t ) can be justified by

the Central Limit Theorem.

It is obvious that the traffic flow of the seconglaretwork is not involved in
the procedure of obtaining the residual serviceacdp above. In other words, the
residual service capacity is efficient no mattewhthe secondary network is
organized or which protocol is employed for aiditrgnsmission. However, the

virtual traffic flow of the secondary network isfaeed asAg,(t )for corroborating

the efficiency of the decomposition approach and #tcuracy of the obtained

service capacity.
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7.3.2 Service Capacity of Individual Secondary Users

The second critical issue in this chapter is howarialyze the performance of
individual secondary users in a CR network. Witle tlesidual service capacity
which is obtained in Section 7.3.1, the primaryrus®sd the secondary network have
been isolated from each other. In what followsapproach to obtaining the service
capacity of each secondary user is presented. Yehderived effective service
capacity, each secondary user can be isolatedtfierasecondary network and forms
a SSSQ system with the corresponding effectives=rConsequently, the queueing
performance of each secondary user can be obthinegamining the corresponding

SSSQ system.

In this study, the traffic flows of the secondargets follow identical

distribution, which is denoted as

Agy(t) = mgt +Jagmg, Z(t), (7.6)
where mg, andag, are the mean arrival rate and variance coefficiszgpectively.
The Hurst parameter of the traffic flow is denotgdH,. For ease and clarity of

explanations, the following definitions are given

p’ channel idle probability

Po the probability that a station (secondary useenmpty

r transmission rate (saturation)

T transmission rate (n~saturation

Pe collision probability

o mean service time of a packet

o' time interval between the starts of two consecutieerements of th
backoff counter

m the number of collisins before a successful transmis

Ng, the number of users in secondary nety

Wooin the minimum contention window

TsiEs short interframe space
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ToiEs DCF interframe spa

Tack time to transmit an ACK message

Theader | time to transmit the MAC header and PHY header
Thody time to transmit the packet body/payl

For each secondary user (user and station arelvaegeable in this part), it
can only establish the transmission when the cpording queue is non-empty, the

transmission probability of a secondary user cagiten by

r=1'"(1-pg), (7.7)
where 7' denotes the probability that a user transmits undde saturated traffic
condition. According to the famous Bianchi modeB9], the expression af' is

given by

r'= 2(1_2pc)_1((1_2pc)(\Nmin +1) + PMnin @~ 2b pcb) ) (7.8)
The corresponding definitions can be found in theva list. p,, the empty

probability of a station is equal to the servefizdtion of the corresponding SSSQ

because the buffer is infinite. On the other hahd,channel idle probabilityp’, is

given by

p'=@-1)"y, (7.9)
because the channel is only idle when none of thersutransmits. Likewise,

collisions occur then one afg, users is transmitting and at least one of the
remainingng, —1 users transmits simultaneously. Hence, the cofligrobability

can be expressed as

P =1-@-n)™ L, (7.10)
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The actual service capacity received by individdedondary users is the reverse of

its mean service time, namely,

Cy, =1l0. (7.11)

The mean service time is the interval from theanse that a packet becomes an
HoL packet to the point that it is successfullynsmitted. Mathematically, it can be

denoted as

0 =Taccesst Ttrans: (7.12)
where T, .essiS the mean channel access delay of an HoL patketservice time is

assumed to be exponentially distributed. Henceatteal received service capacity

by a single secondary user is a Poisson proceds watiance functionCgt .

Provided that a packet is successfully transmitiéel experiencing a number of
collisions, its access delay consists of the délayn m unsuccessful transmissions

and delay from(m+1) backoff stages. Therefore, we have
-3 e W 1) m
Taccess= 2| MT +UJZT p a-p), (7.13)
m= i=0
whereT, is the mean duration of a single collision. Henod, is the time wasted

on m failed transmissionsI. is given by

Te = Theader Thody * Tack * Tsiks * Tpirs - (7.14)
Let pg be the probability that there is a successfulsimgission among the

remaining(ng —1) users when the tagged user is in the backoff stddence, we

have
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ps = (ns~D7(L-7)"s7%. (7.15)
Since the channel is idle with probabilifyy, a successful transmission occurs with

probability ps , and a collision happens on the channel with goiba

@-po—ps) , o' is given by

o' = PoTs * PsTiranst @= Po = Ps)Te, (7.16)

whereT,,,. denotes the successful transmission time of a packe

Tirans = Tsirs * Toirs * Tack * Theader™ Thody- (7.17)

7.3.3 Queue Length Distribution

Given the effective service capacity of individsacondary users, the queue
length distribution of each secondary user canelaglity obtained by examining the
corresponding SSSQ systems. Naturally, the quexggtHeaccumulating process can
be expressed as

QL(t) =sur{As (], 1) ~Cs(j, 1)), t L (o0, ). (7.18)
jst

Accordingly, Equation (7.19) always holds

P{QL(t) > %} 2 P{( A, (0,t) ~C5 (0,1)) — (As (0, ) ~Cs (0, j))} . (7.19)
Consequently, for a stable system it has

P{QL(t) >3} = H{QL(0) > X

= P{sugCs(t) - As(t)] > %}
t<0 N (7.20)
> rp>a0><P{ As(t) -Cs(t) > %
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For a Gaussian distributed variable, the tail probability can be given by the

following equation

PY >y} =

y_my] (7.21)
\

y

wherem, andv,, are the mean and varianceof Combing Equations (7.20) and

Yy

(7.21), a lower bound of the queue length distrdsutan be given as

P{OL > X} 2 maxd)[m] . (7.22)

20| Ve (®) +vin(t)
where C and m are the mean of the service capacity and arriate, r

respectively.vs (t )and vg(t ) are the variance functions of the corresponding

process. By employing a further approximation [9],

d(y) = (2m) V2 L+ y) Fexpey? 1 2), (7.23)
and solving Equation (7.22) and (7.23), the loweurd of the queue length

distribution can be finally given by

P{QL>x} = (2m) Y2 @+ x) 2 ex{— (C-rig+x° } (7.24)

2(va(9) +Vin(9))

whereg = Hg(1-Hg) ™ (n-m, -m,) ™" obtains the maximum in Equation (7.22).

The following gives an analytical upper bound ofe tlqgueue length
distribution which has been introduced in [119] aaldo regarded as a basic

approximation:
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, _ (x=(C-rmtr) 2
P{QL'> x} < ex;{ 20 () + Vi (1) ] (7.25)

wheret* >0 and minimizes

_ (x=(C-m)?

" v

(7.26)

Based on experiments, the geometric mean of theedlbaver and upper bounds can

be used as the approximation of the queue lengthition.

7.4 Model Validation and Performance Analysis

This section validates the developed model thraraghparing analytical and
simulation results. At the first place, it is ofegt importance to examine the residual
service capacity left by the primary user. Becatle, derivation of queue length
distribution of each secondary user is based onrdsidual service capacity.
Secondly, further comparisons between the analyéind experimental results for

the secondary user are demonstrated.

7.4.1 Validation of the Residual Service Capacity

The simulation is developed by employing C. Thédfitegfor both primary
and secondary users are generated by adoptingathe sonditionalized midpoint
algorithm as demonstrated in the previous chapfes.verify that the residual
service obtained is accurate, a unique virtuaficrdfow is set as the input of the
secondary network. It has been demonstrated iniddet3.1 that the secondary
network traffic is not involved in the derivatiorf the residual service capacity.

Hence, the analytical and experimental resultshef secondary network can be
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directly compared by examining an SSSQ system subgethe virtual traffic flow

and the derived residual service capacity.

The parameter settings for the three cases of timagy and virtual

secondary traffic flows are shown below:

Case Im, =10p/s,mg =80p/s,a, =L ag =1L H, = 07,Hs = 0.7.
Case 2m, =10p/s,ms =80p/s,a, =L as =1, H, =08 Hs = 08.
Case 3m, =20p/s,ms =70p/s,a, =Las =1 H, =07 Hs =07

The mean service capacity of the original chansedet to be 100 packets/second

(p/s), and the variance is 100.

10°

analytical

O simulation | ]

10!

107}

P(Q>X)

10°]

-4
10 ¢

10°

0 20 40 60 80 100 120 140 160 180 200
gueue length x

Figure 7.3: The analytical and simulation results on the distribution of queue
length in Case 1.

In the first case, the mean arrival rate of thengry traffic is 10% of the total
service capacity and that of the secondary tré&fig/s. Note that 10% is the widely

reported proportion of the arrival arte of primarsers to the service capacity of the
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channel. Figure 7.3 shows that the analytical tesafl queue length distribution of
the secondary traffic flow well matches the simolatresult. Moreover, it can be
seen from the same figure that t he experimentallrés asymptotically exact to that
of the simulation, as queue length increases. Théservations validate that the
residual service received by the secondary netwarkich is derived by the

proposed approach is effective and accurate.

In the second case, the setting of the arrivaleesahat of Case 1 on Hurst
parameters. Hurst parameters of both primary traffnd secondary traffic are
increased. This is an important alteration, sirfoe Hurst parameter reveals the
degree of self-similarity of the traffic and haspatt on the variance of the traffic.
Firstly, the phenomena which observed in Casel haitl in this case. Compared to
Case 1, it is worth noting that the proportion bé tarrival rates to the service
capacity has not changed in this case, however, gilneue length increases
significantly. This demonstrates the effect of therst parameter on the queueing

performance.

In case 3, the proportion of the total arrival e toriginal service capacity
remains. However, the arrival rates of the primand secondary users are re-
configured. Specifically, the load of the primargffic is increased from 10% to
20%, and meanwhile decreases the arrival rate efsdtondary traffic to 70 p/s.
From Figure 7.4, it can be found that the analytresult still shows excellent
agreement with the simulation one. The phenomernahwhkere observed in Case 1

still hold in this case.

By observing the analytical and simulation resaftall three cases, there are

two findings: 1) The variable service process thaidels the dynamic residual
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service left by the primary user is truly effecti& The approach that is adopted to

calculate the queue length distribution under \d€i@ervice capacity is accurate.

0
10 ; ; ; ; ‘ ‘ ‘ 3
analytical ]
O simulation |1

10!

1071

P(Q>X)

10°]
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10 . . . . . . .
0 100 200 300 400 500 600 700 800
queue length x

Figure 7.4: Theanalytical and simulation results on the distribution of queue
length in Case 2.
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Figure 7.5: The analytical and simulation results on the distribution of queue
length in Case 3.
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7.4.2 Validation of Queueing Performance of Secondary Users

Because the secondary network has no impact owimgrihe residual
service, this service is valid to any secondarywoet no matter how they are
organized. This study applies the residual sertacéhe secondary network which
employs the dynamic spectrum access scheme whiitrasluced in the previous
sections to coordinate the data transmission adrgiary users. The parameters are

shown in Table 7.1.

Two cases demonstrate the validity of the develapedel. In the first case
there are 5 stations/secondary users contendintpéaresidual service capacity. The

traffic flows of the secondary users are identarad given as and the channel bit rate

is 22 Mbits/s. The arrival of each secondary usent =160p/s,a® =1, H > = 075.

Table7.1

ODCEF System Parameter Settings
Packet size 8184 bhit:
MAC header 272 bit:
PHY header 128 bits
ACK 112 bits + PHY header
Propagation Delay 1 us
Slot Time Length 50 us
DIFS period 128 pus
SIFSperiod 28 s
Minimum Contention Window | 32
M aximum Contention Window | 102

The traffic flow of the primary user has the samaeiance coefficient and the

Hurst parameter, while the mean arrival rate isd%hannel capacity in terms of
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Figure 7.6: Analytical and simulation results of the case with 5 stations.
packet. This study did not give the queue lengtithefprimary user for the reason
that its payload is too low comparing to the chammapacity. On the other hand,
Figure 7.6 presents the queue length of each sacpnaser. Apparently, the
analytical result agreed with the simulation regwién when the order of magnitude

drops to 16 .

Analytical |]

O Simulation |}
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A

0 5 10 15 20 25 30 35 40
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Figure 7.7: Analytical and simulation results of the case with 10 stations.
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For the secondary case, the number of the contgndiers is increased to

10. Still, the traffic flow setting is given as® =58p/s,a® =1,H°® = 075. The
channel bit rate is down to 11 M bits/s which iscah most employed value of

practical wireless networks. The arrival rate af girimary user is 60 p/s.

By examining Figure 7.7, it can be readily founattthe analytical result
shows excellent agreement with the simulation tesdihis implies the
appropriateness and efficiency of the developedagmt of obtaining the service of
the secondary user network. In addition, it cardéemed that the developed model
for studying the queue length distribution of indival secondary users in CR

networks is feasible and accurate.

7.5 Summary

Recently, there has been a growing interest inystgdthe Cognitive Radio
(CR) technique, which provides a means to addiessssues resulting from the
increasing demand of spectrum usage and the inatieqwailable spectrum. A lot
of research efforts have been made on various dapigarding CR networks, such
as, spectrum sensing, opportunistic spectrum dghagind maximized downlink

throughput.

However, little work has been reported on analyzhmg residual service left
by the primary user and the queueing performancgeobndary users in present of
self-similar traffic. This chapter has developedaaalytical model for addressing the
performance of CR networks, where self-similarficafs adopted as the input of
both primary and secondary users and the varididertel capacity is modelled as a

stochastic Gaussian process by taking the fadingrenaf wireless channels into
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account. Specifically, the primary and secondasrsigre isolated from the original
CR network respectively by employing a service degosition approach.
Subsequently, the queue length distribution of esatondary user is obtained by
further deriving their corresponding effective deev that is equivalent to the
actually received service in the CR network. Finathe performance of the complex
secondary network was addressed by examining thglesiSSSQ systems subject to

the original inputs and with the obtained effectesvice.

Extensive experiments have validated the develapgdoaches to obtain the
residual service left by the primary user and tfiective service actually received
by individual secondary users, as well as the ppedamodel for investigating the
gueue length distribution of individual secondasgrs. The analytical results show
excellent agreements with simulation ones. Theegfitircan be concluded that the
developed model can be adopted as an efficienfeostudying the performance of

CR networks in the presence of self-similar traffic
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Chapter 8

Conclusions and Future Work

With the growing proliferation of network based timledia applications, the
provisioning of differentiated QoS in communicatioetworks has become an
increasingly pressing demand. The differentiatedSQwas induced tremendous
research efforts on traffic scheduling mechanisiftsis chapter summarizes the
major work reported in the thesis with the focustbe novel analytical models
which have been developed to investigate and medkarperformance of various
scheduling systems. Further, the trend of the dgwveént of the resource allocation

scheme and future direction of studying the schiegwdlgorithms will be discussed.

8.1 Conclusions

Scheduling mechanisms are pervasively implemented practical
communication systems to enable the provisionin@ifiServ QoS. In this thesis,
novel analytical tools for performance analysis caitralized and decentralized
scheduling systems in the presence of self-siniikfic have been demonstrated.
The appropriateness and accuracy of the develomettlshhave been validated by
the comparison between analytical and simulatisulte. The simulators of the
designated scheduling systems are programmed imh€.fBm traffic traces are
generated by using the conditionalized random midpdisplacement algorithm.

The major achievements are summarized as below:
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In Chapter 3, the Hurst parameter estimators apdieapto investigate the
practical traffic datasets provided by MIT Lincdlab. The measurement results has
verified that the traffic exhibits self-similar nae. Further, the estimators have been
employed to investigate the traffic datasets whidiude Denial-of-Service (DoS)
attacks. Through the experiments and observatisadiave the following findings:
1) The attacked traffic datasets still featuredf-sehilar nature. 2) The Hurst
parameter increases in the presence of the hugeurdnmad malicious traffic.
Particularly, three commonly adopted attack medrasiare taken into account. The
traffic shapes which depict the datasets of difie®oS attack mechanisms are
different, i.e. constant rate, rump up behaviout polse. The same results regarding
the Hurst parameter has been observed when theatsts are applied on these

datasets.

In Chapters 4, 5, 6, analytical models for certeadi scheduling mechanisms
have been developed. As a start, DRR scheduliisguied, which is a promising
scheduling mechanism owing to its nearly perfethéss in terms of throughput and
low computational complexity. The variable packizeshas been fully taken into
account in developing the analytical model andwiggi the distribution of queue
length for individual traffic flows. Further, thenpact of the variable packet size on
the performance of the DRR system has been exarbyedploying the developed
model. Finally, the configuration of the weights idividual flows has been

investigated in order to meet the desired QoS rements.

Subsequentially, an analytical model for a hybrf@G®PS scheduling system
has been developed. This hybrid scheduling mecimaimtegrates the PQ scheduling

and GPS scheduling. This study is inspired by tfteeHop Behaviours (PHBS) in
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the DiffServ structure, i.e., expedite forwardirgsured forwarding and best effort
forwarding. The multimedia applications which hasteingent QoS requirements
should be marked for expedite forwarding PHB. Tineetinsensitive applications
could use assured forwarding, and the non-critejaplications belong to class
handled by best effort forwarding. PQGPS scheduiéng novel algorithm which
can provide guaranteed and high-speed servicegh piriority level meanwhile
support the assured forwarding and best effortisety configuring the weights in
GPS scheduling system. The developed model ofyhedchscheduling system is an
efficient tool for analyzing the performance of kaaffic flow in the PQGPS
system. Specifically, a bound approach has beeelalged to isolate the individual
gueues from the original system and hence conkiertdmplex system into a group
of Single-Server Single-Queue (SSSQ) systems. Bygdihis, the performance of
the PQGPS system can be readily obtained by exagitlie obtained SSSQ

systems.

Next, a nested PQ scheduling mechanism which isbtapof supporting
differentiated QoS with transmission error conti®lconstructed. The transmission
over the medium is not perfect all the time. Thétgseen circumstance may result
in the transmission error. Therefore, a mathemhatiezdel has been developed for a
multi-buffer Automatic Repeat reQuest (ARQ) systefhe novelty of the multi-
buffer ARQ system lies in its capability of prowidi prioritized service to different
traffic flows, meanwhile retransmitting the erroagkets within the corresponding
priority level. The developed model is an efficigabl for analyzing the loss
probabilities for each buffer. In more detail, eattbsystem which is composed of
an arrival buffer and an ARQ buffer in the sameogty level is separated by

obtaining the effective service capacity. Furthemndhe ARQ buffer is isolated
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from the arrival buffer by decomposing the effeetigervice capacity of the
subsystem. Eventually, the loss probabilities hbgen calculated. The developed

model is validated by comparing the analytical kssand simulation results.

Finally, an analytical model has been given forradsing the performance of
CR networks, where self-similar traffic is adoptasl the inputs and the variable
channel capacity is modelled as a stochastic Gaugsbcess by taking the fading
nature of wireless channels into account. The ehgé of modelling a CR network
lies in its medium access discipline. The primasgrs must not be disturbed during
their transmission, and the secondary users ordgive the residual service and
contend for the chances of transmission. Unlike ekisting studies, in this study the
primary traffic is modelled as an fBm process. Thee derive a bursty residual
service, instead of directly using ON-OFF sources decondary users. In more
detail, the CR network has been divided into an @3$$stem and a secondary
network which contains all secondary users. Aftedsa the effective service
capacity is further derived in terms of the meawise time for each packet. Finally,
the desired queueing performance has been obtaift@dugh the comparison
between the analytical and simulation results, as ftbeen demonstrated that the
derived residual service capacity of the CR netwsmfficient regardless of how the
secondary network is organized. Hence, the obtaiesidual service capacity is not
limited to the CR network presented in this thegibjch makes it an efficient tool

for analyzing the performance of primary and seeopdisers in CR networks.
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8.2 Futurework

Modelling of traffic scheduling mechanisms is &l open issue. To the best
of our knowledge, there are a large number of camst in modelling the exact

behaviours in practical communication networks.

For the work presented in Chapter 5, we will tryetdend the decomposition

approach for GPS scheduling mon = 3 buffers in order to make a more general

approach to analyzing the queueing performancéefcbmplex system. The main
theoretical basis which inspires us is the shapalicy of the excess service. The
analytical model is developed based on allocatiegetxcess service for two session

GPS system, and hence it leads the way, to> 3 sessions scenario.

As aforementioned, it is onerous to find a perfeethematical model for
characterizing wireless channels in diversified iemments. The actual channel
capacity is affected by various reasons, such asggrconsumption, medium and
unforeseen interferences. A more general and pedathannel model is preferred.
In addition, performance modelling of CR networkghwmulti-input and multi-

output is still an open issue.

For other aspects, our analytical models which @mesented in this thesis
assume an infinite buffer. However, if the bufferfinite, which is true for most
existing practical communication systems such asters and switches, the
developed models can be enhanced following theaflextending or modifying the

queue length distribution and combining the knowgkedf the G/G1/k queue.
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