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Abstract

This thesis analyzes semiconductor optical amplifier (SOA) based all-optical
switches experimentally and through numerical simulations. These devices are
candidates for optical signal processing functionalities such as wavelength conver-
sion, regeneration, and logic processing in future transparent optical networks.

The factors governing the modulation bandwidth of SOAs are determined,
and schemes for reducing detrimental patterning effects are discussed. Three
types of SOA-based switches are investigated numerically: so-called standard-
mode and differential-mode switches, and the filtering assisted switch. Differen-
tial -mode switches are shown to eliminate one contribution to the patterning
effects, referred to as the linear patterning. This enables operation at bitrates far
beyond the limit set by the carrier lifetime, but ultimately a saturation-induced
patterning effect, nonlinear patterning, is found to limit the performance. Two
implementations of differential-mode switches, the Mach-Zehnder interferometer
(MZI) and the delayed-interferometer signal converter (DISC), are compared at
bitrates up to 160 Gb/s, and fundamental differences in terms of noise filtering
are demonstrated.

The DISC, consisting of an SOA and an asymmetric MZI filter, is analyzed in
the small-signal regime, and the obtainable modulation bandwidth is expressed
analytically. A new optical spectrum approach to small-signal analysis is intro-
duced, and is used to assess the bandwidth enhancing effect of different optical
filters, as well the impact of the filter phase response. Experiments at 40 Gb/s
verify the predictions of the small-signal analysis.

Wavelength conversion is demonstrated experimentally at 40 Gb/s using a
simple filtering-assisted scheme with an ultra-low optical switching energy, and
up to 80 Gb/s employing MZIs operated in the standard-mode, also assisted by
bandwidth enhancing filtering.

The impact of 2R regeneration (re-amplification and re-shaping) is explained
through simulations, and demonstrated using MZIs at 10 Gb/s. In addition, the
2R regenerative capability of a novel all-active 2x2 coupler is verified, also at
10 Gb/s. 3R regeneration (2R + re-timing), based on a cross-gain modulation
wavelength converter and a MZI, is demonstrated at 40 Gb/s in a recirculating
loop experiment over 4000 km. Moreover, an optical subsystem for NRZ clock
recovery, based on self-phase modulation and cross-phase modulation in an SOA,
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and capable of generating the 40 GHz spectral component from a 40 Gb/s NRZ
signal, is presented.

All-optical Boolean logic gates and functionalities involving several gates are
investigated experimentally and numerically. Boolean AND and XOR gates are
realized experimentally with MZIs, at 20 Gb/s and 10 Gb/s, respectively, whereas
combinations of Boolean functions in MZIs are used to demonstrate a 3-input
XOR gate, a data segment bit comparator, and a compact parity checking scheme,
all at 10 Gb/s.
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Resumé (in Danish)

Denne afhandling analyserer rent optiske switche baseret på optiske halvleder-
forstærkere gennem eksperimenter og numeriske simuleringer. Disse komponenter
er kandidater til at realisere optisk signalprocessering såsom bølgelængdekon-
vertering, regenerering og logisk processering i fremtidens transparente optiske
netværk.

Faktorer bestemmende for halvlederforstærkeres modulationsbåndbredde er
bestemt, og metoder til reducering af skadelige mønstereffekter diskuteres. Tre
typer halvlederforstærker-baserede switche er undersøgt numerisk: Såkaldte stan-
dard -mode og differentiel-mode switche og den filtreringsassisterede switch. Det
vises at differentiel-mode switche eliminerer et af bidragene til mønstereffekterne,
kaldet lineær mønstereffekt, mens den endelige begrænsning for ydelsen sættes af
en mætningsinduceret effekt, kaldet ulineær mønstereffekt. To implementationer
af differentiel-mode switche, Mach-Zehnder interferometret (MZI) og delayed-
interferometer signal convertereren (DISC), sammenlignes for bitrater op til 160
Gb/s og fundamentale forskelle i deres støj-filtrerende egenskaber demonstreres.

DISC komponenten, der består af en halvlederforstærker og et asymmetrisk
MZI filter, er analyseret i små-signal grænsen, og den opnåelige modulationsbånd-
bredde er udtrykt analytisk. En ny metode til små-signal analyse, der baserer
sig på det optiske spektrum, introduceres og benyttes til at bestemme den bånd-
breddeforøgelse der kan opnås med forskellige optiske filtre. Ydermere analyseres
effekten af filtres faserespons på modulationsbåndbredden. Eksperimenter ved
40 Gb/s bekræfter små-signal analysens forudsigelser.

Bølgelængdekonvertering er demonstreret eksperimentelt ved 40 Gb/s v. hj.
a. en filtreringsassisteret teknik med ultra-lav switch-energi, og ved bitrater op til
80 Gb/s v. hj. a. MZI’er opereret i standard-mode konfiguration, også assisteret
af båndbreddeforøgende filtrering.

Indvirkningen og betydningen af 2R regenerering (forstærkning og støjun-
dertrykkelse) forklares gennem simuleringer, og demonstreres ved 10 Gb/s med
MZI’er. Ydermere verificeres de regenererende egenskaber af en ny type rent-
aktiv 2x2 kobler, også ved 10 Gb/s. 3R regenerering (2R + jitterundertrykkelse),
baseret på en bølgelængdekonverter opereret i kryds-gain modulation og et MZI,
er demonstreret ved 40 Gb/s i et loopeksperiment over 4000 km. Derudover
præsenteres et delsystem til klokkegendannelse for NRZ signaler, baseret på selv-
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fasemodulation (SPM) og kryds-fasemodulation (XPM) i en halvlederforstærker.
Systemet genererer den spektrale komponent ved 40 GHz udfra et 40 GHz NRZ
signal.

Rent-optiske Boolske logiske gates, og funktionaliteter der involverer flere
gates, er undersøgt eksperimentelt og numerisk. Boolsk AND og XOR er re-
aliseret eksperimentelt v. hj. a. MZI’er, ved henholdsvis 20 Gb/s og 10 Gb/s,
hvorimod kombinationer af Boolske funktioner i MZI’er anvendes til at demon-
strere en 3-input XOR gate, en datasegment bit-komparator og en kompakt
paritetschecker. Alle funktionaliteter er undersøgt ved 10 Gb/s.
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Chapter 1

Introduction

At the onset of the new millennium there seemed to be a clear consensus in
the fiber-optic community about the future role of optics in communication net-
works. Already, fiber-optic transmission had provided very impressive increases
of the system capacity through the Wavelength Division Multiplexing (WDM)
technology. Such systems were widely implemented by network operators, and
it was expected that within the foreseeable future, optics would also replace an
increasing number of electronic functionalities. This should pave way for the
transparent optical network, capable of routing an optical signal from its source
to destination, entirely in the optical domain. Hence, the vision was that the
optical signal should propagate through the transmission fibers, and avoid being
converted into an electrical signal for switching- or signal processing purposes.
The main motivation for implementing a transparent optical network was to
overcome the so-called electronic bottleneck - the limitation in terms of capacity
imposed by electronics in general.

Today, 4-5 years down the line, the industry seems to be in the early phase
of a recovery after a historic crash that brought down giant corporations and
numerous start-up companies alike [1,2]. So what happened? Industry magazines
have had 4-5 years to answer the question, and have not missed the opportunity.
Most analysts agree that the heavy investment in WDM equipment by network
operators lead to an overcapacity that is yet to be exploited, and that this is
the primary reason the telecommunication market turned bad [3]. Moreover, in
hindsight experts agree that the expectations to the telecom business before the
down-turn were blown out of proportion, and that a crash was inevitable [3].
However, it was not all hype. The exponential growth of Internet traffic - a
claim regularly found in the introduction of scientific publications a few years
back - really did happen, and did prompt a huge demand for bandwidth. The
demand was met by the WDM technology, which proved to be a cost-effective
way of upgrading existing fiber infrastructure from carrying a single channel to
supporting a large number of channels at different wavelengths. In combination
with the Erbium-Doped Fiber Amplifier (EDFA), WDM technology provided a
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huge capacity, which is still growing, due to introduction of new types of fiber
and optical amplifiers [4, 5]. As it turned out, even the exponential growth of
the Internet - currently unfolding at an overall rate of 20% per year [6] - was
not enough to exploit the enormous capacity brought about by the new optical
technologies. Bandwidth-demanding “killer applications” were needed to fill the
spare capacity, but did not arrive, and finally the boom ended in a bust in 2001.

The forecast for the future looks promising though, and money is being made
again. According to a recently published report, US optical network equipment
vendors experienced double-digit revenue growth rates in the fourth quarter of
2003 [7], and the tendency is the same for optical component vendors. Systems
implemented today are still primarily point-to-point, which means that all WDM
channels are terminated and processed electrically at each node. Since converting
signals between the optical and electrical domains at high bitrates is costly and
power consuming [8], keeping the signals in the optical domain may be attractive
from a technical and economical point of view. This is feasible, since photonic
space switches have been commercially available for several years, and have been
successfully tested in field trials [9]. Such switches, or Optical Cross Connects
(OXC), can e.g. be based on Micro Electro-Mechanical Systems (MEMS), in
which the angle of tiny mirrors are controlled to steer the signal light from its
input port to its correct output port. One manufacturer claims that basing a
network on its MEMS switches provides savings of 50-90% [9]. Such savings are
made possible by avoiding the signal termination at each node, thereby elim-
inating lasers, receivers, and transponders by replacing the costly high-speed
electronic switch core with an OXC.

Implementation of all-optical switch fabrics in the networks is the first step on
the way to the transparent optical network. To avoid collisions between WDM
channels, termed “blocking”, no two channels can be assigned the same wave-
length on the same WDM link between two nodes. For large networks this re-
quirement is difficult to fulfil without wavelength conversion, i.e. the ability to
change the wavelength of a channel from one link to another [10].

Transparency implies that optical signals may traverse numerous OXCs be-
fore being terminated. This accelerates signal impairments such as accumulation
of noise from EDFAs, chromatic dispersion, jitter, and fiber nonlinearities, which
puts a serious constraint on the size of the transparent network. However, by
implementing all-optical regeneration, a function equivalent to that of the op-
toelectronic (OEO) repeater, the impact of signal impairments can be reduced
dramatically, which enables network scalability [11—14].

Optical Packet Switching (OPS) has been proposed as a technology for better
exploiting the network resources [10]. Apart from fast (ns) switch fabrics, optical
packet routers benefit from 3R1 regeneration, and require header/payload sepa-
ration, header re-insertion, and buffering. In addition, a control unit is required

13R: Re-amplification, Re-shaping, Re-timing
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to schedule e.g. the output port and output wavelength of each packet, and to
control the switch resources to ensure correct switching [10, 11, 15, 16]. Most of
these tasks have been demonstrated in laboratory environments, but in all cases
the control unit has been electronic. However, in a future scenario, where op-
tics has reached a higher level of maturity, it is envisioned that optical solutions
may move all the way into the control plane to perform e.g. address recogni-
tion [17—19], and header update/label-swapping [20—22] at bitrates exceeding the
limits of electronic processing. The promise of all-optical processing is not lim-
ited to packet switching, but may find applications in high-speed circuit switched
networks as well. Either way, optical implementations of Boolean logic gates are
expected to play a key role.

This thesis focuses on some of the key building blocks for realizing transparent
optical networking, namely all-optical wavelength conversion, regeneration, and
logic gates. Although several technologies are available for implementing these
functionalities, the focus is mainly on Semiconductor Optical Amplifier (SOA)
based switches, in particular SOA-based Mach-Zehnder Interferometers (MZIs).
These switches are superior on a number of key points, as they are potentially
ultra-fast, extremely versatile with respect to applications, have a large optical
bandwidth, and can be integrated [23],[p9].

The work represents a physical layer perspective on SOA-based optical switches,
where experimental demonstrations are supported by detailed physical modeling.
As a result, the density of mathematical manipulations is quite extensive. Al-
though this may come at the expense of ’reader-friendlyness’, the mathematical
description provides valuable insight into the operation, performance, and opti-
mization of SOA-based switches.

The structure of the thesis is as follows: Chapter 2 motivates switching and
signal processing in the optical domain and provides an overview of relevant
technologies and schemes.

In Chapter 3, a detailed one-dimensional large-signal time-domain model of
an all-optical MZI switch is given. The model forms the basis of the modeling
effort, and is employed extensively in Chapters 4, 5, 6, and 8. In addition, a
two-dimensional Finite-Difference Beam Propagation Model (2D FD-BPM) is
presented, which is used to investigate a novel multi-moded optical switch in
Chapter 6.

Chapter 4 uses a small-signal approach to analyze the carrier dynamics of
SOAs. It focuses on the influence on a continuous wave (CW) probe signal,
which either propagates in the same direction (co-propagation), or in the oppo-
site direction (counter-propagation) as the modulated signal. Conclusions based
on the small-signal analysis are tested against the large-signal model. Pattern-
ing effects are described, and divided into two categories: linear and nonlinear
patterning. Alleviation of both types of patterning is discussed.

In Chapter 5 a detailed numerical investigation of the SOA-based MZI switch
is given. The switch may be operated in two different modes, referred to as the
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standard-mode (SM) and differential-mode (DM), and both are optimized with
respect to interferometer phase-bias, input powers, and bias currents. Another
DM-type wavelength converter switch - the Delayed-Interference Signal Converter
(DISC) - is compared to the DM-MZI at bitrates up to 160 Gb/s, and fundamental
differences are identified and quantified. Following this, a small-signal analysis,
based on the analysis of the field envelope, is presented. This approach provides a
convenient way of investigating the effect on the small-signal frequency response
of placing an arbitrary optical filter after an SOA.

In Chapter 6, all-optical wavelength conversion at 40 Gb/s and above is
demonstrated experimentally. In one experiment a single SOA followed by a
band-pass filter (BPF) is used to wavelength convert a 40 Gb/s Return-to-Zero
(RZ) data signal with a record-low data pulse energy of 3 fJ, while maintaining
the data format and polarity. Wavelength conversion at 40 Gb/s is demonstrated
in two other experiments, using an active-passive and an all-active MZI, both
operated in the standard-mode. The response of the all-active MZI proved fast
enough for 80 Gb/s. Moreover, the all-active device is employed as a 2x20 Gb/s
to 40 Gb/s WDM to Optical Time Division Multiplexing (OTDM) translator
and multiplexer. Finally, a numerical investigation of a novel Dual-Order MOde
(DOMO) wavelength converter is carrier out. The work presented in sections
6.2.2 and 6.3 was done in collaboration with Martin Nord (COM).

The topic of Chapter 7 is all-optical regeneration, and it starts with an intro-
duction to the principle of reshaping, before presenting a demonstration of 2R2

regeneration in a MZIs at 10 Gb/s. The tolerance at 10 Gb/s of a MZI-based
3R regenerator towards chromatic dispersion is then analyzed, followed by a 40
Gb/s recirculating loop demonstration of a 3R regenerator based on a cascade of a
Cross-Gain Modulation (XGM) wavelength converter and an active-passive MZI
operated in standard-mode. Subsequently, a novel and very compact 2R regen-
erator based on a Multi-Mode Interference SOA (MMI-SOA) is introduced, and
demonstrated at 10 Gb/s. Finally, all-optical extraction of the 40 GHz base fre-
quency from a 40 Gb/s Non-Return-to-Zero (NRZ) signal is demonstrated using
self-phase modulation (SPM) and Cross-Phase Modulation (XPM) in an SOA.
The work in section 7.3 was done in collaboration with Martin Nord (COM) and
Martin Nordal Petersen (COM), the results in section 7.4 were obtained with
Elodie Balmefrezol and Bruno Lavigne (Alcatel CIT, France), whereas the work
in section 7.5 was obtained with Jan De Merlier (formerly IMEC, University of
Gent, Belgium).

Chapter 8 demonstrates all-optical Boolean logic gates, implemented with all-
active MZIs, and logic functionalities obtained by combining Boolean functions.
The principle of obtaining the NOT, OR, AND, and XOR functions with MZIs
is explained, and all-optical AND and XOR is demonstrated at 20 Gb/s and 10
Gb/s, respectively. XOR with NRZ input data is found to introduce pattern

22R: Re-amplification, Re-shaping, although 2R is often used even though amplification does
not take place
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dependent jitter, and the tolerance of the XOR gate towards poor temporal syn-
chronization of the input signal is investigated experimentally and numerically.
Then, two XOR gates are cascaded to demonstrate a 3-input XOR gate oper-
ating at 10 Gb/s, followed by a scheme for bit-comparison in segments of input
data, implemented with a single MZI operated at 10 Gb/s. Finally, an all-optical
bit-parity calculator with SOA-amplified feedback is demonstrated with a single
all-active MZI. Simulations asses the maximum bitrate at which the parity cal-
culator may be operated. The experimental results in sections 8.1.4, 8.2.1, and
8.2.2 were obtained with Jakob Buron (COM), while the experimental work in
section 8.2.3 was made in collaboration with Martin Nordal Petersen (COM) and
Martin Nord (COM).

Chapter 9 concludes the thesis.



Chapter 2

Towards transparent optical
networks

The vision of complete transparency in optical networks, and its potential ben-
efits in terms of cost and performance, is fuelling a world-wide research effort
in all-optical technologies. Employing optics for switching and signal processing,
in addition to transmission, enables transparent switching of entire wavelength
channels or even bands of wavelengths. Avoiding termination, electrical switch-
ing, and electrical processing has the potential benefit of saving cost by avoiding a
lot of electronic and optoelectronic hardware at intermediate nodes. Whilst both
electrical- and optical systems are transparent to content, only optical systems
are to a certain degree transparent to signal format and bitrate [24]. Such trans-
parency makes the network more flexible, being able to handle different signal
types from potentially different edge node interfaces, and may make upgrades
more cost-effective, by enabling re-use of installed equipment.

This Chapter motivates the work presented in the thesis, with a realistic view
on the future of all-optical signal processing. First, the motivation for switching
signals in the optical domain is elaborated on, followed by a discussion of trans-
parency in a network employing all-optical wavelength conversion, regeneration,
and logic functionalities. Then, the current state of optoelectronic interfaces for
3R regeneration and wavelength conversion is presented, which sets a reference
to compare all-optical solutions against. Finally, different technologies for im-
plementing all-optical wavelength converters and regenerators are presented and
compared.

2.1 The benefits of transparency

Switching in the optical domain is expected to lead to a higher bitrate per WDM
channel, since the switch fabric, if implemented using e.g. MEMS technology, is
truly bitrate transparent, and not restricted to a single bitrate, as opposed to
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OEO switches, which use electronic processing. The upgrade from 2.5 Gb/s to
10 Gb/s per channel, that took place towards the end of the last century, offered
a reduction in the cost per bit, and this is expected to be the case again with
the forthcoming upgrade to 40 Gb/s [25]. This is anticipated even if switching
remains in the electrical domain, so in combination with optical switching the
cost saving may be even larger [9]. Switching in the optical domain is receiving
attention for another - more practical - reason. As the port-count of electrical
cross-connects increases the number of internal high-speed electrical interconnects
scales poorly due to the need for parallelization. This leads to a large power
consumption, which dictates a minimum physical size of the switch fabric [8,
26]. The long electrical interconnects represent a source of loss and distortion,
which limits the total throughput of the switch. An optical switch fabric, or an
electrical switch using optical fibers for interconnections, is not bound by the
same constraint, since fiber is a superior transmission medium.

The fact that MEMS switches as large as 256x256 are still being offered by
a number of vendors [9, 27, 28] at the end of the industry downturn, seems to
indicate that implementation of optical space switching is a matter of when and
not if. Today, wavelength conversion and 3R regeneration is carried out in the
electrical domain. This means that introducing an optical switch fabric actually
removes functionality that needs to be replaced by optical solutions.

As the size of the network increases, finding an available wavelength that
can carry the signal on all links to the destination node becomes increasingly
difficult [29]. This can be alleviated by decreasing utilization, by either decreas-
ing the network load, or by increasing the number of wavelengths per link [30].
Low utilization is bad economics, and there is a physical limit to the number of
wavelengths that may be carried per link. These are main reasons why optical
networks will benefit from wavelength conversion capability. Wavelength conver-
sion ensures a reduced probability of wavelength blocking with a modest total
number of wavelengths, since the same wavelength may be re-used and assigned
on a link-basis, rather than on a global scale [31]. Moreover, the added flexibility
of wavelength conversion allows for simpler network management, protection and
restoration [32].

For Optical Circuit Switched (OCS) networks, wavelength conversion can
to some extend be avoided by careful wavelength assignment [33], or by using
multiple fibers between nodes [30]. However, if a fiber breaks and traffic must be
routed along alternative paths, the flexibility of wavelength conversion enables
faster and simpler restoration [34]. For OPS networks wavelength conversion is
needed to resolve contention issues [35] in the absence of an all-optical random
access memory.

Optical signals accumulate detrimental effects when propagating through the
network, and require 2R or 3R regeneration to enable scalability. To some extent,
new modulation formats, Forward Error Correction (FEC), and Raman amplifi-
cation [4,5] represent alternatives to regeneration, as they all increase the power
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Figure 2.1: (a) optoelectronic 3R regenerator based on a decision flip-flop (DFF) [36]. The 2R part
(dashed box) may be replaced by an optical gate (b)

budget in one way or the other. However, this is only the case for point-to-point
links, where all WDM channels have equal properties at the input. In a network
scenario, individual WDM channels pass through numerous nodes on the way to
their destinations. A specific link between two nodes may carry WDM channels
with different accumulated dispersion, Optical Signal-to-Noise Ratio (OSNR),
etc, but regardless the link must be able to transport all the channels to the next
node. This prompts the need for an interface that equalizes the quality of the
individual channels, to make sure that equipment such as Dispersion Compen-
sating Fiber (DCF) and optical amplifiers in the link have similar impact on all
channels. A regenerator - all-optical or optoelectronic - is such an interface.

Logic functionalities in the optical domain are likely to be implemented after
regeneration and wavelength conversion functionalities, since logic gates are less
mature, and their implementation generally more complex. The potential impact
of all-optical logic is by no means clear at this point, since optical logic gates are
at least 50 years behind their electronic counterparts in terms of maturity. It
seems likely though, that a first introduction of optical logic in a real network
will implement a very simple function at the line rate, which reduces the required
bandwidth of the surrounding electronics, which will still be needed for functions
of higher complexity.

2.2 Optoelectronic interfaces

An option, which is being considered for a short to medium-term approach to
optical networking, is using optoelectronic (OEO) interfaces on an optical switch
fabric [37]. In this approach, which is illustrated in Fig. 2.1 (a), each WDM
channel is detected, 3R regenerated electronically, and modulated on a new op-
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tical carrier, possibly with a new wavelength, before entering the optical switch
fabric. The electronic and optoelectronic components required in such an inter-
face are fast photodetectors, a clock recovery circuit, a decision flip-flop (DFF),
driver amplifier, an electro-optic modulator, and a tunable Distributed FeedBack
(DFB) laser. An all-optical solution carrying out the same function may be real-
ized with fewer components, since the OE and EO conversion is bypassed. This
is illustrated in Fig. 2.1 (b), where the dashed box of Fig. 2.1 (a) is replaced by a
single nonlinear optical gate, which carries out the reshaping function equivalent
to the DFF. The remainder of the interface in Fig. 2.1 (a) is needed, regardless
of the whether regeneration is carried out electrically or optically. From Fig. 2.1
it seems obvious that the all-optical solution has greater potential on the long-
term, as the simpler design and the lower component count may be a cost-saver.
Moreover, the continued development of optical technology may provide a signifi-
cantly higher bandwidth. However, at present, this does not seem to be the case.
In a recent 40 Gb/s demonstration of the optoelectronic 3R regenerator setup
in Fig. 2.1 (a) [36], using a commercial DFF [38], the cascaded performance was
better than for the most recent all-optical SOA-based implementations [39, 40].
As it will be detailed in the introduction to Chapter 7, the power consumption
of the two schemes is very similar, and since this particular all-optical 3R regen-
erator is a quite complex two-stage design, the optoelectronic solution has the
upper hand.

Another approach, based on the integration of a photo diode and an Elec-
tro Absorption Modulator (EAM), is described as OEO [41], but is bordering
an all-optical solution, has been used to demonstrate retiming and wavelength
conversion, at a bitrate of 100 Gb/s [42]. The potential of this technology is de-
tailed in section 2.3, but here it should just be noted that all-optical solutions will
not necessarily outperform optoelectronics. The best scheme may be a hybrid
between the two.

2.3 State-of-the-art all-optical switches

All-optical regenerators, wavelength converters and logic gates are all based on
optical switches. An all-optical switch is here defined very generally as a device
capable of controlling one optical signal, the probe signal, by means of one or more
externally applied optical signals, which will be referred to as control signals. The
properties of the probe signal are described fully by the amplitude and phase
of the electric field representing the probe. Thus, all-optical switches rely on
the modulation of the amplitude and/or the phase of the probe signal through
an interaction with a physical medium, or on generation of a new signal by
interaction between the control signal and a pump signal through the medium.
The medium must be nonlinear in order for the interaction to take place, and
for practical reasons, the nonlinear medium usually takes the shape of an optical
waveguide. This enables confinement of the fields, which increases the intensity,
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and thereby the effective nonlinearity, compared to a homogeneous nonlinear
medium.

The choice of medium determines properties such as response time, efficiency1,
physical size, etc. In the following the fundamental properties of the nonlinear
media most widely used in all-optical switching are briefly reviewed, and sub-
sequently the current state-of-the-art demonstrations of wavelength conversion
and regeneration are presented. All-optical logic gates reported so far are with-
out exception based on the same optical switches as wavelength converters and
regenerators. The requirements are thus the same, and a review of the current
state of all-optical logic is left to Chapter 8.

Switches based on resonant semiconductor waveguides such as SOAs or EAMs
can be made very compact, and for SOAs in particular, the control pulse energy
required to change the state of the switch - the switching energy - is lower than
any other practical medium available today [43, 44],[p4]. The main problem in
using SOAs and EAMs as nonlinear elements is their finite response time, which
limits the bitrate at which the switch can be operated. For an SOA, the response
time is governed by the carrier lifetime [45], which will be discussed in detail in
the following Chapter. For an EAM the limiting time constant is defined by the
magnitude of the external electric field, i.e. by the reverse bias voltage, which is
responsible for "sweeping-out" carriers from the active region [46]. Both SOAs
and EAMs can be designed to be polarization independent by compensating for
the different modal confinement of the TE and TM modes by straining the active
layer [47].

NonLinear Fiber (NLF) based switches exploit the third-order nonlinearity
of Silica (SiO2), which has a response time limited by the stimulated Raman
scattering (SRS) response of 60-70 fs [48]. Thus, for pulse widths larger than
≈1 ps, the response may be considered instantaneous. The down-side to NLF
as a nonlinear medium is the relatively low nonlinearity, which is at least 3
orders of magnitude smaller than that of SOAs [43] - even when highly nonlinear
Photonic Crystal Fibers (PCFs) are employed [49]. This means that in order to
accumulate a nonlinear effect equivalent to that of an SOA, the interaction length,
i.e. the length of the NLF in an all-optical switch is typically 10s-100s of meters
long in order to keep the switching energy at a level that can be facilitated by
Erbium-Doped Fiber Amplifiers (EDFAs). The long interaction length makes the
switch inherently sensitive to mechanical and thermal fluctuations, which makes
NLF-based switches ill-suited for practical systems applications. However, a lot
of effort is going into developing highly nonlinear PCFs, and progress is being
made. In [50], wavelength conversion at 10 Gb/s, based on Four-Wave Mixing
(FWM) in a 15 m long Holey PCF, was demonstrated. NLF-based all-optical
switches exploit either XPM [51—53] or FWM [50,54], and both processes require
co-polarized probe and control signals [48], which make the switches polarization

1Efficiency is often defined as the ratio of switched output probe power to input control
power
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dependent.
Another medium receiving a lot of attention is Periodically Poled LiNbO3

(PPLN) waveguides. Interaction between the control signal and an intense pump
signal takes place through the second-order Difference Frequency Generation
(DFG) process, which generates a new signal at a wavelength determined by
the wavelengths of the two input signals [55—58]. The efficiency, in terms of en-
ergy transfer from control signal to probe, is quite high [59], and is estimated to
be as high as 0 dB, not counting coupling losses [60]. The main advantage of
PPLN waveguides over SOAs is their almost instantaneous response, providing
a modulation bandwidth in excess of several Terahertz [60]. In addition, the ef-
ficiency does not depend on the control signal power, which gives rise to a very
large Input Power Dynamic Range2 (IPDR), measured to >30 dB in [60]. Finally,
compared to NLF the PPLN waveguides are relatively compact (< 10 cm) [56],
which makes them robust. However, as for XPM and FWM in fiber, DFG is
inherently polarization dependent, which may be reduced considerably however,
through polarization diversity schemes [61,62].

At present, active semiconductor waveguides are still believed to be prime
candidates for nonlinear elements in all-optical switches, as they consume less
power, and are potentially polarization independent. Furthermore, they allow
for integration with interferometers to form nonlinear gates [63], or with e.g.
electronics on an InP substrate [64].

2.3.1 Wavelength conversion

The requirements to an all-optical wavelength converter apply, for the most part,
generally to all-optical switches and include [23]: independence of input data
wavelength, polarization, extinction ratio, and OSNR, operation with low opti-
cal/electrical power levels, low chirp of output signal, simple and robust imple-
mentation, bitrate and format transparency, high IPDR, large optical wavelength
bandwidth, and high output OSNR. Not all these requirements can be fulfilled
by a single wavelength conversion scheme, but as describes in the following, some
techniques come close.

SOA-based techniques

Using that the probe gain provided by an SOA can be saturated by a control
signal, wavelength conversion by XGM has been demonstrated at 40 Gb/s [65].
This technique is very simple and provides a large IPDR (10 dB at 10 Gb/s [23]),
but reduces the extinction ratio of the converted signal when the wavelength of
the probe is higher than that of the control signal (up conversion). In addition,
the converted signal may be significantly chirped, which accelerates the impact

2 IPDR is often measured as the input power range of the control signal for which the excess
power penalty is < 1 dB
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of chromatic dispersion [23], and the signal polarity of the converted signal is
inverted compared to the input data.

XGM is accompanied by XPM, and this may be exploited by inserting SOA(s)
into an interferometer, which converts the phase modulation (PM) into amplitude
modulation (AM). Compared to XGM, SOA-based Interferometric Wavelength
Converters (IWCs) allow for a lower switching energy and chirp [23], control-
lable polarity of the converted signal, and similar performance for up and down
conversion [p7],[p9]. Moreover, reshaping is an inherent property of IWCs, which
enables cascadability of many wavelength converters [12]. A drawback to IWCs is
an inherently low IPDR, which, however, may be compensated for through active
control of the input power [p7]. IWCs have been monolithically integrated in the
Mach-Zehnder (MZI), Michelson (MI), and Sagnac (SI) configurations [66—68],
but due to a higher speed potential the MZI configuration is receiving the most
attention. The MZI and MI configurations may be operated in the so-called
standard-mode, in which the bitrate is limited to below ≈ 80 Gb/s, due to
the finite carrier lifetime. However, by employing a so-called differential control
scheme, in which the trailing part of the probe phase response is cancelled, oper-
ation at bitrates exceeding 100 Gb/s is possible. Fiber - SOA hybrid implemen-
tations of the MZI operated in the differential-mode, referred to as the Ultra-fast
Nonlinear Interferometer (UNI) [69] or Polarization Discriminating MZI (PD-
MZI) [70], have been demonstrated with Bit Error-Rate (BER) measurements
at 84 Gb/s [70]. The differential control scheme may also be realized in a fiber
Sagnac interferometer with an SOA as the nonlinear medium. This configuration
is dubbed Terahertz Optical Asymmetric Demultiplexer (TOAD) [71] or Semi-
conductor Laser Amplifier LOop Mirror (SLALOM) [72]. Finally, a very simple
differential-mode IWC, referred to as the Delayed-Interference Signal Converter
(DISC), and consisting of a single SOA followed by an asymmetric MZI filter,
has been used to demonstrate wavelength conversion up to 168 Gb/s [73,74] in a
hybrid setup, and up to 100 Gb/s with a monolithically integrated version [75].
Replacing the Asymmetric MZI filter of the DISC with a simple BPF gives rise
to similar broadband operation [p2],[p4]. In [76], this was demonstrated using a
Fiber Bragg Grating (FBG), which enabled wavelength conversion at 100 Gb/s.

Wavelength conversion by FWM in SOAs has been investigated intensely as
the technique is coherent, and consequently preserves not only the polarity, but
also the phase information, which is a necessity for wavelength converting signals
with advanced modulation formats such as e.g. Differential Phase Shift Keying
(DPSK). Another advantage of FWM is the ability to convert a whole band of
WDM channels to a band of new wavelengths, demonstrated at 10 Gb/s for a
band of 32 channels in [77]. Moreover, since the FWM product is proportional to
the complex conjugate of the data (control) signal, a FWM wavelength converter
may be used as an Optical Phase Conjugator (OPC), which is able to reverse
the impact of the accumulated dispersion if positioned between two identical
fiber spans. This technique was used to transmit an 80 Gb/s signal over 208
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km of standard single-mode fiber (SMF) in [78]. Although high-speed operation
at bitrates up to 100 Gb/s has been demonstrated [79], and tunability in excess
of 20 nm at 40 Gb/s [80] and 80 nm at 2.5 Gb/s [81] has been shown, the
conversion efficiency and OSNR are limited by the fact that the SOA must be
heavily saturated by the probe signal in order to reduce the effect of XGM [80].
The low OSNR limits the cascadability of wavelength converters based on FWM,
and so far recirculating loop experiments have not been carried out to quantify
this. Cascading two FWM wavelength converters at 10 Gb/s lead to a reduction
of the OSNR from ≈ 50 dB/0.1 nm to only ≈ 20 dB/0.1 nm after the second
conversion [82].

EAM-based techniques

Just as the gain can be saturate in an SOA and facilitate wavelength conver-
sion by XGM, the absorption can be saturated in an EAM by cross-absorption
modulation (XAM). This technique is equally simple as XGM, and has been re-
ported at bitrates up to 40 Gb/s [83]. As explained previously the modulation
bandwidth of EAMs is limited by the "sweep-out" time, which decreases as the
applied reverse bias is increased [84]. This leads to a trade-off between inser-
tion loss and speed, which translates into a poor conversion efficiency at high
speeds [84]. XPM in an EAM has also been exploited by using a hybrid imple-
mentation of the DISC [84], and in this configuration wavelength conversion at
80 Gb/s has been reported [84].

In a novel OEO scheme, a Travelling-Wave EAM (TW-EAM) is switched by
an ultra-short electrical pulse generated by a Uni-Traveling-Carrier Photo Diode
(UTC-PD) integrated with the EAM [41]. So far, this configuration, referred
to as the PD-EAM, has demonstrated power penalty free wavelength conversion
at 100 Gb/s in a fully integrated device with modest dimensions of 1 mm x 0.4
mm [42]. Details on the power consumption have not been published, but it could
potentially be very low.

NLF-based techniques

Wavelength converters based on XPM in NLF are realized much in the same
way as with the SOA counterparts, namely either by using a filter to perform
the PM-to-AM conversion, or by inserting the nonlinear fiber into an interfer-
ometer. Using the former approach conversion has been demonstrated at 80
Gb/s [21, 53], and by exploiting polarization rotation in a 1 km long nonlinear
fiber proceeded by a Polarization Beam Splitter (PBS), a PD-MZI type interfer-
ometer was realized at a bitrate of 160 Gb/s in [85]. In the same reference the
wavelength converted signal is converted a second time by means of Super Con-
tinuum Generation (SCG) and spectral slicing. Using a Nonlinear Optical Loop
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Mirror3 (NOLM) with 1 km highly nonlinear Dispersion Shifted Fiber (DSF),
wavelength conversion at 80 Gb/s over 50 nm was reported in [86].

PPLN-based techniques

Since DFG is a coherent process, wavelength conversion in PPLN waveguides
provides full transparency towards modulation format, as it is the case for FWM.
Penalty-free wavelength conversion of 160 Gb/s RZ data has been reported in a
6 cm long device with an efficiency better than −10 dB [87]. However, to obtain
this efficiency the device was heated to >90◦ C to avoid photorefractive effects,
which is not realistic in a deployed system. In another demonstration a PPLN
wavelength converter was made polarization independent by applying a compact
diversity scheme, involving counter propagating the TE and TM components [62].
This device was tested in a 500 km field trial at 40 Gb/s with negligible power
penalty.

2.3.2 Regeneration

Regenerators must fulfill the same requirement as wavelengths converters. In
addition, the nonlinearity of the gate is a key parameter, as it determines the
extent to which the fluctuations around the "0" and "1" levels of the signal
may be reduced [63]. Whether 3R regeneration is required in a system, or 2R
regeneration is sufficient, depends on the application. 1R regeneration, i.e. simple
re-amplification, is sufficient for carefully optimized long-haul submarine systems,
but in an optical network where signals may be split and reamplified several times
when traversing a network node, the accumulation of Amplified Spontaneous
Emission (ASE) will limit the size of the network, and prompt installation of 2R
regenerators. For even larger networks with more hops, the performance may
be limited by jitter introduced by noise from active components, environmental
fluctuations, XPM, or Polarization-Mode Dispersion (PMD) [88], which makes it
necessary to retime the signal as well [89].

SOA-based interferometers

2R regeneration is an inherent property of IWCs due to the nonlinear transfer
function [23,90]. Extensive recirculating loop experiments have been carried out
with integrated SOA-based MZIs to assess the cascadability and regenerative
capability. At 2.5 Gb/s, a 2R regenerator based on a cascade of an SOA-XGM
wavelength converter, with co-propagating data and probe signals, and a MZI
operated in standard-mode turned a BER floor4 after 4 spans of 400 km SMF
into a power penalty of only 3 dB after 9 spans [91]. In a similar experiment, the
XGM converter was operated with counter-propagating data and probe signals,

3A NOLM is a NLF-assisted Sagnac interferometer switch
4BER floor: Minimum BER approached asymptotically as received power is increased
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and the regenerated signal was passed through a 16x16 SOA-gate array in each
lap, containing 55 km of DSF. Due to the noise added by the gate array, and the
introduction of jitter from the counter-propagation XGM converter [92], only 8
laps could be tolerated. Adding sampling functionality to the MZI by replacing
the CW probe with a recovered clock signal, thereby realizing 3R regeneration,
the power penalty remained constant and < 1 dB after 70 laps [89]. At 40 Gb/s,
a 3R regenerator consisting of a cascade of two MZIs operated in differential-
mode has demonstrated 100 laps of 40 km DSF with fixed receiver sensitivity
after 2 laps. Finally, a simplified 3R regenerator made up of a SOA-XGM co-
propagation wavelength converter and a MZI operated in the standard-mode
has been demonstrated at 42.66 Gb/s with a BER of 10−4 (corresponding to a
BER<10−9 using FEC) after 100 laps of 300 km of SMF/DCF [39].

3R regeneration using the PD-MZI gate has been reported at bitrates up to
84 Gb/s in a single-regenerator experiment [93], and at 40 Gb/s in a recirculating
loop demonstration over 20 laps of 100 km DSF [94]. The retiming capability of
the DISC has been verified in a single-regenerator demonstration [95], and in a
loop experiment over 2500 laps of 400 km non-zero dispersion fiber and DCF [96].

EAM-based techniques

As for IWCs, 2R regeneration is inherent for EAMs operated as XAM wavelength
converters [46]. Replacing the CW probe signal with a recovered optical clock
enables 3R regeneration, which has been demonstrated at bitrates up to 40 Gb/s
in a single-regenerator experiment, where regeneration was performed between
two 500 km fiber links [97], with significant improvement of the signal quality.

The PD-EAM switch introduced in section 2.3.1 has been used to realize
retiming at 100 Gb/s in a single-regenerator experiment [42]. This is possible
because the switching window generated by the electrical pulse is rectangular-
like and slightly broader than the data pulse exciting the photo diode, which
provides tolerance towards jitter.

NLF-based techniques

2R regeneration is an inherent property of wavelength converters based on the
NOLM [98], due to the nonlinear transfer function of the Sacnac interferometer.
A detailed single-regenerator investigation at 10 Gb/s is presented in [99], but
should be observed at higher bitrates as well [86, 98]. Another way in which 2R
regeneration can be obtained, is by launching a high signal power into a nonlinear
fiber, and exploiting that the amount of SPM-induced spectral broadening has a
nonlinear dependence on the pulse peak power. By positioning a sharp filter away
from the carrier wavelength, only pulses with a certain ’threshold peak power’
are transmitted [100]. This technique has been used as the decision function in
a 40 Gb/s 3R regenerator demonstration over 1 million km, where the retiming
is obtained through in-line synchronous modulation [14]. The latter implies that
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the data pulses align to the timeslot during propagation [88]. In [96], a DISC
was used for retiming instead of synchronous modulation in a similar experiment,
also spanning 1 million km.

The highest bitrate at which 3R regeneration has been reported is 160 Gb/s,
and the implementation is based on the PD-MZI type wavelength converter de-
scribed in [85]. By broadening the data pulses before launching them into the
decision gate, consisting of 1 km nonlinear fiber followed by a PBS, an increased
tolerance towards jitter is obtained. The regenerative capability was investigated
in a recirculating loop with 62.2 km of fiber per lap, and after 3 laps (184 km),
the sensitivity improvement was > 3 dB [101].

2.4 Summary

In this Chapter it was argued that implementing all-optical switch fabrics may
save cost on the short to medium term, and possibly become necessary on the
longer term, to combat long electrical interconnects in the switch backplanes.
With the introduction of an all-optical switch fabric, all-optical wavelength con-
version and regeneration of individual WDM channels enables transparent op-
tical networking. Technologies and techniques for realizing optoelectronic and
all-optical wavelength conversion and regeneration were reviewed, and it was
concluded that since optoelectronic solutions for the coming upgrade to 40 Gb/s
are mature and commercially available, all-optical solutions are not likely to be
implemented at bitrates ≤ 40 Gb/s. On the medium term 40 Gb/s optoelectronic
interfaces may be used in connection with all-optical MEMS switches, but in a
future scenario, with line rates approaching 160 Gb/s, all-optical solutions for
wavelength conversion, 3R regeneration, and simple logic functionalities will be
needed to enable transparency. The most promising technologies for realizing
the required optical functionalities include SOAs, PPLN waveguides, and highly
nonlinear PCFs.



Chapter 3

Simulation tool for SOA-based
switches

Physical modeling of complex devices, such as all-active MZIs, is necessary in or-
der to understand their potential and limitations. In addition, a reliable physical
model may be used to investigate new configurations leading to superior ways of
operating devices, or possibly to development of entirely new device structures.
In this Chapter, the simulation tool used throughout the thesis is presented. The
tool is based on a detailed one-dimensional model, assuming homogeneity of the
field-intensity in the cross-section of the SOA, and is capable of modeling an all-
active MZI with up to six independent SOAs. Following this, a Finite-Difference
Beam Propagation Method (FD-BPM) with an inhomogeneous transversal grid
is introduced. This model accounts for field propagation in multi-moded SOAs
and is used to simulate the Dual-Order-MOde (DOMO) wavelength converter
detailed in Chapter 6.

The simulation tool may be broken into four parts as shown in the block
diagram in Fig. 3.1: an optical signal generator part, the SOA-based switch
itself, a signal processing toolbox, and finally an optoelectronic receiver. The
theory behind the model of the SOA-based switch is explained in detail in the
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Figure 3.1: Block diagram of large-signal simulation tool
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Figure 3.2: Schematic of the MZI switch, as it is represented in the model, including six SOAs, tunable
passive phase shift, and feedback paths (FBPs)

following, whereas the description of the interfaces to the model, i.e. the optical
inputs, signal processing options, and the receiver, is left to Appendix A.

The block dubbed "All—optical SOA-based switch" in Fig. 3.1 is basically
six SOAs connected through a number of couplers to form an all-active MZI
switch, with active input and output SOAs, also referred to as peripheral SOAs,
or an active/passive MZI switch, where only the interferometer arms are active,
or alternatively an advanced gate with optical feedback. The layout is depicted
in Fig. 3.2, which shows the six SOAs in a Mach-Zehnder configuration, along
with a number of optional feedback paths (FBPs) connecting inputs and outputs,
shown as dashed curves. Signals and ASE can enter all inputs/outputs. However,
optional isolators may be included in the FBPs to prevent bi-directional propaga-
tion, and they play an important role for some applications, as will be described
in chapter 8. Apart from the optional isolator, the FBPs are characterized by the
propagation delays τ2,30 , τ2,40 , as well as the coupling ratios of the 2x1 couplers
at the entry and exit points. These coupling ratios are labelled like the SOA at
the input/output in question, i.e.: rFB30 , rFB2 , and rFB40 . Since the couplers have
only two outputs, the two FBPs may not be active at the same time, as this
would require a 3x1 coupler at the input of SOA 2. Internally in the MZI, the
coupling ratios are also adjustable, and labelled r30 , r2, r40 , and r1 (see Fig. 3.2).
Moreover, the upper arm of the MZI is equipped with a passive phase tuning
section, which modifies the phase by ∆φt.

It is assumed that polarization effects can be neglected, and consequently
solving the field propagation becomes a matter of solving the scalar wave equa-
tion. Contributions to the carrier dynamics from intraband effects such as carrier
heating (CH) and spectral holeburning (SHB) are excluded in this model, which
sets a lower limit for the pulse width of signals that may be accurately propagated
through the SOA. This so-called critical pulse width may be expressed as [102]

τ cr =
ε

(∂g/∂N) vg
(3.1)

where ε is the nonlinear gain-suppression parameter due to CH and SHB, ∂g/∂N
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is the differential gain, and vg is the group velocity. For realistic values of ε =
1 · 10−23m3 and ∂g/∂N = 5 · 10−20 m2, the critical pulse width is ≈ 2.4 ps.

3.1 One-dimensional SOA-model

In the time domain, the forward propagating electric field can be expressed as
[103]
−→
E (z, t) = E(z, t)−→ex = 1

2

¡
A(z, t)ej(βz−ω0t) +A∗(z, t)e−j(βz−ω0t)

¢−→ex
= 1

2

³p
P (z, t)ejφ(z,t)ej(βz−ω0t) +

p
P (z, t)e−jφ(z,t)e−j(βz−ω0t)

´−→ex
(3.2)

where ∗ denotes complex conjugation, −→ex is a unit vector directed along the x-axis,
and A(z, t) is the complex slowly varying field envelope, with instantaneous power
and phase given by P (z, t) and φ(t), respectively. This description is referred
to as the slowly varying envelope approximation (SVEA), since the bandwidth
of A(t) must be negligible compared to the carrier angular frequency ω0 for the
separation of signal and carrier in (3.2) to be valid. The field envelope is assumed
spatially invariant in the (x, y)− plane, and thus propagation is limited to the
z−dimension. The propagation constant β is defined as β = nk0, with n being
the mode index. Eq. (3.2) is normalized such that the power averaged over a
period of the carrier is obtained as P (z, t) = A(z, t)A∗(z, t)1. Defining the Fourier
transform operator F as

E(ω) = F [E(t)] (ω) =

∞Z
−∞

E(t)ejωtdt (3.3)

the field may be described analogously in the frequency domain

E(z, ω) =
1

2

³
A(z, ω − ω0)e

jβz +A∗(z,−ω − ω0)e
−jβz

´
(3.4)

withA(z, ω) andA(z, t) being related through (3.3). For (3.4) to satisfy Maxwell’s
equations, E(z, ω) must satisfy the scalar wave equation

∂2E

∂z2
+ k20

¡
n2(ω) + χNL(N,ω)

¢
E = 0 (3.5)

where χNL is the nonlinear susceptibility given by [103]

χ
NL
(N,λ) =

c0n

ω
(
4π

λ

dn/dN

dg/dN
− jΓ)g(N,λ) (3.6)

= 2Γn
∂ncore
∂N

(N −Nr)− jΓ
cn

ω
g(N,λ)

1This is a common definition in the literature (see e.g. [103]), but strictly, the equality sign in
the second line of (3.2) is incorrect, as the power, per definition, is given by 1

2
|A(z, t)|2 . However,

this discrepancy is absorbed by the input boundary condition, and thus has no implications on
results or conclusions in this work.
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Here, c0 is the speed of light in vacuum, and g(N,λ) is the material gain, expanded
around a reference carrier density Nr in the second line of (3.6). According to the
Effective Index Method (EIM) [104], the mode index n can be approximated by
n ≈ nclad+Γ(ncore−nclad) for weak step index waveguides, where ncore and nclad
are the refractive indices of the active core of the waveguide and the surrounding
cladding, respectively, and Γ is the optical confinement factor. Consequently, a
carrier density induced change in the mode index ∂n

∂N∆N can be approximated by
Γ∂ncore∂N ∆N. This is convenient, since the effect of the waveguide is then only con-
tained in Γ. Another convenient definition is the linewidth enhancement factor,
α, related to the differential index change ∂ncore/∂N by

α = −2k0∂ncore/∂N
∂g/∂N

(3.7)

Taylor expanding the squared propagation constant to first order around ω = ω0,
and ignoring chromatic dispersion, yields2

β2 = n2k20 =
ω2

c20
n2 ≈ ω20

c20
n2(ω0) +

2k0n(ω0)

vg
(ω − ω0) (3.8)

where vg is the group velocity, defined as v−1g = [n+ ω (dn/dω)]ω0 /c0. Inserting
(3.4) and (3.8) into (3.5), using

F

·
∂A

∂t
e−jω0t

¸
= −j(ω − ω0)A(z, ω − ω0) (3.9)

and neglecting ∂2A/∂z2, which corresponds to assuming a slowly varying field
envelope in the z−direction, the wave equation for the forward propagating field
is reduced to

∂A

∂z
+
1

vg

∂A

∂t
=
1

2

µ
Γg(N,λ)− αl + j2k0Γ

∂ncore
∂N

(N −Nr)

¶
A (3.10)

where the internal scattering loss, αl, is added phenomenologically, and approxi-
mated by [105,106]

αl = Γ(a1 + a2N) + a3 (3.11)

Here, the constants a1 and a2 both depend on the amplifier length, and their
values may be found in Appendix D. The equation governing the propagation
of a backwards propagating field may be obtained by substituting β for −β in
(3.2), which changes (1/vg) ∂A/∂t into − (1/vg) ∂A/∂t in (3.10). Eq. (3.10) can
be split into two equations, governing the power and phase, respectively, of the
forward and backward propagating field

∂P±

∂z
± 1

vg

∂P±

∂t
= (Γg(N,λ)− αl)P

± (3.12)

∂φ±

∂z
± 1

vg

∂φ±

∂t
= k0Γ

∂ncore
∂N

(N −Nr) (3.13)

2Expansion of β2 around ω = −ω0 is obtained by replacing ω − ω0 by −(ω + ω0).
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Figure 3.3: Discretization of SOA with definition of forward and backwards traveling fields and ASE
spectra

where ± identifies the direction of propagation. It is important to point out
that P±(z, t) is interpreted as the field power confined in the active core of the
waveguide, i.e. P±(z, t) = ΓP±TOT (z, t), where P±TOT (z, t) is the total modal
power. This has implications for the boundary conditions at z = 0 and z = L,
where L is the length of the SOA, as well as for the carrier rate equation given
below.

Eqs. (3.12) and (3.13) can in general not be solved analytically, due to the
inhomogeneity of the carrier density N along the SOA. However, by dividing
the SOA into a number of sections, as illustrated in Fig. 3.3, small enough that
the carrier density may be considered constant within each section, (3.12) and
(3.13) may be solved numerically. Fig. 3.3 shows that the forward and backward
propagating fields associated with section i, A+i and A−i , are defined on the left
and right section border, respectively. The symbols P±sp,i,p represent the forward
and backward propagating ASE power in a specific bandwidth identified by the
index p.

Using the following finite forward-difference approximations for the differen-
tial coefficients

∂P

∂z

¯̄̄̄
i,t

≈
P t
i+1 − P t

i

∆z
(3.14)

∂P

∂t

¯̄̄̄
i,t

≈
P t+∆t
i − P t

i

∆t

where P t
i = P (z = zi, t = t), the forward propagating field power (+) of eq.

(3.12), may be expressed

∂P+

∂z

¯̄̄̄
i,t

± 1

vg

∂P+

∂t

¯̄̄̄
i,t−∆t

= (Γg(N,λ)− αl)P
+
i,t−∆t (3.15)
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This leads to

P+,ti+1 =
³
1 +

³
Γg(N t−∆t

i , λ)− αl

´
∆z
´
P+,t−∆t
i (3.16)

≈ exp(
³
Γg(N t−∆t

i , λ)− αl

´
∆z)P+,t−∆t

i

= Gt−∆t
i (λ)P+,t−∆t

i

where
Gt−∆t
i (λ) = exp

h³
Γg(N t−∆t

i , λ)− αl

´
∆z
i

(3.17)

is the single pass gain of section i at the wavelength λ, ∆t is the transit time of
one grid-spacing from i to i+1, and thus ∆z = vg∆t. The phase φ(z, t) does not
include the phase change due to propagation (see e.g. 3.2), but this can easily
be incorporated through the following Taylor expansion around the reference
wavelength λr

k0n =
2π

λ
n ≈ 2π

µ
n

λr
+ ng

µ
1

λ
− 1

λr

¶¶
(3.18)

with ng being the group index ng = c0/vg. Using (3.13), (3.14), (3.16), and
(3.18), the finite difference equation for the forward propagating complex field
envelope A+,ti = A+(z = zi, t = t) can be expressed

A+,ti+1 =

q
Gt−∆t
i (λ) exp

³
j∆φt−∆t

i (λ)
´
A+,t−∆t
i (3.19)

where ∆φti is the single-pass phase shift of section i at wavelength λ

∆φti(λ) = ∆φi(t, λ)

= 2π∆z

µ
n

λr
+ ng

µ
1

λ
− 1

λr

¶
+
Γ

λr

∂ncore
∂N

¡
N t
i −Nr

¢¶
(3.20)

An expression for the backwards travelling field envelope A−,ti = A−(z = zi, t = t)
is obtained analogously, and the results is

A−,ti−1 =
q
Gt−∆t
i (λ) exp

³
j∆φt−∆t

i (λ)
´
A−,t−τi (3.21)

3.1.1 ASE generation and propagation

The Einstein relation states that the spontaneous emission rate per optical mode,
rsp, equals the stimulated emission rate per photon Ecv [104]. This may be ex-
pressed in terms of the material gain and the inversion parameter nsp(λ)

rsp(λ) = Ecv = (Ecv −Evc)
Ecv

Ecv −Evc
= g(λ)nsp(λ) (3.22)
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where the stimulated absorption rate, Evc, as well as Ecv and rsp, are in units of
(length)−1 . The inversion parameter, which is also referred to as the spontaneous-
emission factor, or the population-inversion factor, is given by [104]

nsp(λ) =
Ecv

Ecv −Evc
=

·
1− exp

µ
hc0/λ−∆EqF

kBT

¶¸−1
(3.23)

Here, ∆EqF = EqF,c +EqF,v +Eg is the quasi Fermi-level separation, with EqF,c

and EqF,v being the quasi Fermi-levels for electrons and holes in the conduction
and valence bands, respectively. Eq. (3.22) implies that the number of sponta-
neously emitted photons at a given wavelength λ, coupled into the single guided
mode of the waveguide per second, is given by vgΓg(λ)nsp(λ). The material gain
spectrum g(λ) is known from Appendix B, and the spontaneous-emission factor
from (3.23), and thus the generation and propagation of spontaneous emission
(SE), and amplified spontaneous emission (ASE), may now be described.

The equation governing the propagation of SE and ASE is analogous to (3.12),
except for the addition of the spontaneous emission source term Γrsp(λ)E(λ)∆f,
which accounts for the mean SE-power coupled into the mode in an optical band-
width ∆f around the wavelength λ

∂P±sp(λ)
∂z

± 1

vg

∂P±sp(λ)
∂t

= (Γg − αl)P
±
sp(λ) + Γrsp(λ)E(λ)∆f (3.24)

Here, P±sp(λ) is the forward/backward travelling (amplified) spontaneous emission
modal power in one polarization state in the optical bandwidth ∆f, and E(λ) =
hc0/λ is the photon energy. Introducing a (z, t, λp) grid, where p identifies the
spectral component of bandwidth ∆λ, the forward propagating ASE power may
be expressed

P+,tsp,i+1,p = P+,tsp,i+1(λp) = Gt−∆t
i (λp)P

+,t−∆t
sp,i (3.25)

+
Γg(λp, N

t−∆t
i )nsp(λp, N

t−∆t
i )

Γg(λp, N
t−∆t
i )− αt−∆t

i

³
Gt−∆t
i (λp)− 1

´ hc20
λ3p
∆λ

where P+,tsp,i+1,p = P+sp(z = zi+1, t = t, λ = λp), and ∆λ =
¡
λ2/c0

¢
∆f is the noise

bandwidth in the wavelength domain. As for the field description, the backwards
propagating ASE is obtained analogously, and the results is

P−,tsp,i−1,p = P−,tsp,i−1(λp) = Gt−∆t
i (λp)P

−,t−∆t
sp,i (3.26)

+
Γg(λp, N

t−∆t
i )nsp(λp, N

t−∆t
i )

Γg(λp, N
t−∆t
i )− αt−∆t

i

³
Gt−∆t
i (λp)− 1

´ hc20
λ3p
∆λ

In each spatial grid-section the carrier density can be assumed constant if ∆z
is small enough, and thus the solution of (3.16) and (3.25) becomes a matter
of calculating the single-pass gain (3.17) and phase shift (3.20) over the entire
(z, t, λ) space. In the following, the carrier rate equation is introduced, which
relates the carrier density and the optical intensities in a self-consistent manner.
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3.1.2 The carrier rate equation

The rate equation provides the relationship between the injected current and
removal of carriers from the active region through spontaneous and stimulated
recombination

∂N

∂t
=

I

eHWL
−R(N)− (3.27)

1

hc0HW

X
direction

 X
signal,s

g(λs)λsPs + 2Γ

Z
g(λp)λp ePsp(λp)dλp


Here I,H,W,R(N), and ePsp(λp) is the bias current, height and width of the
active region, the spontaneous recombination rate, and the spectral power density,
respectively. The spontaneous recombination rate is approximated by a third-
order polynomial [104]

R(N) = c1N + c2N
2 + c3N

3 (3.28)

where c1, c2, and c3 are recombination coefficients identified as the nonradiative
recombination coefficient due to traps and defects, the spontaneous radiative
recombination coefficient, and the Auger coefficient, respectively. The first sum
in (3.27) includes the forward and backward travelling signals, whereas the second
sum represents the stimulated recombinations from the different input signals.
The integration is over the entire gain bandwidth of the SOA, and accounts for
the stimulated recombinations due to SE and ASE. The factor of 2 in front of
the integration takes into account that spontaneous emission is random and thus
distributed evenly between the two independent polarization states. In most
references, e.g. [103] and [107], the signal power in (3.27) is multiplied by the
confinement factor. This is not the case here, because Ps accounts for the confined
signal power. The boundary conditions below reflect this choice of normalization.

The integration in (3.27) is carried out numerically by approximating the
product ePsp(λp)dλp by Psp(λp), introduced in (3.25) and (3.26), and summing
over the discrete wavelengths with index p.

∂Ni

∂t
=

I

eHWL
−R(Ni)− (3.29)

1

hc0HW

 X
signals,s

g(λs, Ni)λsP
av
s,i + 2Γ

X
p

g(λp,Ni)λpP
av
sp,i,p


The assumption that the carrier density is constant in each section of the SOA
implies that the total power is constant in each section. Thus, the summation
over propagation directions has been eliminated, and the signal and ASE powers



3.1. ONE-DIMENSIONAL SOA-MODEL 25

replaced by the average powers P av
s,i and P av

sp,i,p, given by

P av
s,i =

1

∆z

Z
i

·¯̄̄
A+s,i(z)

¯̄̄2
+
¯̄̄
A−s,i(z)

¯̄̄2¸
dz (3.30)

=
Gi − 1
ln(Gi)

·¯̄̄
A+s,i

¯̄̄2
+
¯̄̄
A−s,i

¯̄̄2¸
where

¯̄̄
A+s,i

¯̄̄
and

¯̄̄
A−s,i

¯̄̄
are the field amplitudes of the forward and backward

propagating fields of wavelength λs, respectively, calculated on the left and right
edge, respectively, of section i. Analogously, the average ASE power in section i,
in the bandwidth ∆λ around λp, is given by

P av
sp,i,p =

Gi(λp)− 1
ln(Gi(λp))

h
P+sp,i,p + P−sp,i,p+ (3.31)

2
Γnsp(λp, Ni)g(λp, Ni)hc

2
0

λ3p ln(Gi(λp))
(Gi(λp)− 1− ln(Gi(λp)))

#

3.1.3 Boundary conditions

The only thing missing for the above description to be self-consistent, is the
boundary conditions of the fields and ASE power at the input and output facet
of the SOA. If the sections are numbered i = 0...Nz − 1, from left to right, the
boundary conditions for the left facet may be expressed

A−,tout =
p
ξLA

−,t−∆t
0

q
Gt−∆t
0 ej∆φt−∆t0 (3.32)

P−,tsp,out,p = 2ξLP
−,t−∆t
sp,0,p Gt−∆t

0 (λp) (3.33)

A+,t0 =
q
ξLΓ(1−R1)P

+
in(t) +

p
R1A

−,t−∆t
0

q
Gt−∆t
0 ej∆φt−∆t0 (3.34)

P+,tsp,0,p = R1P
−,t−∆t
sp,0,p Gt−∆t

0 (λp) + (1−R1)ξLP
+,t
sp,in,p/2 (3.35)

where A−out is the output field envelope at the left facet, and P
−
sp,out,p is the modal

ASE power at wavelength λp, with both independent polarization states taken
into account, at the left facet. R1, ξL, P

+
in(t), and P

+
sp,in,p are the reflectance of the

left facet, the fiber/SOA coupling, the modal input signal power, and the modal
input ASE power at λp, respectively. The latter represents the ASE power in both
independent polarization states, and is thus divided by 2. For the same reason
(3.33) contains a factor of 2. P+,tsp,in,p is zero unless there is a noise source in front

of the SOA, such as e.g. an additional SOA. If P+,tsp,in,p is generated by another
SOA in an integrated MZI, the coupling loss ξL in (3.35) is neglected (ξL = 1).

Since
¯̄̄
A−,tout

¯̄̄2
in (3.32) represents the confined power, the modal output signal

power from the left facet is normalized by Γ, and given by P−,tout =
¯̄̄
A−,tout

¯̄̄2
/Γ.
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Figure 3.4: Schematic of (a) 1x2 and (b) 2x1 couplers, with coupling ratio γ.

Similarly for the right facet

A+,tout =
p
ξLA

+,t−∆t
Nz−1

q
Gt−∆t
Nz−1e

j∆φt−∆tNz−1 (3.36)

P+,tsp,out,p = 2ξLP
+,t−∆t
sp,Nz−1,pG

t−∆t
Nz−1(λp) (3.37)

A−,tNz−1 =
q
ξLΓ(1−R2)P

−
in(t) +

p
R2A

+,t−∆t
Nz−1

q
Gt−∆t
Nz−1e

j∆φt−∆tNz−1(3.38)

P−,tsp,Nz−1,p = R2P
+,t
sp,out,p + (1−R2)ξLP

−,t
sp,in,p/2 (3.39)

Here, A+,tout is the field envelope at the right facet, and P+sp,out,p is the modal
ASE power at λp (both polarization states). R2 is the facet reflectance and
P−sp,in,p is the modal ASE power at λp (both polarization states) launched from
the right facet. As for the left facet, the modal output signal power becomes

P+,tout =
¯̄̄
A+,tout

¯̄̄2
/Γ. If more than one signal is injected at either facet, which is

generally the case when the SOA is part of an all-optical switch, all the signals
must satisfy (3.32), (3.34), (3.36), and (3.38).

For an SOA in a MZI, there are additional boundary conditions, as several
SOAs are interconnected through potentially asymmetric couplers. The asym-
metric 1x2 splitter, which is sketches in Fig. 3.4 (a), may be modeled as·

AC
out,1

AC
out,2

¸
= T

C
(r)AC

in (3.40)

=

· √
r

√
1− r√

1− r
√
r

¸
AC
in

where T
C
(r) is the coupler transfer matrix for the power coupling ratio r. Simi-

larly, the 2x1 combiner in Fig. 3.4 (b) is described by

AC
out = T T

C
(r)

·
AC
in,1

AC
in,2

¸
(3.41)

where TT
C
(r) is the transpose of T

C
(r). Due to the symmetry, these couplers do

not introduce a phase shift between the two arms, as it is the case for a 2x2
coupler [108]. With the definition of the coupler transfer matrices in (3.40) and
(3.41) the propagation of signals through the MZI in Fig. 3.2 is described in full,
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and the forward propagating output field at the right facet of SOA 1, A+out,1, may
be expressed

A+out,1 = A+in,2
p
GT,1GT,2e

jφT,1ejφT,2
·q

r2(1− r03)r1GT,3e
jφT,3ej∆φt(3.42)

+
q
(1− r2)r04(1− r1)GT,4e

jφT,4

¸
where the time index has been omitted for clarity, and GT,j and φT,j are the
total single pass gain and phase shift for SOA j. The corresponding output
power, P+out,1, becomes

P+out,1 = P+in,2GT,1GT,2

£
r2(1− r03)r1GT,3 + (1− r2)r

0
4(1− r1)GT,4

+2
q
r2(1− r2)r1(1− r1)(1− r03)r04

p
GT,3GT,4 (3.43)

× cos ¡φT,3 − φT,4 +∆φt
¢¤

Interchanging the indices 1 and 2, and + and −, an expression for the backward
propagating output field at the left facet of SOA 2, A−out,2, is obtained. Notice
that by setting r1 = r2 = r03 = r04 =

1
2 , (3.43) is reduced to the familiar expression

P+out,1 =
1

8
P+in,2GT,1GT,2

h
GT,3 +GT,4 + 2

p
GT,3GT,4 cos

¡
φT,3 − φT,4 +∆φt

¢i
(3.44)

ASE generated in SOA 2 propagates through the MZI, and is assumed to be
modulated by a transfer function equivalent to (3.43). Thus, the contribution
from SOA 2 to the forward propagating ASE at λp on the left (input) facet of
SOA 1 becomes

P+sp,in,p,2→1 = P+sp,out,p,2
£
r2(1− r03)r1GT,3(λp) + (1− r2)r

0
4(1− r1)GT,4(λp)

+2
q
r2(1− r2)r1(1− r1)(1− r03)r04

q
GT,3(λp)GT,4(λp) (3.45)

× cos ¡φT,3(λp)− φT,4(λp) +∆φt
¢¤

ASE components generated in different SOAs have no phase correlation, and thus
the interference-term vanishes. Consequently, the contribution to the forward
propagating ASE power at the left facet of SOA 1 from SOAs 3 and 4 becomes

P+sp,in,p,3/4→1 =
£
r1 1− r1

¤ · P+sp,out,p,3
P+sp,out,p,4

¸
(3.46)

Here, P+sp,out,p,3 and P+sp,out,p,4 represent the ASE power at λp at the right facets
of SOA 3 and 4, respectively, including potential ASE contributions from SOA
30 and 40. Finally, the total ASE power at λp at the input of SOA 1 may be
expressed

P+sp,in,p,1 = P+sp,in,p,2→1 + P+
sp,in,p,3/4→1 (3.47)
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At this boundary, (3.35) relates P+sp,in,p,1 to the forward propagating ASE inside
SOA 1. For ASE generated in SOA 1, propagating through the interferometer in
the backward direction towards SOA 2, analogous expressions may be derived by
interchanging the indices 1 and 2, and + and −.

The OSNR of each of the four possible input signals to the MZI may be set to
a finite value through the input interface, as described in Appendix A. The OSNR
of the signal launched into a specific port is specified in a resolution bandwidth
of 1 nm. Before the signal enters the MZI it passes through a rectangular shaped
BPF of width ∆λF , which simulates a WDM demultiplexer, and thus the ASE
power at the input of the port is given by

P±sp,in,p =
P±in

OSNR

∆λF
1 nm

(3.48)

where + refers to input ports 30, 2, and 40, and − refers to port 1. The result
from (3.48) enters into the boundary conditions of the relevant SOAs in (3.35)
and (3.39). Notice that the ASE power launched into the device is assumed
homogeneously distributed over the noise bandwidth ∆λ. This is not expected to
have any impact when the noise is launched into ports 30 and 40, but for input
port 2 the situation is different, since this noise is in-band to the switched signal.
Thus, if ∆λF < ∆λ, which is the case in practice, since ∆λ = 10 nm is typically
used in the simulations, the OSNR calculated at the output of port 1 will be
overestimated. As a consequence, ∆λF is set equal to ∆λ for signals of finite
OSNR launched into ports 1 and 2.

A flow chart of the algorithm, as well as specific details about the implemen-
tation, is given in Appendix C.

3.2 Two-dimensional signal propagation

If the dimensions of the waveguide cross-section is large enough that the waveguide
is multi-moded, an incident field may excite a subset of the eigenmodes. This
leads to beating between the excited modes, which cannot be described without
a transverse dimension. Even if the incident field only excites a single eigen-
mode, the photon density may no longer be considered constant in the core of
the waveguide, which leads to an inhomogeneous carrier density. This cannot be
accounted for with the one-dimensional model presented in section 3.1. In the
following, the two-dimensional Fresnel equation, governing field propagation in
two dimensions, will be derived and cast in a form suitable for discretization.
The equation will be solved on a transversal, longitudinal, temporal (x, z, t)−
grid using a two dimensional FD-BPM, while simultaneously solving the carrier
rate equation to account for the time-dependent nonlinearities experienced by
the field.

Since a two-dimensional BPM calculation is very time consuming compared to
the one-dimensional counterpart, a simple material gain model is used, assuming
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linearity in the carrier density

g(N) = (∂g/∂N) (N −Ntr) (3.49)

where the differential gain ∂g/∂N is independent of λ and N , and Ntr is the
carrier density corresponding to transparency, i.e. zero material gain. Moreover,
ASE is excluded, which is a reasonable assumption for high optical input power,
where the contribution to gain saturation from ASE may be neglected. This
argument may not hold in all cases, and in section 6.4 it will be argued that ASE
may aid in reducing beating-induced cross-talk in a DOMO wavelength converter.

The starting point is the same as in the one-dimensional case, namely the
definition of the field. For simplicity, the complex conjugate term in (3.2) is
omitted in the following, reducing the electrical field to

−→
E (x, y, z, t) = E(x, y, z, t)−→ex = F (x, y, z, t)ej(βz−ω0t)−→ex (3.50)

where F (x, y, z, t) is the complex slowly varying field envelope. As explained
in section 3.1 the SVEA is valid for signals with a small bandwidth compared
to the carrier angular frequency ω0. However, the approximation also includes
the paraxial approximation, since the factoring of ej(βz−ω0t) implies that the
phase only evolves along the z−axis. This approximation holds for a small beam
divergence angle, which is guaranteed in the present context, since the Fresnel
equation is used to simulate long, narrow, dual-moded waveguides. The field is
assumed separable in x and y

F (x, y) = ψ(x)ϕ(y) (3.51)

where ϕ(y) is single-moded, while ψ(x) may be multi-moded. Moreover, ϕ(y) is
considered constant across the core, so that the inhomogeneity of the photon den-
sity occurs solely along the x direction. In the one-dimensional model the field was
considered a plane wave with a finite power and a confinement factor governing
the overlap with the fictitious waveguide. In this case the y−direction is collapsed
in the same way by calculating a confinement factor Γy for ϕ(y), and normalizing
ψ(x) so the instantaneous power is given by P (z, t) =

R |ψ(x, z, t)|2 dx. An ex-
pression for Γy is given in Appendix E. The integrand thus represents the power

density, in units of (W/m)
1
2 . With the collapsed y dimension the field envelope

can be expressed

E(x, z, t) = ψ(x, z, t)ej(βrefz−ω0t) (3.52)

Here, βref = n0k0 is a reference propagation constant, which is a convenient
definition, since there is not a single propagation constant if ψ(x, z, t) consists
of a superposition of eigenmodes, as opposed to a single-moded waveguide (see
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Figure 3.5: (a) Cross-section of waveguide with dimensions (W,H). (b) 1D Effective-index representation,
where effect of lateral dimension is included through effective index.

(3.2)). This is clarified by expanding ψ(x) in the eigenmodes Ψi(x)

E(x, z) =
X

ciΨi(x)e
jβiz (3.53)

=
hX

ciΨi(x)e
j(βi−βref )z

i
ejβrefz

= ψ(x, z)ejβrefz

where ci are the field excitation coefficients, and βi are the eigenmode propa-
gation constants. From (3.53) it is clear that the introduction of the reference
propagation constant simply adds a constant phase shift to the eigenmodes, and
in return allows the term ejβref z to be factored outside ψ(x, z), which proves
convenient in the following. In principle, the reference index can be chosen arbi-
trarily. However, the beating frequencies βi − βref in (3.53) scale linearly with
the difference between the mode indices and the reference index, and since a
higher frequency content requires a smaller grid-spacing in the z−direction, the
reference index should remain between the core and cladding indices to minimize
the CPU time.

Fig. 3.5 (a) shows the cross section of a rectangular waveguide of width W,
height H, core index ncore, and cladding index nclad. In Fig. 3.5 (b) the y−
direction is collapsed, i.e. the two-dimensional cross section is reduced to a single
dimension, using the EIM, which assigns an effective index neff to each value
of x. This procedure is detailed in Appendix E. In the EIM the derivatives
of the relative permittivities across the core-cladding boundaries are neglected,
which means that the mode profile has a continuous slope at all the boundaries,
regardless of the polarization of the field. This reduces the wave equation to the
scalar wave equation introduced in (3.5), only in this case the x− direction is
included in the Laplacianµ

∂2

∂x2
+

∂2

∂z2

¶
ψ(x, z, ω) + k20

¡
n2eff (x) + χNL(x)

¢
ψ(x, z, ω) = 0 (3.54)

Inside the core, i.e. |x| ≤W/2, neff equals the effective core index ncoreeff , whereas
the effective index in the cladding is simply given by the cladding index, i.e.
ncladeff = nclad. Eq. (3.52) must satisfy the scalar wave equation, and analogous to
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(3.8), the effective index is Taylor expanded to the first order around ω = ω0

k20n
2
eff '

ω20
c20

n2eff
¯̄
ω0
+
2βref
vg

(ω − ω0) (3.55)

where the group velocity is defined as

v−1g =
£
n2eff/n0 + ω (neff/n0) (∂neff/∂ω)

¤
ω0

/c0 (3.56)

Inserting the Fourier transform of (3.52), ψ(x, z, ω), into (3.54) along with (3.6)
and (3.55), and adding the internal scattering loss, al, which is assumed constant
in the 2D model, the solution to (3.54) may be expressed

∂ψ(x, z, ω)

∂z
= j

1

2βref

∂2ψ(x, z, ω)

∂x2
+ jk0

"
n2eff − n20

2n0
− Γyαg(N)

2k0

#
ψ(x, z, ω)

+
1

2
(Γyg(N)− αl)ψ(x, z, ω) + j

ω − ω0
vg

ψ(x, z, ω) (3.57)

where α is the linewidth enhancement factor introduced in (3.7).
Reverting to the time domain, using (3.9), and employing a retarded reference

frame t0, which moves with the signal at the group velocity vg

t0 = t− z/vg (3.58)

the Fresnel equation for an active semiconductor waveguide may be expressed

∂ψ(x, z, t)

∂z
= j

1

2βref

∂2ψ(x, z, t)

∂x2
+ jk0

"
n2eff − n20
2n0

− Γyαg(N)
2k0

#
ψ(x, z, t)

+
1

2
(Γyg(N)− αl)ψ(x, z, t) (3.59)

where the prime in t0 is omitted for clarity. Using the retarded reference frame
simplifies the implementation, but it requires all signals to propagate in the same
direction, i.e. co-propagate.

3.2.1 Finite-Difference Beam Propagation Method

The Fresnel equation (3.59) may be solved in several ways, but the most efficient
approach is the so-called Beam-Propagation Method (BPM) [109]. The tradi-
tional BPM employs the Fourier transform, and will thus be referred to as the
FFT-BPM. The strong point of this approach is the ease of implementation, as it
requires little more than a Fast-Fourier Transform algorithm. Alternatively, the
BPM may be implemented using Finite-Difference (FD) approximations for the
second order derivative in (3.59). This is slightly more complex, but in return
the accuracy is estimated to be 5 times better than the FFT-BPM for straight
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waveguides [110]. Moreover, the FFT-BPM requires an equidistant discretization
in the transversal x− direction, whereas an inhomogeneous grid may be employed
in the FD-BPM. The latter allows for the sampling points to be distributed with a
lower density in regions where the field varies on a longer scale, which reduces the
number of transversal sampling points, and thus the CPU time. The FD-BPM
will be outlined in the following.

In order to discretize (3.59) it is cast into the form

∂ψ

∂z
=M(z)ψ (3.60)

where the arguments to ψ are dropped for simplicity, andM is an operator given
by

M(z) =
j

2n0k0

·
∂2

∂x2
+ k20

¡
n2e − n20

¢− n0k0Γyαg(N)− jn0k0 (Γyg(N)− αl)

¸
(3.61)

The formal solution to (3.60), in the section from z = zk to z = zk+1 =
zk +∆z, is

ψ(zk+1) ≈ eM(z)∆zψ(zk) (3.62)

= exp [P(zk)∆z] exp [D∆z]ψ(zk)

whereM(z), D, and P(z) are considered constant within the section, and D and
P(z) are given by

D =
j

2n0k0

∂2

∂x2
(3.63)

P(z) =
j

2n0

£
k0
¡
n2e − n20

¢− n0Γyαg(N)− jn0 (Γyg(N)− αl)
¤
(3.64)

The two operators D and P are responsible for diffracting and propagating the
optical beam, respectively. The operation eD∆zψ is difficult to evaluate, but
by Taylor expanding the operator to the first order in ∆z, it may be expressed
eD∆z ≈ 1+ j∆z/(2n0k0)(∂

2/∂x2). However, this operator is not Hermitian, and
consequently does not conserve energy [111]. Considering instead the Hermitian
operator Λ [112]

Λ = Λ+
£
Λ−
¤−1

=

·
1 + j

∆z

4n0k0

∂2

∂z2

¸ ·
1− j

∆z

4n0k0

∂2

∂z2

¸−1
(3.65)

it is readily shown that the first order expansion of Λ equals

Λ ≈ 1 + j∆z/(2n0k0)(∂
2/∂x2) (3.66)

which means that eD(z)∆z may be approximated by Λ, if ∆z is sufficiently small
that the first-order approximation is valid. Thus, (3.62) may be expressed

ψ(zk+1) ≈MPΛ
+
£
Λ−
¤−1

ψ(zk) (3.67)
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Figure 3.6: Definition of inhomogeneous transversal grid.

where MP = exp(P(z)∆z). The field ψ(x, z) is sampled on the inhomogeneous
x− grid shown in Fig. 3.6 and is represented by the vector ψ. The grid is made
up of Nx points numbered from 0 to Nx − 1, distributed over the width Wx of
the computation window, and each point being the center of a section of width
∆xi. The spacing between the sampling points i−1 and i is denoted di and given
by 1

2(∆xi−1 +∆xi), except for the special case of i = 0 at the left boundary of
the calculation window, where d0 = 1

2∆x0. Fig. 3.6 also illustrates the refractive
step-index profile. The second order derivatives in Λ+ and Λ− are approximated
by the finite-difference equivalents [113]µ

∂ψ

∂x

¶
i

= ψ0i =
ψi+ 1

2
− ψi− 1

2

∆xiµ
∂2ψ

∂x2

¶
i

=
ψ
0
i+ 1

2

− ψ
0
i−1

2

∆xi
(3.68)

=
2

di + di+1

·
1

di+1
ψi+1 +

1

di
ψi−1 −

µ
1

di+1
+
1

di

¶
ψi

¸
Inserting (3.68) into (3.64) and (3.65), the finite-difference approximations to
MP, Λ

+ and Λ− may be expressed in terms of the Nx − 1 × Nx − 1 matrices

Λ± =



d±0 b±0 0 0 0

a±1 d±1 b±1
. . . 0

0
. . . . . . . . . 0

0
. . . a±Nx−2 d±Nx−2 b±Nx−2

0 0 0 a±Nx−1 d±Nx−1


(3.69)
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where the diagonal elements d±i and off-diagonal elements a
±
i and b±i are given

by

d±i = 1∓ j
∆z

2n0k0didi+1
(3.70)

a±i = ±j ∆z

2n0k0di (di + di+1)
(3.71)

b±i = ±j ∆z

2n0k0di+1 (di + di+1)
(3.72)

Notice that the matrix formulation in (3.69) implies that the field is zero outside
the computation window, since ψi−1 and ψi+1 are ignored for i = 0 and i = Nx−1,
respectively. This is referred to as the Dirichlet boundary condition [110], and
the consequences of using this condition will be discussed later.

The elements pi of the diagonal propagation matrixMP are expressed

pi =
j

2n0

£
k0
¡
n2e,i − n20

¢− n0Γyαg(Ni,k)− jn0 (Γyg(Ni,k)− αl)
¤

(3.73)

where ne,i and Ni,k are the effective index profile and transversal carrier density
profile at z = zk. The waveguide is considered straight, and thus ne,i is indepen-
dent of z.

Since the matrices are sparse, it is advantageous to evaluate
£
Λ−
¤−1

ψ(z)
through Gauss elimination, i.e. by solving the equationh

Λ−
¯̄
ψ
i

(3.74)

Similarly, the multiplications by Λ+ andMP can be evaluated significantly faster
by taking advantage of the sparsity. Propagation from input to output is obtained
by repeating (3.67) Nz times, where Nz is the number of sampling points in the
z− direction.

The grid spacing is allowed to be inhomogeneous in order to optimize the
distribution of sampling points. According to the wave equation the eigenmodes
are oscillating along the transversal x− axis inside the core of the waveguide,
and decay exponentially in the cladding. Consequently, a higher density of sam-
pling points is needed in the core to resolve the oscillations, compared to the
monotonous decay in the cladding. In this work the grid spacing assumes the
form [114]

di =

 dcore(1 + rgrid)
−(i−iL) i ≤ iL

dcore iL < i < iH
dcore(1 + rgrid)

i−iH i ≥ iH

(3.75)

where dcore is the spacing in the core, iL and iH are the indices corresponding
to the lower and upper boundary of a range containing the core, as illustrated
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in Fig. 3.7. rgrid is the relative increase of the grid spacing per step, which is
related to the maximum spacing dmax = dcoreRmax through

Rmax = (1 + rgrid)
max(Nx−iH−1,iL) (3.76)

If the core is centered in the calculation window, Nx− iH −1 and iL are equal, in
which case the exponent in (3.76) may be replaced by iL. The indices iL and iH
define a range slightly larger than the core, in order to allow the field to decay
from the values at the boundary, before the grid spacing is increased.

The input field will inevitably excite non-guided cladding modes. This is
the case even if the input field is an eigenmode of the waveguide, due to the
discretization. The cladding modes radiate into the cladding, which prompts the
need for boundary conditions. As mentioned previously, the very simple zero-
field or Dirichlet conditions are employed at the boundaries of the computation
window. Setting the field equal to zero is equivalent to placing reflecting surfaces
at the boundaries, and this is generally a problem because the reflection re-
enters the waveguide and interferes with the guided field. A solution to this
problem may be obtained by placing an absorbing region at the boundary, thereby
effectively suppressing the radiated and reflected field. However, the position
of these regions and the magnitude of the absorption are critical parameters
that make this approach non-trivial [110]. Generally, the absorbing regions must
be placed as far away from the core as possible, in order to avoid absorption
of the guided modes, implying a large computation window. In this regime, a
comparison between periodic boundary conditions3 including absorbing regions
and the Dirichlet condition has been carried out [110], and the performance was
found to be comparable in terms of accuracy. Moreover, using an inhomogeneous
grid the computation window may be increased significantly at the expense of a
relatively modest increase of Nx. In conclusion, Dirichlet conditions are sufficient
as long as Wx >> W. In the present case, the field in the core of the waveguide
experiences gain, while the field in the cladding observes the constant absorption
al, which corresponds to an extreme case of absorbing boundaries. This relaxes
the requirement to the size of the computation window, and thus reduces CPU
time.

3.2.2 The 2D carrier rate equation

In the carrier rate equation introduced in section 3.1 diffusion of carriers was
neglected, since the carrier density was assumed constant in each cross-section of
the active region. This assumption does not hold for wide waveguides, and the

3Field leaving left boundary enters at right boundary, and vice versa.
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Figure 3.7: Assignment of inhomogeneous grid sizes.

diffusion term is thus included

∂Ni,k

∂t
=

I

eHWL
−R(Ni,k)− 1

hc0H

¯̄̄̄
¯̄ X
signals,s

q
g(Ni,k)λsψs(xi, zj , t)

¯̄̄̄
¯̄
2

+Dx
∂2Ni,k

∂x2

(3.77)
where i identifies the sampling point on the x− axis, and Dx is the transversal
diffusion coefficient. Diffusion along the z− direction is neglected, since the
diffusion length LD =

√
Dzτ e is much smaller than L [103, 115], where τ e is

the effective carrier lifetime, introduced formally in Chapter 4. Since ASE is
neglected, the term responsible for ASE induced carrier depletion in (3.27) is
excluded. The sum accounts for the beating between the signals, which gives
rise to an oscillating term in the rate equation. Assuming that two real field
distributions, ψ0(x) and ψ1(x), are launched into the waveguide, and ψ1(x) is
detuned by ∆ω = ω1 − ω0 compared to ψ0(x), the absolute square of the sum in
(3.77) at z = zk becomes¯̄̄p

g0λ0ψ0(x)e
jβ0zk +

p
g1λ1ψ1(x)e

j(β1zk+∆ωt)
¯̄̄2

= g0λ0 |ψ0(x)|2 + g1λ1 |ψ1(x)|2 (3.78)

+2
p
g0g1λ0λ1ψ0(x)ψ1(x) cos [(β0 − β1) zk −∆ωt]

where β0 and β1 are the propagation constants of the two fields. If the frequency
detuning ∆ω/(2π) exceeds the carrier modulation frequency the last term in
(3.78) may be neglected. However, for smaller detunings the carrier density
will be modulated at the frequency ∆ω, and generate four-wave mixing (FWM)
products at 2ω1 − ω0 and 2ω0 − ω1 [116]. Moreover, if ψ0(x) and ψ1(x) are
of opposite symmetry, i.e. even and odd, respectively, the transversal carrier
density distribution will oscillate between antisymmetric states at the frequency
∆ω. The impact of these oscillations and the interaction with carrier diffusion
will be investigated in section 6.4.

The grid spacing∆z in the longitudinal direction must be significantly smaller
(typically a factor of 20) in the two-dimensional model compared to the one-
dimensional case. This is because ∆z must be able to resolve the potentially
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Figure 3.8: Transverse carrier density profile for different values of the diffusion coefficient Dx.

high spatial beat frequencies between the fundamental mode and higher-order
cladding modes. More detail of how to estimate the necessary grid spacing is
given in appendix C. The small longitudinal section width means that the section
gain is very close to 1, and thus the average power in a given section may be
approximated by the power at the input of the section. This corresponds to
approximating (G− 1)/ ln(G) in (3.30) by 1.

The second order derivative of the carrier density in (3.77) is approximated
by (3.68), thereby relating the carrier density in a specific transversal grid point
i to the carrier density in the neighboring points i−1 and i+1. Analogous to the
field a set of boundary conditions must be defined for the carrier density at the
core-cladding interfaces. The carrier density will generally be significantly lower
in the cladding, compared to the active core, and thus a large carrier density
gradient is expected. However, the intrinsic core of the SOA is surrounded by a
p and n− doped layer to form a p − i − n heterostructure, which gives rise to
bandgap discontinuities at the interfaces [117]. The discontinuities increase the
carrier confinement, which inhibits diffusion across the interface. Here, it will be
assumed that the carrier densities associated with the grid points just outside the
core are equal to the densities just inside the core. This corresponds to setting
Ni−1 = Ni at the left boundary, and Ni+1 = Ni at the right boundary, which
clearly corresponds to a gradient of zero at the boundaries. This is illustrated
in Fig. 3.8, where the carrier density distribution at the output of a 500 µm
long dual-moded SOA is shown for different transversal diffusion parameters.
The dimensions of the SOA waveguide are (W,H,L) = (1.3, 0.39, 500) µm, it is
pumped with a current density of J = I/(WL) = 30 kA/cm2, and excited by
the first-order eigenmode, containing 0 dBm of power. The ’smoothing’ effect
of diffusion, as well as the vanishing gradient at the boundary (for Dx 6= 0) is
clearly observed.
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A flow chart of the propagation algorithm is given in Appendix C.

3.3 Summary

Two models, capable of describing field propagation in single-moded and multi-
moded forward biased semiconductor waveguides are presented in this Chapter.

For the one-dimensional model, propagation of the complex field envelope and
the ASE power in both directions is thoroughly treated. The interaction between
the optical intensities and the gain is governed by the carrier rate equation, which
together with the boundary conditions for the signal and ASE powers forms a
self-consistent solution. Between 2 and 6 independent SOAs may be arranged
in a MZI structure, where signal fields and ASE intensities travel bidirectionally
through the entire interferometer.

The two-dimensional model consists of a finite-difference beam-propagation
solution to the Fresnel equation, combined with the two-dimensional carrier rate
equation to form a self-consistent set of equations. ASE is not included in the
2D-model to keep the computation time at a level, which allows for optimizations.



Chapter 4

Carrier dynamics

In this Chapter the effects governing the optical modulation bandwidth of an
SOA will be identified and illustrated through simulations.

Taking one step back and simplifying the detailed SOA model introduced
in section 3.1 by e.g. neglecting ASE, the response of the probe signal, in the
presence of a modulated pump, is investigated in the small-signal regime for
co- and counter propagating signals. This allows for setting forth very general
guidelines for how the modulation bandwidth can be enhanced by optimizing the
operating conditions and waveguide design. The conclusions drawn on the basis
of the small-signal analysis are shown to be valid for large-signal modulation as
well.

The detrimental patterning effects, caused by the finite response time of
the SOA, are grouped into two categories: linear and nonlinear patterning, and
schemes for alleviating them are discussed.

4.1 Small-signal analysis

Fig. 4.1 shows a simulation of the carrier density (upper row), probe power (center
row), and control signal power (bottom row) at the input (left column), in the
middle (center column), and at the output (right column) of a 1000 µm long
SOA with a finite waveguide loss, defined by the parameters in Appendix D. The
control input signal is a single 5 ps (FWHM) wide Gaussian pulse, as shown in Fig
4.1 (g), whereas the input probe signal is a 3 dBm CW beam. The SOA is biased
at a current density of 30 kA/cm2, and the cross-section of the active region is
(W,H) = (0.7, 0.5) µm, with an index step giving rise to a confinement factor
of Γ = 0.60. All other simulation parameters are given in appendix D. Several
important facts may be extracted from Fig. 4.1. First, the recovery of the carrier
density after depletion by the control pulse is slow in the front of the SOA (≈
400 ps), but becomes increasingly faster as the pulse propagates, and is reduced
to ≈ 20 ps at the output. Secondly, the carrier density, probe and control signal

39
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Figure 4.1: Evolution of carrier density (upper row), probe power (middle row), and control pulse power
(bottom row) from the front of the SOA (left column), the middle of the SOA (middle column), and at
the output (right column). Both signal wavelengths are 1550 nm, and waveguide loss is included.

powers go through a temporal overshoot, which grows with propagation distance.
Both phenomena are due to the so-called travelling-wave effects or propagation
effects, and are described conveniently in the small-signal modulation regime. In
particular, the overshoot can be ascribed to the finite waveguide loss.

In this section, the expressions for the small-signal response of a cross-gain
modulated probe signal will be reviewed, using the results of [107] and [118].
The response depends qualitatively on the relative orientation of the control and
probe signals, and the scenario where signals counter-propagate through the SOA
will therefore be investigated separately from co-propagation.

4.1.1 Co-propagation

The control and probe modal signal powers, PC(t) and PP (t) are defined as
harmonic perturbations to a steady-state powers

Pi(t) = P i + pi(Ω)e
−jΩt + p∗i (Ω)e

jΩt (4.1)

where i = C,P. P i is the steady-state value of Pi(t) and pi(Ω) is the complex
small-signal modulation amplitude corresponding to the modulation frequency
Ω/(2π). Co-propagation of PC(t) and PP (t) is described in the retarded reference
frame (3.58), which transforms the propagation equation (3.15) into

dPi
dz

= (Γg − αl)Pi (4.2)
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Here, the material gain g is linearized inN as shown in (3.49). To maintain clarity,
the carrier rate equation used in the small-signal analysis is simplified compared
to (3.27) by linearizing the spontaneous recombinations rate, R(N) = N/τ sp,
where τ−1sp is given by dR/dN, evaluated at the average carrier density in the
SOA. Moreover, ASE is neglected, which means the steady state input powers
must be high enough that the saturation from ASE may be neglected. Since Pi(t)
represents the modal power, the rate equation becomes

∂N

∂t
=

I

eHWL
− N

τ sp
− Γλg

hc0HW
PT (t) (4.3)

where PT (t) = PC(t) + PP (t) and both signals are assumed to be at the same
wavelength λ. Expanding the carrier density N(t) to the first order in Ω

N(t) = N +∆N(Ω)e−jΩt +∆N∗(Ω)ejΩt (4.4)

and inserting it into (4.3) gives the following expression for the small-signal per-
turbation of the carrier density

∆N(Ω) = − (N −Ntr)/Psat

1 + PT/Psat − jΩτ sp
pT (Ω) (4.5)

where PT = PC +PP , pT (Ω) = pC(Ω)+ pP (Ω), and Psat is the saturation power
defined as Psat = HWhc0/ [λ(∂g/∂N)Γτ sp]. Although it is not explicit in (4.5),
∆N(Ω) depends on z through N, PT , and pT (Ω). Inserting (4.1) into (4.2), and
using (4.5), the propagation equations for the steady state powers and modulation
amplitudes may be expressed

∂P i

∂z
= (Γg − αl)P i (4.6)

∂pi
∂z

= (Γg − αl)pi(z,Ω)− ΓgP i(z)/Psat

1 + PT (z)/Psat − jΩτ sp
pT (z,Ω) (4.7)

After some algebra the solution to (4.7) may be expressed [118]

pi(z,Ω) = G(z)

½
pi(0,Ω)− P i(0)pT (0,Ω)

PT (0)
(1− exp [−K(z,Ω)])

¾
(4.8)

Assuming that the input probe signal is CW, i.e. pP (0,Ω) = 0, the total modu-
lation at the input becomes pT (0,Ω) = pC(0,Ω). The function K(z,Ω) is given
by

K(z,Ω) =

Z z

0

Γg(ez)PT (ez)
Psat + PT (ez)− jΩτ spPsat

dez (4.9)

=
1

1− jΩτ spξ

½
ξ ln

G0(z)

G(z)
− ln

·
1− (G(z)− 1)PT (0)/Psat

1 +G(z)PT (0)/Psat − jΩτ sp

¸¾
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where ξ is the normalized waveguide loss ξ = αl/(Γg0), and G0(z) and G(z)
are the unsaturated and saturated gains given by G0(z) = exp [Γg0(1− ξ)z] and
G(z) = PT (z)/PT (0), respectively. The unsaturated material gain coefficient
g0 is given by g0 = (∂g/∂N) [τ spI/(eHWL)−Ntr] , which is readily seen from
(4.3) by setting PT (t) = 0. Similarly, (4.3) leads to the well-known relationship
between the saturated and unsaturated gain coefficients [118]

g = g0/(1 + PT/Psat) (4.10)

Inserting (4.10) in (4.6), with i = T, and integrating from z0 = 0 to z0 = z, G(z)
may be obtained implicitly through the equation [118]

ln
1− ξ

¡
1 + PT (0)/Psat

¢
1− ξ

¡
1 +G(z)PT (0)/Psat

¢ = ξ ln
G0(z)

G(z)
(4.11)

Combining (4.8), (4.9) and (4.10), the spatial evolution of the frequency responses
pC(z,Ω) and pP (z,Ω) is obtained.

Before going into details about the effect of waveguide loss, the expression
for the probe response in the loss-less case (ξ = 0) is considered. In this limit
pP (L,Ω) is reduced to

pP (L,Ω) = −G(L)(G(L)− 1)PP (0)τ e(L)/(Psatτ sp)

−jΩτ e + 1 pC(0,Ω) (4.12)

where G(L) is calculated from the loss-less equivalent of (4.11), which is reduced
to (G(z) − 1)PT (0)/Psat = ln(G0(z)/G(z)). The parameter τ e is the effective
carrier lifetime, mentioned in section 3.2, and formally defined as

τ−1e (z) = τ−1sp +
Γλ(∂g/∂N)PT (z)

hc0HW
(4.13)

= τ−1sp +
PT (z)

Psatτ sp

The probe amplitude response at the output of the SOA, pP (L,Ω), describes the
impact on a probe signal of the carrier density modulation imposed by a small-
signal modulated control signal, and will in the following be referred to as the
carrier density response (CDR). The normalized CDR, evaluated at z = L, is
given by

TCDR
N (L,Ω) = pP (L,Ω)/pP (L, 0) (4.14)

=
1

−jΩτ e(L) + 1
which is a low-pass function with a −3 dB bandwidth of

Ω3dB =
√
3τ−1e (L) (4.15)
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Figure 4.2: (a) Normalized CDR in the loss-less case for L = 500 µm (solid) and L = 1 mm (dashed).
(b) Comparison of CDR with (dashed) and without loss (solid) for L = 1 mm. SOA dimensions same
as in Fig. 4.1, PT (0) = 1 mW, ∂g/∂N = 5 · 10−20 m2, Ntr = 1 · 1024 m−3, and τsp = 500 ps.

and a high frequency slope of −10 dB/decade. The second term of (4.13) accounts
for the contribution to τ−1e from stimulated emission, which is observed to increase
with z, as long as the gain increases with length. This effect is commonly referred
to as the travelling-wave effect or simply the propagation effect, and explains
the decrease of the recovery time in Fig. 4.1 (d-f) as the probe signal propagates
through the SOA. Fig. 4.2 (a) shows the normalized amplitude of the CDR in
the loss-less case for L = 500 and 1000 µm, and as expected the response is a
low pass function, and the -3 dB bandwidth is larger for L = 1000 µm.

Taking the finite waveguide loss into account the CDR cannot be expressed
analytically, but must be solved numerically. This has been done for L = 1000
µm and a normalized loss of ξ = 0 and ξ = 0.5, and the results are shown in
Fig. 4.2 (b). As a direct consequence of the loss the response displays a resonance
and the bandwidth is decreased. Although it has not been verified analytically,
extensive modeling has shown complete correspondence between a resonance in
the CDR and an overshoot in the large signal probe response. This observation
is supported by [107,118,119]. Based on this finding, the overshoot in Fig. (4.1)
(e-f) is expected to vanish for αl = 0.

This is verified in Fig. 4.3 (a) where the simulation in Fig. 4.1 (f) is plotted
along with the corresponding temporal probe response for αl = 0. According to
(4.13) and (4.15) the bandwidth increases linearly with the gain for ξ = 0

Ω3dB =

√
3

τ sp

µ
PT (0)

Psat
G+ 1

¶
(4.16)

After the first part of the SOA, corresponding to positions z > z0, the carrier
density attains an almost constant value N

0
close to the transparency value Ntr.

This is clearly seen in Fig. 4.3 (b), which shows the carrier density vs. z for ξ = 0
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Figure 4.3: (a) Comparison of probe response from Fig. 4.1 (f) (dashed) with the corresponding response
without loss (solid). Both curves are calculated with detailed model from section 3.1. (b) Spacial
variation of carrier density through SOA with loss (dashed, ξ = 0.5) and without loss (solid). Both
curves obtained with simpler model presented in this section. Parameters are the same as in Fig. 4.2.

and ξ > 0. Since g is small, the gain ∆G(z) of this part of the SOA may be
expressed

∆G(z) = G(z)/G(z0) = exp(Γg(z − z0)) (4.17)

≈ 1 + Γg(z − z0)

where g = (∂g/∂N)(N
0 − Ntr). Thus, G(L) increases linearly with L for long

amplifiers, leading to the small-signal bandwidth Ω3dB increasing linearly with
the slope

∂Ω3dB
∂z

=

√
3

τ sp

ΓgG(z0)PT (0)
Psat

(4.18)

The linear dependence of gain and bandwidth with SOA length for ξ = 0 is
verified in Fig. 4.4, which shows the gain and effective carrier lifetime (a) and
small-signal bandwidth Ω3dB/(2π) (b) as a function of SOA length for ξ = 0,
0.2, and 0.5, using a constant current density of J = 30 kA/cm2. As observed
in Fig. 4.4 (a), the gain approaches a fixed value in the long-length limit for
a finite waveguide loss. This is because, as shown in Fig. 4.3 (b), the carrier
density attains a level after z0 at which the gain balances the loss, and in this
limit ∆G = 1. Correspondingly, the effective carrier lifetimes for ξ > 0 approach
finite values in the long-length limit.

Based on the explanation for the linear bandwidth increase for ξ = 0 in (4.18)
it may seem surprising that the bandwidth also increases linearly with z for ξ > 0,
since the gain is limited. However, for z > z0 the gain g is constant, and from
(4.8) the total modulation pT (z,Ω) is found to evolve as

pT (z,Ω) = G(z)pC(0,Ω)e
−K(z,Ω) (4.19)
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Figure 4.4: (a) Gain (left axis) and effective carrier lifetime (right axis) vs. SOA length for ξ = 0, 0.2,
and 0.5. (b) −3 dB small-signal modulation bandwidth vs. SOA length for ξ = 0, 0.2, and 0.5, including
linear approximations. ∂g/∂N = 5 · 10−20 m2, Ntr = 1 · 1024m−3

where K(z,Ω), according to the first line in (4.9), is now linear in z

K(z,Ω) =
ΓgGPT (0)z

Psat +GPT (0)− jΩτ spPsat
+K

0
(z0,Ω) (4.20)

where K
0
(z0,Ω) is a high-pass function with an equal number of poles and zeros

and a small contrast ratio between the high and low frequency limits. Thus, for
z > z0, the first term of (4.20) dominates, and K

0
(z0,Ω) may be regarded as a

constant, i.e. K
0
(z0,Ω) = K

0
. Since for Ω >> τ−1e , the first term of (4.20) may

be expressed
dK(z,Ω)

dz
z = jΓgGPT (0)z/(Ωτ spPsat) (4.21)

and for Ω→ 0,
dK(z)

dz
z = ΓgGPT (0)z/(Psat +GPT (0)) (4.22)

Inserting (4.20) with the high or low frequency limits (4.21) or (4.22) into (4.19),
the total modulation pT (z,Ω) is readily shown to be a high-pass function with
an equal number of poles and zeros. The high-pass characteristic is a general
property of all amplifiers: gain saturation cancels the modulation at modula-
tion frequencies low enough that the carrier density is able to follow the signal
perturbation. At frequencies higher than the carrier modulation bandwidth the
SOA becomes transparent to the input modulation, which only experiences the
steady-state gain G.

As the modulation propagates, the corner frequency at which |pT (z,Ω)| at-
tains a value halfway between the low and high frequency limits increases with
z. According to (4.8) the probe response may be expressed

pP (z,Ω) = −GPP (0)pC(0,Ω)

PT (0)

h
1− e−K(z,Ω)

i
(4.23)
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Since the function
¯̄
e−K(z,Ω)

¯̄
is a high pass function with a corner frequency

increasing with z, the probe amplitude response |pP (z,Ω)| is a low pass function
with a corner frequency also increasing with z. The effect responsible for the
bandwidth increase has been referred to as the self-filtering effect [23], due to the
evolution of K(z,Ω) through the SOA.

Assuming that the −3 dB bandwidth of |pP (z,Ω)| , Ω3dB, satisfies Ω3dB >>
τ−1e , which will be the case for long amplifiers, since τ e is constant for z > z0,
K(L,Ω3dB) may be approximated by the high frequency limit. Since

¯̄
e−K(z,Ω)

¯̄
vanishes in the low frequency limit, the magnitude of the normalized carrier
density response may be approximated by the following expression, which is valid
for z > z0

¯̄
TCDR
N (L,Ω)

¯̄
≈

s
2

µ
1− cos

µ
ΓgGPT (0)z

Ωτ spPsat

¶¶
(4.24)

Solving the equation
¯̄
TCDR
N (L,Ω3dB)

¯̄
= 1

2 , while noting that in the transparency
limit where ∆G = 1, the modal gain coefficient is zero, i.e. Γg = αl = Γg0ξ, the
bandwidth becomes

Ω3dB ≈
Γg0ξGPT (0)z

τ spPsat cos−1(7/8)
(4.25)

Consequently, the -3 dB small-signal modulation bandwidth is shown to increase
linearly with the SOA length, with the slope

dΩ3dB
dz

=
Γg0ξGPT (0)

τ spPsat cos−1(7/8)
(4.26a)

even in the presence of waveguide loss. This linear approximation is shown to be
in perfect agreement with the analytical solution in Fig. 4.4 (b) for L > 500 µm.

A similar analysis is presented in [119]. However, the gain is assumed constant
throughout the SOA, which leads to an expression where the factor GPT (0)/Psat
is missing, thus underestimating the bandwidth slightly. The physical expla-
nation for the underestimation of Ω3dB is that the SOA is assumed transparent
in [119], which does not account for the gain in the beginning of the SOA. It should
be noted that the modulation bandwidth of an SOA with a finite waveguide loss
is not inversely proportional to the effective carrier lifetime τ e at the output, as
it is the case for a loss-less SOA. However, regardless of the loss the bandwidth
increases with Γ, I (through g0 and G), PT (0), L, and P−1sat . The latter leads to
the requirement that the so-called optical area Aopt = HW/Γ must be minimized.
This makes the dimensions of the cross section important optimization parame-
ters, and this will be demonstrated in section 6.4 in connection with the DOMO
wavelength converter.

The analysis in this section assumes that ASE can be neglected, that the
differential gain is constant, that the spontaneous recombination rate is linear in
the carrier density, and that the loss coefficient is constant. In reality however,
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Figure 4.5: (a) −3 dB small-signal modulation bandwidth for co- and counter-propagation, calculated
with large-signal model incl. ASE. (b) Comparison of normalized CDR for co- and counter-propagation.
SOA length is 3 mm.

ASE can not be neglected for long SOAs, the differential gain increases as the
signal propagates through the amplifier, the spontaneous recombination rate is
generally approximated by the third-order polynomial in (3.28), and finally the
loss coefficient was modeled in section 3.1 as being dependent on the carrier
density as well as the total amplifier length. The consequences of including these
effects may be investigated using the time-domain model introduced in section
3.1 by launching a single, narrow pulse PC(0, t) of width δT into the SOA along
with a CW probe signal. The narrow pulse may be expressed as a Fourier series
with components of almost identical magnitude over a bandwidth of ≈ 1/δT

PC(0, t) = PC(0) + δPC(0, t) (4.27)

= PC(0) +
∞X
−∞

pC(0,Ω)e
−jΩt

By choosing |δPC(t)| << PC(0) and π/δT >> Ω3dB the complex small-signal
modulation amplitude of the probe may be calculated as the Fourier components
of the temporal output probe signal. This has been done for SOAs of various
lengths, all biased at J = 30 kA/cm2, with equal control and probe wavelengths
given by the gain peak at each SOA length. The result is shown in Fig. 4.5 (a)
for co-propagating control and probe signal, as treated above, and for counter-
propagation, which will be explained in the following.

It is clear from Fig. 4.5 (a) that the introduction of ASE and a more detailed
description of the gain, recombination rate, and loss does not give rise to qualita-
tive changes for co-propagation. This is not surprising, since, as shown in Fig. 4.3
(b), the carrier density approaches a constant value. This is independent of the
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presence of ASE, which merely changes the constant value of the carrier density
through the gain. The slope of the co-propagation curve in Fig. 4.5 (a) is higher
than that of the curves in Fig. 4.4 (b), but this is mainly due to the fact that
∂g/∂N for low N is larger in the detailed model, than the value used in Fig. 4.4
(b), and according to (4.25), the slope scales with ∂g/∂N.

For counter-propagation, shown in the dashed, blue curve in Fig. 4.5 (a), the
bandwidth peaks around L = 1.5 mm, and is limited by the function vg/(2L).
This is due to the so-called transit-time effect or phase-mismatch effect. Fig. 4.5
(b) shows a comparison of the normalized response functions for co-propagation
and counter-propagation. The counter-propagation response displays equidistant
nodes at multiples of Ω/(2π) = vg/(2L), which explains the bandwidth reduction.
In the following the origin of the nodes will be detailed.

4.1.2 Counter-propagation

The semi-analytical expressions given in 4.1 were derived assuming a retarded
time frame following the signals, which is only applicable to co-propagating con-
trol and probe signals. Considering counter-propagation in the loss-less case in a
coordinate system (z0, t0) = (z, t− z/vg) following the probe signal PP (z0, t0), the
probe gain may be expressed by integrating (4.2)

G(L, t0) = exp
·
Γ

Z L

0
g(z0, t0 + z/vg)dz

0
¸

(4.28)

where the change of the material gain g(z, t) is assumed linear in control pulse
energy [120]

g(z, t) = g0 − a (h⊗ PC) (t) (4.29)

g0 − a

Z ∞

−∞
h(t− t00)PC(z, t00)dt00

Here, ⊗ denotes convolution, a is a constant governing the maximum gain change,
h(t) is the linear response function for the gain, and PC(z, t) is the backwards
travelling control pulse entering the SOA at t = 0, and exiting at t = L/vg.

Neglecting the gain experienced by the control pulse, or assuming that it is
included in the constant a, PC(z, t) may be expressed

PC(z, t) = PC(t) = P0FC(t+
z − L

vg
) (4.30)

where FC is the backwards travelling control pulse shape. Inserting (4.29) and
(4.30) into (4.28), and using the substitution et = t00+(z0−L)/vg the gain is given
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Figure 4.6: Explanation of integration limits in (4.34). Probe signal leaving right facet at retarded
output time t0 = 0 (b) has interacted with control pulse in hatched area from L/2 to L (a). Similarly,
the probe signal leaving the SOA at t0 = L/(2vg) (d) has interacted with the control signal from L/4 to
L (c).

by [121]

G(L, t0) = exp(Γg0L) exp

·
−ΓaP0

Z L

0

Z ∞

−∞
h(t0 − et+ (2z0 − L)/vg)FC(et)detdz0¸

= G0 exp

·
−ΓaP0

Z ∞

−∞
R(t0 − et)FC(et)det¸ (4.31)

= G0 exp
£−ΓaP0 (R⊗ FC) (t

0)
¤

with

R(t0) =
Z L

0
h(t0 + (2z0 − L)/vg)dz

0 (4.32)

being the counter-propagation response function.
Assuming now that the response h(t) may be described by

h(t) = θ(t)e−t/τe (4.33)

where the unity step function θ(t) ensures the causality of h(t), eq. (4.32) is
evaluated, using the substitution z0 = ez + L/2

R(t0) = e−t
0/τe

Z L/2

max{−L/2,−vgt0/2}
e−2ez/(vgτe)dez ; t0 > −L/vg (4.34)

The requirement t0 > −L/vg corresponds to t > 0 for z0 = L, and consequently
ensures causality. The integration limits are explained in Fig. 4.6, which illus-
trates how the response R(t0) at the retarded output times t0 = 0 (a-b) and
t0 = L/(2vg) (c-d) is obtained1. The CW probe signal, shown in Fig. 4.6 (b)

1Notice that retarded time only makes sense when a spatial coordinate is given.
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Figure 4.7: Normalized response for co-propagation (4.36) and counter-propagation (4.35) for an SOA
length of (a) 2000 µm and (b) 500 µm. Parameters: τe = 100 ps, ng = 3.5.

as a dashed arrow, arriving at the output (z = L) at t0 = 0, collided with the
control pulse at z0 = L/2 at the retarded output time t0 = −L/(2vg), as shown
in Fig. 4.6 (a). Thus, the probe leaving the SOA at t0 = 0 has interacted with
the counter-propagating control signal in the hatched part of the SOA, ranging
from L/2 to L, which corresponds to the integration limits in (4.34) for t0 = 0.
Fig. 4.6 (c-d) shows the equivalent case for a probe signal leaving the amplifier
at t0 = L/(2vg). A probe signal colliding with the control pulse at z0 = 0 reaches
the output at t0 = L/vg, which means that the signals interact over a total time
span of 2L/vg, during which R(t0) increases, corresponding to a decrease of the
gain G(L, t0).

This becomes clear when solving (4.34)

R(t0) =
vgτ e
2


0 ; t0 ≤ −L/vg
1− e−

t0+L/vg
τe ; −L/vg < t0 ≤ L/vg

e−t0/τe
£
eL/(vgτe) − e−L/(vgτe)

¤
; t0 > L/vg

(4.35)

From (4.35) it is clear that R(t0) increases for −L/vg < t0 ≤ L/vg and decreases
for t0 > L/vg. The solution is shown in Fig. 4.7 along with the equivalent solution
for co-propagation, which is given by

Rco(t
0) = Lθ(t0)e−t

0/τe (4.36)

In Fig. 4.7 (a) the response functions are shown for a 2000 µm long SOA, and
the rising edge of the response amounts to 46.6 ps. As a comparison, the results
are shown for a 500 µm long SOA in Fig. 4.7 (b), and as expected the counter-
propagation response approaches the co-propagation response in the limit L→ 0.

The assumption in (4.29) that the gain change is linear in the control signal
energy implies that the small-signal gain response may be obtained by considering
the limit P0 → 0 in (4.30). Assuming that FC(t0) is a delta-function, the Fourier
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transform of the gain becomes

G(L,Ω) = F
£
G(L, t0)

¤
(4.37)

= G0 (δ(Ω)− ΓaP0R(Ω)) ; for P0 → 0

where R(Ω) is the Fourier transform of R(t0). Consequently, the normalized probe
amplitude response TCDR

N,cnt(Ω) may be expressed

TCDR
N,cnt(Ω) =

R(Ω)

R(0)
(4.38)

= sinc
µ
ΩL

vg

¶
1

−jΩτ e + 1
= TCNT

N (Ω, L)TCDR
N (Ω)

In the second line, (4.34) is Fourier transformed, which allows the introduction
of a counter-propagation envelope function TCNT

N (Ω, L) given by the simple sinc-
function sin(x)/x, which goes through zero at integer multiples of Ω = vgπ/L,
and has a −3 dB angular frequency bandwidth of Ωsinc ≈ 1.9vg/L. The decrease
of Ωsinc with L explains the increased normalized amplitude of R(t0) from Fig. 4.7
(a) to Fig. 4.7 (b). Eq (4.38) states that the normalized small-signal frequency
response for counter-propagation is obtained from the co-propagation response
by multiplication with the sinc envelope function, which represents the transit-
time effect in the frequency-domain. The sinc-function is an approximation, since
the spatial inhomogeneity of the carrier density, as well as travelling wave effects,
are neglected in the present analysis. A more detailed analysis reveals that the
response displays a resonance, regardless of the presence of waveguide loss, due
to spatial inhomogeneity of the carrier density, and thus the effective carrier
lifetime [p1]. The resonance increases the bandwidth, and explains why the -3
dB bandwidth for counter propagation in Fig. 4.5 (a) exceeds the high frequency
limit 1.9vg/(2πL) ≈ vg/(πL). Moreover, this analysis assumes that the signals
interact over the entire length of the SOA. However, as explained in [119], the
modulation efficiency at the end of the SOA (where the control signal enters) is
very small, since the average power of the probe dominates the saturation. As
a consequence, this part of the SOA can be considered transparent with respect
to transfer of modulation, and may be excluded be defining an effective amplifier
length Leff < L. The effective length depends on the ratio of control to probe
power, the SOA gain, etc, and will also tend to increase the bandwidth beyond
the before-mentioned high frequency limit.

4.2 Large-signal comparison: XGM

In the small-signal analysis above, it was concluded that the bandwidth increases
with SOA length when control and probe signals are co-propagating. Moreover,
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Figure 4.8: XGM in an SOA. (a) Co-propagation scheme, (b) counter-propagation scheme.

for a given length (4.25) predicts that the bandwidth can be extended further by
minimizing the optical area, and increasing the current density and optical input
power. For counter-propagation, small-signal theory predicts that the bandwidth
is limited by the long leading edge of the response, which gives rise to an optimum
SOA length for a given bitrate. In this section the small-signal predictions will
be investigated in the large-signal domain using the model described in 3.1. The
large-signal equivalent of the small-signal modulation amplitude is the extinction
ratio (ER) of a cross-gain modulated probe signal. However, as it will be shown
in the following, the ER is not representative of the signal quality for long SOAs,
as the ASE power attains a level where it contributes to the closing of the eye
diagram. Thus, the Q-factor presented in Appendix A.3 will be employed as a
figure of merit, and used to calculate the receiver power penalty.

Fig. 4.8 (a) shows the classic co-propagation XGM setup, where the data
signal at the wavelength λC (shown as RZ signal) and CW probe at λP are
merged in a 3 dB coupler and launched into the SOA. Here, the data signal
modulates the probe gain through the carrier density, and at the output the
wavelength converted probe signal may be observed after suppression of the data
signal, using a band-pass filter (BPF). Similarly, Fig. 4.8 (b) shows the counter-
propagation setup, in which the two signals are injected from opposite facets. The
wavelength converted probe signal is distinguished from the input data signal by
direction of propagation using an optical circulator, and thus eliminating the
need for a filter. This is considered a major advantage since an expensive, non-
integratable component is saved, and it is an enabling solution for switching
in packet switching applications [11], since filters with fast (ns) tuning are not
available.

As in the small-signal simulations, the data and probe wavelengths are iden-
tical and equal to the gain peak position in the large-signal calculations. This is
clearly not physical for co-propagating signals, as the modulated probe cannot be
distinguished from the data signal if the wavelengths are identical. However, this
choice of wavelengths eliminates the effect of wavelength detuning, which is crit-
ical, but nonetheless predictable, as the differential gain ∂g/∂N decreases with
wavelength as a consequence of the bandfilling effect [23]. Thus, the XGM effi-
ciency is larger when λP is on the blue side of λC , and analogously decreases when
λP is moved to the red side of λC . Choosing λP = λC represents a compromise
in terms of performance.
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In the small-signal analysis, the bandwidth is independent of the ratio of
power in the control and probe signals. This is not the case in the large-signal
domain: if the probe input power is 10 dB higher than the average control signal
power the latter may be unable to provide the gain modulation required for
XGM, as the input saturation power is determined by the probe power. On the
other hand, if the control signal power is 10 dB higher than the probe power the
gain will be efficiently modulated, but the low probe power will give rise to a
high effective carrier lifetime between control pulses, which will slow down the
recovery of the probe power. Moreover, the output OSNR of the probe signal
scales with the input probe power, thereby setting a lower limit. As a result of
this trade-off the input data2 and probe powers are swept over the ranges 0→ 20
dBm and −10→ 30 dBm, respectively, in order to determine the best operating
conditions for each SOA length, in terms of receiver sensitivity. In all cases the
current density is fixed at J = 30 kA/cm2.

4.2.1 Co-propagation

Cross-gain modulation with co-propagating signals is investigated at 80 Gb/s,
using long, highly confining SOAs with a cross section of (W,H) = (0.7, 0.5) µm
and a confinement factor of 0.6. For each amplifier length in the range 1 − 5
mm, the input powers have been optimized to obtain the smallest possible power
penalty3 at a bit-error rate (BER) of 10−9. The input data signal is a Pseudo
Random Bit Sequence (PRBS) signal of length 25 − 1 with an ER of 13 dB,
and consisting of 3 ps (FWHM) wide Gaussian pulses. Fig. 4.9 (a) shows the
minimum power penalty vs. SOA length: for L = 1 mm to L = 3.5 mm the
penalty decreases as a result of the self-filtering effect explained in section 4.1.
However, for L > 3.5 mm the penalty increases again because the amount of ASE
in the signal band inevitably increases with the amplifier length. The exact length
at which the penalty minimum occurs depends on receiver parameters, and also on
the transmission distance before detection. Here, the wavelength converted probe
signal is detected at the output of the SOA, neglecting the effect of the chirp on
the transmission properties. Detecting the signal after a transmission span may
change the result in Fig. 4.9 significantly, because the amount of chirp imposed on
the probe signal also depends on the SOA length. The solid curves in Fig. 4.9 (b)
show the ER (left axis) and OSNR (right axis) vs. SOA length, corresponding to
the minimum penalties in Fig. 4.9 (a). As a comparison, the dashed and dotted
curves show the maximum ER and OSNR that may be obtained by optimizing
the input powers with only these figures of merit in mind.

The combination of ER and OSNR leading to the minimum penalty at a
particular length are lower than the figures that may be obtained through in-

2The terms "data signal" and "control signal" are used interchangeably.
3Power penalty: ratio of receiver sensitivities after Device Under Test (DUT) and before

DUT at specific bit error-rate, typically 10−9.



54 CHAPTER 4. CARRIER DYNAMICS

1 2 3 4 5
3

4

5

6

7

8

9

10

M
in

im
um

 p
ow

er
 p

en
al

ty
 (d

B)

SOA length (mm)

Input: 
80 Gb/s RZ 
3 ps (FWHM) Gauss. 
λC = λP = 1570 nm
J = 30 kA/cm2

(a)

1 2 3 4 5

2

4

6

8

10

12
(b)

Max. ER

Max. OSNR

O
pt

ic
al

 e
xt

in
ct

io
n 

ra
tio

 (d
B)

SOA length (mm) 

26

28

30

32

34

36

38

40

42

44

O
SN

R
 (d

B 
/ 1

 n
m

)

0 5 10 15 20 25 30 35
0

1

2

3

4

5

6

7

8

O
pt

ic
al

 p
ow

er
 (m

W
)

Time (ps)

Figure 4.9: (a) Minimum power penalty of co-propagation XGM’ed probe at 80 Gb/s vs. SOA length
L. Inset shows eye diagram corresponding to L = 3.5 mm. (b) Extinction ratio (left axis) and OSNR
(right axis) vs. L. Solid curves: optimized for minimum penalty. Dashed/dotted curves: optimized for
maximum extinction ratio/OSNR, respectively.

dividual optimizations of ER and OSNR, and this illustrates the clear trade-off
between speed and noise. It should be noticed that by considering only the ER,
i.e. by neglecting the influence of ASE on the receiver sensitivity, the perfor-
mance increases for L > 3.5 mm as predicted by the small-signal analysis. The
reduction in ER observed from L = 4.5 mm to L = 5 mm is because the data
power attains the upper limit of 30 dBm at L = 5 mm, which is sub-optimal.
The before-mentioned trade-off is also illustrated in Fig. 4.10 (a), which shows
the power penalty (left axis) and the ER and OSNR (right axis) vs. data signal
power with the probe input (CW) power as a parameter for a 4 mm long SOA.
For the low probe power of 0 dBm the OSNR decreases to a critical level before
the ER reaches its maximum, causing the penalty to go through a minimum at
a sub-optimal ER. Increasing the probe power to 14 dBm increases the OSNR,
but at the same time moves the ER-curve towards higher average data powers,
as the probe increases the level of saturation. This is equivalent to increasing
the length of the SOA, since the increased length gives rise to a higher output
ASE power, which must be compensated for by increasing the input probe power.
Consequently, the "sweet spot" in terms of input power increases with the length,
and sets a practical limit to the amplifier length.

The upper limit of the average data power of 30 dBm in this example repre-
sents a conservative estimate of the limit of commercially available Erbium-Doped
Fiber-Amplifiers (EDFAs). At power levels of this magnitude, and a large total
injection current, heating of the SOA becomes an issue, which is not accounted
for in the model. If heat cannot be removed from the chip sufficiently fast, the
temperature will stabilize at a level above the optimum, which changes the Fermi
distributions (B.6) and reduces the available gain, requiring an additional increase
of the input powers to compensate for the reduced gain.
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Eq. (4.25) predicts that the small-signal bandwidth increases with the total
input power. As explained already, the ratio of data to probe power is critical
for large-signal modulation. Moreover, as recovery of the carrier density takes
place in the time spans in-between excitation by data pulses, the recovery time
is determined solely by the spontaneous lifetime and the contribution to the
stimulated lifetime from the probe signal. Thus, in order to speed-up the gain
recovery the input probe power must be increased. This is illustrated in Fig. 4.10
(b-d), which shows eye diagrams for the XGM probe signal at 80 Gb/s, obtained
using a 1 mm long SOA with an average input data power of 20 dBm and a
probe input power of (b) 4 dBm, (c) 14 dBm, and (d) 20 dBm. The principle
of reducing the gain recovery time by increasing the input probe power is a so-
called holding beam technique. The literature contains several investigations of
these techniques, including the exploitation of the holding beam effect without
injecting additional signals, as illustrated in Fig. 4.10 (b-d), the use of separate
holding beams, either CW [45,122] or modulated beams [123]. Employing holding
beams reduces patterning effects, i.e. the deterministic variation of the logic levels
caused by the preceding data sequence. Patterning effects are discussed in detail
in section 4.3, where the effect on a XGM probe signal will also be addressed.

According to Fig. 4.9 wavelength conversion at 80 Gb/s is possible using
XGM. However, since the slope of the probe gain with respect to the control power
does not exceed−10 dB/decade, except for conversion towards lower wavelengths,
the ER of the wavelength converted probe signal will generally be smaller than
the ER of the input signal, which inevitably limits the cascadability [124, 125].
Another drawback is the fact that the large gain modulation required for suc-
cessful XGM operation is accompanied by a significant phase modulation. The
XPM is beneficial in many cases, as described later in this chapter. However,
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Figure 4.11: (a) Waveform of co-propagation XGM’ed before (solid) and after (dashed) transmission on
0.5 km of SMF. (b) Corresponding chirp of XGM’ed signal before transmission. SOA length is L = 3.5
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for standard4 XGM the XPM-induced chirp and the resulting spectral broaden-
ing makes the wavelength converted signal more sensitive towards the anomalous
dispersion of SMF. This is illustrated in Fig. 4.11, which shows the power (a) and
chirp (b) of the converted probe signal corresponding to the best case in Fig. 4.9
(a), i.e. L = 3.5 mm with average data and probe input powers of 28 dBm and
20 dBm. According to (3.20), the phase increases when the carrier density is
suppressed and vice versa. This leads to a negative frequency chirp (red shift)
at the leading edges, and a positive chirp (blue shift) on the trailing edges of the
inverted probe pulses. On SMF with anomalous dispersion the blue-shifted edges
propagate faster than the red-shifted edges, which accelerates the pulse broaden-
ing. This is shown in Fig. 4.11 (a), where a part of the converted waveform right
after the SOA (solid curve) is compared to the waveform after transmission of
only 0.5 km on SMF with a dispersion of DSMF = 17 ps/(nm km). It is clear
that the red-shifted edges of the pulses at t ≈ 50 ps and t ≈ 250 ps have broken
up and reduced the peak power significantly, at the expense of the ER.

4.2.2 Counter-propagation

According to the small-signal results in Fig. 4.5 (a), the modulation bandwidth
is almost constant, and equal to 15 GHz, in the range 1 mm < L < 3 mm, which
suggests that operation at 20 Gb/s is possible using SOA lengths in this range,
and that the performance will be almost invariant to the length. This has been
investigated at 20 Gb/s and 40 Gb/s, using 12 ps and 6 ps wide RZ data pulses,

4Standard XGM: Without pulse shaping using optical filtering, corresponding to using a
filter with a bandwidth much larger than the bitrate, centered on the carrier wavelength.
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Figure 4.12: (a) Power penalty vs. SOA length L for XGM in counter-propagation. Comparison of
bitrates 20 Gb/s and 40 Gb/s. (b-c) 40 Gb/s eye diagram for L = 2 mm and L = 1 mm, respectively.
Dashewd boxes indicate eye opening.

respectively, and the result is shown in Fig. 4.12 (a) in terms of the power penalty
at BER = 10−9. For 20 Gb/s, the penalty drops from 0.5 mm to 1 mm due to the
self-filtering advantage, but for L > 1mm the penalty remains almost constant at
4 dB, as predicted by the small-signal analysis. The performance is not degraded
by the decreasing OSNR as in Fig. 4.9, since the receiver is 4 times less sensitive
to noise at 20 Gb/s, compared to 80 Gb/s. At 40 Gb/s, the transit-time effect
becomes critical, and the penalty is observed to increase rapidly with length for
L > 1 mm.

The 40 Gb/s eye diagrams in Fig. 4.12 (b) and (c) correspond to SOA lengths
of 2 mm and 1 mm, respectively. Whereas the eye, indicated by the dashed box,
is still open for L = 1 mm (c), it is almost completely closed for L = 2 mm
(b). This is a direct consequence of the fact that the duration of the "1”→ ”0”
transition increases with SOA length, and far exceeds the 25 ps timeslot for L = 2
mm.

4.3 Patterning effects

Ideally, the phase and amplitude modulation of the probe at the output of the
SOA should follow the control signal at the input. However, due to patterning
effects and ASE, the logic "0" and "1" levels of the probe may vary between times-
lots. In most scenarios involving SOA-based switches operated with a pseudo-
random control signal at high bitrates, patterning is the most serious source of
eye-closure, since variations due to noise can usually be made insignificant by in-
jecting a sufficiently strong probe, thereby ensuring a large OSNR at the output.
As explained above, this is not necessarily the case for very long SOAs in excess
of ≈ 3 mm, and clearly, in the absence of patterning effects noise will ultimately
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limit the performance.
Using the retarded-frame propagation equation (4.2) for αl = 0, without

applying the small-signal assumption in (4.1), the time dependent large-signal
gain G(t) and the corresponding phase shift φ(t) of the data and probe signal
may be expressed

G(t) = exp [Γ(∂g/∂N) (σ(t)−NtrL)] (4.39)

φ(t) = −α
2
Γ(∂g/∂N) [σ(t)−NtrL] (4.40)

where α is the linewidth enhancement factor (3.7), and σ(t) is the carrier density
integrated over the length of the SOA

σ(t) =

LZ
0

N(z, t)dz (4.41)

which satisfies the integrated rate equation [107]

dσ

dt
= −σ(t)− σ0

τ sp
− λ

exp [Γ (∂g/∂N) (σ(t)−NtrL)]− 1
hc0A

£
PP (0) + PC(0, t)

¤
(4.42)

The constant σ0 is the steady-state value of σ(t) in the absence of any optical
input signals, PP is the probe input power, assumed to be CW, and PC(0, t)
is the instantaneous control input power. Eq. (4.42) may be expanded into a
steady-state and time-dependent large-signal part by expressing σ(t) and PC(0, t)
like σ(t) = σ +∆σ(t), and PC(0, t) = PC(0) +∆PC(t)

d∆σ

dt
= −∆σ(t)

τ e
− λ

hc0HW

¡
G− 1¢∆PC(t)− λ

hc0HW
Γ (∂g/∂N)G∆σ(t)∆PC(t)

(4.43)
where τ e is the effective carrier lifetime at the output of the SOA, and G =
exp [Γ (∂g/∂N) (σ −NtrL)] is the steady-state gain.

The last two terms in (4.43) contain the temporal variation of the control sig-
nal, ∆PC(t), and are consequently the driving terms of the equation, responsible
for modulating the carrier population. These are the sources of patterning ef-
fects. However, there is an important difference between the two terms: the first
term is a linear function of ∆PC(t), since the pre-factor

¡
G− 1¢λ/(hc0HW ) is

time-independent, whereas the second term is a nonlinear function of ∆PC(t), as
the pre-factor Γλ (∂g/∂N)G∆σ(t)/(hc0HW ) contains the instantaneous value of
σ(t). For a string of control input pulses, the linear term causes the same change
of σ for every pulse, whereas the nonlinear term gives rise to a change of σ, which
depends on the degree of gain saturation in the SOA. The patterning effects in-
flicted by the linear and nonlinear terms will be referred to as linear patterning
and nonlinear patterning [p2], respectively.
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Figure 4.13: Temporal evolution of the probe phase including the nonlinear term of rate equation (4.43)
(dashed curve), and without the nonlinear term (solid curve). Simulation parameters: Pp = 1 mW, L =
500 µm, A = 0.7µm× 0.5µm, Γ = 0.6, I = 70 mA (20 kA/cm2), dg/dN = 5 · 10−20 m2, Ntr = 1 · 1024
m−3, τsp = 0.5 ns, α = 5, and ~ω = 0.8 eV.

Fig. 4.13 illustrates the difference between linear and nonlinear patterning for
a specific 40 Gb/s input data sequence (110111): the dashed curve shows the
evolution of the probe phase φNL

P (t) obtained by solving (4.40)-(4.43) including
both the linear and nonlinear term. In contrast, the solid curve represents the
probe phase φLP (t) in the case where only the linear term is included. The input
data signal PC(t) used in the simulation consists of 5 ps wide (FWHM) Gaussian
pulses with an infinite extinction ratio and a peak power of 10mW. The remaining
parameters are listed in the caption of Fig. 4.13. The nonlinear term effectively
reduces the phase shift ∆φNL

P imposed on the probe by succeeding control pulses,
i.e. the phase shift ∆φNL

P,(2) introduced by the second data pulse is smaller than

the phase shift ∆φNL
P,(1) caused by the first pulse, etc. On the other hand, the

linear term causes identical phase shifts ∆φLP for each input pulse. By neglecting
the nonlinear term in (4.43), thus including only linear patterning, the dynamics
of σ is described by

d∆σ

dt
= −∆σ(t)

τ e
− λ

hc0HW

¡
G− 1¢∆Pc(t) (4.44)

From this rate equation it is clear that linear patterning can be described exclu-
sively by the effective carrier lifetime τ e, which determines the rate of recovery
of σ(t) and ultimately the modulation bandwidth of the gain and phase through
(4.39)-(4.40).

Returning to the limit in which ∆PC(t) is a small-signal perturbation to PC ,
∆σ(t) and ∆PC(t) can be expressed as ∆σ(t) = σ(Ω)e−jΩt + c.c. and ∆PC(t) =
pC(Ω)e

−jΩt+c.c., where σ(Ω) and pC(Ω) are the complex small-signal modulation
amplitudes at the modulation angular frequency Ω. Inserting these expansions
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into (4.43), it is clear that the nonlinear term is second-order, and thus vanishes
in a small-signal analysis. Correspondingly, the exact rate equation for ∆σ in
(4.43) is reduced to (4.44) by assuming that the control signal is small-signal
modulated, and thus it may be concluded that a small-signal analysis only takes
linear patterning into account.

Not surprisingly, predictions of performance, based on a small-signal analysis,
are accurate in schemes where nonlinear patterning is not the limiting factor. The
consequences of nonlinear patterning effects depend on the scheme, in which the
SOA is employed. For a simple switch based on XGM, the effect responsible
for nonlinear patterning, namely gain saturation, is beneficial, as it reduces the
patterning in the zero-level of the probe signal. This is observed in Fig. 4.13,
by noting that the gain and phase are subject to the same patterning effects,
as described by (4.39)-(4.40). Thus, for XGM the modulation bandwidth is
primarily limited by linear patterning, defined by the effective carrier lifetime τ e.
This is illustrated in Fig. 4.10 (b-d), where the zero-level is well-defined, unlike
the one-level, due to an insufficiently fast gain recovery. In other words the
performance of XGM is not limited by the fact that some data pulses experience
a higher gain than others, but rather by the rate of recovery. As already verified
in section 4.2, the large-signal performance of a switch based on XGM may thus
be estimated from a small-signal analysis with reasonable accuracy.

Other examples of this correlation are found in the literature, where e.g.
operation guidelines derived from small-signal analysis are verified in the large-
signal regime [23], and error-free XGM wavelength conversion at bitrates close to
the predicted small-signal bandwidth is demonstrated [126]. In section 5.3 it will
be shown that, by employing SOAs in the so-called differential mode of operation,
linear patterning effects can be completely compensated for. Consequently, the
performance of switches based on this scheme is ultimately limited by nonlinear
patterning.

The bitrate at which nonlinear patterning effects become detrimental can
be increased by applying holding-beam techniques, which involves launching an
additional signal into the SOA, either CW or modulated [45,122,123]. The effect
of these schemes is two-fold: first, they speed-up the recovery of the carrier
density by lowering τ e, thereby reducing linear as well as nonlinear patterning
by limiting the timeslot-to-timeslot variation of ∆σ(t). Secondly, the holding
beam limits the excursion of the probe gain and phase, by reducing the carrier
density available to the probe during a long string of zeros in the data control
signal. This translates into an effective suppression of nonlinear patterning. It
should be stressed that linear and nonlinear patterning effects are by no means
independent, since nonlinear patterning vanishes if the carrier recovery is fast
enough that linear patterning may be neglected.

Simulation studies suggest that a modulated holding beam with an inverted
polarity compared to the data signal is more effective than the CW counterpart in
reducing nonlinear patterning [123],[p3]. The basic idea of this scheme, which is
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Figure 4.14: Modulated holding-beam approach for reducing nonlinear patterning. Figure courtesy of
S. Bischoff.

illustrated in Fig. 4.14, is to equalize the total power into the SOA-based switch,
and thereby limit the gain difference experienced by succeeding data pulses. In
Fig. 4.14 the inverted holding signal is generated by co-propagating XGM in an
SOA. In a practical implementation it would be more convenient to generate
the holding signal in counter-propagation, in order to eliminate the filter (not
shown). This is possible at significant bitrates, since the scheme works even for
a moderate modulation depth of the holding signal [p3].

As discussed briefly in section 4.2, the benefits of a holding beam, without the
inconvenience of an additional input signal, can be obtained by simply increasing
the input probe power to the SOA. Apart from lowering the effective carrier
lifetime and reducing the carrier density excursion, as explained above, it also
increases the optical signal to noise ratio at the output. However, as the bitrate
is increased, so does the necessary data average power, assuming a constant data
pulse energy, and this brings on an increased carrier density variation. This may
be compensated for by increasing the probe power, but at some point the available
carrier density will be too low for the data pulses to facilitate a phase shift
sufficient to switch the probe signal. Thus, employing a holding-beam technique
does not eliminate nonlinear patterning, but merely increases the bitrate at which
nonlinear patterning limits the performance, and at the same time expands the
frequency range in which a small-signal analysis may be considered accurate.

4.4 Summary

Transfer of modulation from a control signal to a CW probe signal was investi-
gated in the small-signal regime for co- and counter propagating signals, using
already published approaches. Using a simplified SOA model without ASE, the
dependence on waveguide loss of the probe response for co-propagating signals
was explained, and an analytical expression for the bandwidth as a function of
SOA length was given. For counter-propagation, an even simpler model lead to a
convenient description of the probe response as the product of the co-propagation
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response and a simple sinc-shaped bandwidth-limiting transfer function. The
simple small-signal models were verified by operating the large-signal model, in-
cluding ASE, in the small-signal regime.

The small-signal analysis concluded that the bandwidth increases with length
for co-propagation. This was verified by the large-signal model at 80 Gb/s, but
for lengths exceeding 3.5 mm the increasing amount of ASE added to the signal
degraded the performance in terms of receiver sensitivity, and the existence of an
optimum length was demonstrated. For counter-propagation the correspondence
between the small and large-signal models is also excellent. Operation at 20 Gb/s
was demonstrated with a power penalty of 4 dB, and at 40 Gb/s the transit-time
effect makes wavelength conversion prohibitive.

Patterning effects were introduced and divided into two groups: linear and
nonlinear patterning. The alleviating effect of the differential control scheme and
holding beam techniques on linear and nonlinear patterning, respectively, was
discussed.



Chapter 5

SOA-based switch
configurations

A generic XPM-based switch, illustrated in Fig. 5.1, consists of a nonlinear el-
ement (NLE), in this context an SOA, in combination with a phase modula-
tion (PM) to amplitude modulation (AM) converter such as an interferometer
or filter. The control signal modulates the phase of the probe signal, which is
turned into amplitude modulation through the PM-to-AM conversion. In this
chapter, three types of switches, falling under the definition above, are investi-
gated: the standard-mode XPM switch, the differential-mode XPM switch, and
the filtering-assisted XPM switch. Significant overlap exists between the three
categories, especially between differential-mode and filtering-assisted switches,
where the former may, in some cases, be considered a special case of the latter.
The advantages and disadvantages of interferometric switches compared to the
simple XGM switch are explained and studied numerically. The differential con-
trol scheme is investigated through a detailed analysis of the MZI operated in the
differential-mode and the so-called DISC, with special attention to alleviation of
linear patterning effects, and the influence on the system margin.

Finally, the effect of placing an optical filter after a single SOA is analyzed

PM → AM

NLE

Generic
XPM Switch

Input signal
(probe signal)

Control signal(s)

Output signal
(probe signal)

PM → AM

NLENLE

Generic
XPM Switch

Input signal
(probe signal)

Control signal(s)

Output signal
(probe signal)

Figure 5.1: Schematic of generic cross-phase modulation switch, with one or more control signal deter-
mining the state of the switch. NLE: nonlinear element
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Figure 5.2: Schematic of MZI operated in the standard-mode configuration. The choice of signal polarity
is indicated.

in the small-signal regime. A general method for carrying out a small-signal
analysis is presented, based directly on the analysis of the modulated field en-
velope. Treating the signals in the optical frequency domain, as opposed to a
traditional analysis, where the modulation of power and phase is investigated
separately, proves very convenient for analyzing the Small-Signal Frequency Re-
sponse (SSFR) of an SOA followed by an arbitrary filter. The approach leads to
a simple and general criterion for the filter transfer function, in order to obtain
a flat SSFR. Analytical expressions for the small-signal bandwidth that may be
obtained using different types of filters are provided, and the effect of the filter
phase response is analyzed.

5.1 Standard-Mode Cross-Phase Modulation

The term standard-mode XPM (SM-XPM) refers to the operation of interferomet-
ric switches, for which only one of the interfering signals is modulated. This mode
of operation can be realized in a Mach-Zehnder interferometer (MZI) configura-
tion, as shown in Fig. 5.2 for co-propagation, and in a Michelson interferometer
(MI) [67], but not in e.g. a Sagnac interferometer, which will be explained further
in section 5.2.

Since most of the experimental work has been carried out with MZIs, the
principle of operation will be explained using the MZI as an example: the probe
signal, which can be CW or pulsed, depending on the application, is launched
into the common arm of the interferometer, and recombines at the output after
traversing the SOAs in the interferometer arms. If the MZI is made up of a 1x2
and a 2x1 coupler, which do not introduce phase shifts, the phase difference be-
tween the interfering parts of the probe signal, in the absence of a control input
signal, is defined exclusively by the SOA bias currents and the passive phase shift
∆φt. Depending on the desired polarity of the switched probe signal, the currents
and/or the passive phase shift are adjusted to obtain constructive or destructive
interference at the output, in the absence of a control input, corresponding to a
logic zero. When the control input power goes from low to high and introduces
a phase shift on the probe signal traveling in the upper arm, the probe signal
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Figure 5.3: Static MZI transfer funtions. (a) Probe output power vs. current density through SOA #4
(J4) for fixed J3 = 30 kA/cm2. The passive phase shift ∆φt is a parameter. (b) Probe output power vs.
control input power for configurations indicated by asterisks in (a).

is switched, as constructive interference is turned into destructive interference,
giving rise to a polarity-inverted probe signal, or vice versa. Polarity-inversion
and polarity-preservation is also often referred to as out-of-phase (OOP) and
in-phase (IP), respectively. A full π phase shift is needed to switch from con-
structive to destructive interference, or vice versa, but in practice a smaller phase
shift may be optimal, since a larger phase modulation requires a larger carrier
modulation, which increases the level of nonlinear patterning effects and chirp.
Moreover, a π phase shift may not be achieved at very-high repetition frequen-
cies [127]. The MZI operated in standard-mode (SM-MZI) is transparent towards
the data format, which means that it may be switched by an RZ or NRZ control
signal without modifying the operating conditions. This is important from a sys-
tems perspective, and represents an advantage over differential-mode switches,
for which the operating conditions are different for RZ and NRZ.

Fig. 5.3 (a) shows the output probe power vs. the current density J4 through
the lower arm (SOA 4) for J3 = 30 kA/cm2, PP = 0 dBm, and PC = 0 W, with
the passive phase shift in the upper arm as a parameter. According to the sign
convention in (3.20) the phase change φT,4 observed by the probe signal traversing
SOA 4 decreases with an increase of J4. Thus, a phase difference between the
interferometer arms of ∆φ = φT,3−φT,4+∆φt = 0, corresponding to constructive
interference, is obtained at decreasing values of J4 as the passive phase shift is
increased. Similarly, the minima corresponding to ∆φ = −π and ∆φ = π also
move towards lower values of J4 for increasing ∆φt. This is important, since it
means that ∆φ = π can be satisfied, while ensuring that the gains in the two
SOAs are equal, i.e. GT,3 = GT,4. When both requirements are fulfilled, which
is the case for J4 = J3 and ∆φt = π, as observed in Fig. 5.3 (a), complete
destructive interference is obtained, which gives rise to an in-phase operating
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Figure 5.4: Minimum power penalty for 80 Gb/s standard-mode switching vs. passive phase shift ∆φt,
for in-phase (IP) and out-of-phase (OOP) operation.

condition with a highly nonlinear transfer function. This condition may also be
obtained without the passive phase shifter by constructing the MZI from 2x2
couplers, which introduce a π/2 phase shift for the cross-output, compared to
the bar-output. In that case the two probe outputs are referred to as conjugate
signals1 [120].

Fig. 5.3 (b) shows static transfer functions corresponding to the points marked
by asterisks in Fig. 5.3 (a), and several important facts can be deduced from
the characteristics: the range of the control input power for which the slope
magnitude of a transfer function is larger than 10 dB/decade, is larger for the
in-phase operating points. This has a major impact on the so-called input power
dynamic range (IPDR), which defines the range of the control input power for
which the excess power penalty is less than 1 dB. Moreover, a nonlinear transfer
function is able to reshape the input data signal by improving the extinction
ratio and potentially suppress amplitude fluctuations if the transfer function is
flat around the logic "0" and "1" levels. This reshaping is often referred to as
2R regeneration in combination with (re)amplification, and will be detailed in
chapter 7. Finally, a significantly smaller pulse energy is required to facilitate
a π phase shift, compared to suppressing the gain. This reduces the switching
energy, and thus the power consumption, of interferometric switches, and due to
a decreased carrier modulation the chirp is potentially reduced.

The analysis made in section 4.2.1 predicted an optimum SOA length of
L = 3.5 mm for XGM, and the result for SM-XPM is expected to be similar.
However, for the large-signal analysis of SM-XPM, the SOAs in the arms of the

1Not to be confused with the conjugate signal in a Four-Wave Mixing (FWM) process
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Figure 5.5: Power penalty (left axis) and Extinction ratio/OSNR (right axis) at 80 Gb/s vs. average
data signal power for in-phase and out-of phase operating conditions, with indication of IPDR.

MZI assume lengths of L = 2 mm, as this is compatible with devices that have
been available for experimental studies. The cross-section of the SOAs in the
MZI model is identical to the SOA used so far, and the input data signal is still
an 80 Gb/s PRBS of word length 25− 1, consisting of 3 ps wide Gaussian pulses
with an ER of 13 dB.

The MZI is assumed to be of the active-passive (A-P) variant, i.e. only the
interferometer arms are active. This is opposed to the all-active (A-A) devices
used in many of the experiments presented in this thesis, where the entire inter-
ferometer is active. As illustrated in Fig. 5.2, the data signal is launched into the
upper arm (SOA #3), which is biased at J3 = 30 kA/cm2, and for each value of
the phase bias ∆φt in the set 0, π/4, π/2, 3π/4, π, the current density J4, and
the probe and data signal powers are varied to determine the set of parameters
giving rise to the lowest power penalty for both the in-phase and out-of-phase
condition.

Fig. 5.4 shows an overview of the effect of the phase bias. The performance
of the out-of-phase operating point is almost invariant towards ∆φt, which is
expected from the static transfer functions in Fig. 5.3 (b). The reason for the
slight improvement of performance for high values of ∆φt is that the optimum
current density J4 decreases with an increase of ∆φt. Thus, GT,4 decreases and
approaches the value of GT,3 at the input power corresponding to a π phase shift,
which gives a better extinction. For the in-phase condition however, a phase bias
close to π is favored, since as mentioned, this gives rise to a highly nonlinear
transfer function, and thus a high ER of the wavelength converted signal, and
suppression of nonlinear patterning, since the transfer function goes through a
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Figure 5.6: Power penalty at 80 Gb/s for standard-mode, in-phase operation of MZI vs. average data
signal power, with the input probe power as a parameter.

maximum in Fig. 5.3 (b). The latter is clearly observed in the lower, right inserted
eye diagram. For ∆φt = 0, the minimum transmission is quite high (> 0 dBm
in Fig. 5.3 (a)), which corresponds to a very poor ER for the in-phase operating
point. This explains the high in-phase penalty observed for ∆φt = 0 in Fig. 5.4.

From the inserted eye diagrams in Fig. 5.4 it is clear that the performance
is limited by an insufficiently fast recovery of the phase response, which causes
intersymbol interference - in other words linear patterning. This is not surprising,
since this was also the conclusion for XGM, and the only effect on the patterning
of inserting the SOA in a MZI is the nonlinear transfer function, which actually
reduces the saturation-induced, i.e. nonlinear, patterning.

Fig. 5.5 shows the power penalty, ER, and OSNR vs. average data signal input
power for an in-phase and out-of-phase operating point, and reveals some funda-
mental differences between the two cases. First, the input power dynamic range
(IPDR) is observed to be higher for in-phase operation. As mentioned briefly,
this is because the in-phase transfer function is super-linear for low data input
powers, which ensures a large ER. When the average input power is increased the
ER decreases with a moderate slope, while the OSNR increases. These effects
tend to balance each other over a large range of data powers, resulting in a large
IPDR. Notice that the minimum penalty is obtained as a trade-off between the
ER and OSNR. As it may be seen from the out-of-phase transfer functions in
Fig. 5.3 (b), a large negative slope magnitude, and thus ER, can only be main-
tained in a relatively small range of the input data power. The low modulation
depth means that the OSNR only decreases moderately as the data power in-
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Figure 5.7: Power penalty at 80 Gb/s for IP and OOP conditions of MZI operated in standard-mode
vs. transmission distance on SMF.

creases, and since the OSNR is very high, the power penalty is governed almost
exclusively by the ER.

For the in-phase operating point in Fig. 5.5 a large CW probe power of 26
dBm was used, corresponding to 20 dBm coupled into the common arm (SOA
#2). Fig. 5.6 shows the effect of reducing it: the minimum penalty increases,
because the effective carrier lifetime increases. The inserted eye diagrams clearly
show that the trailing edges of the converted pulses become longer as the probe
power is decreased, leading to intersymbol interference and a decreased ER. In
other words, decreasing the CW probe power brings increased linear patterning.

It is worth pointing out that the smallest power penalty achieved with XGM
in a 2 mm long SOA was about 7 dB (see Fig. 4.9 (a)), which was obtained
using PP /PC = 18/24 dBm. According to Fig. 5.6, a penalty below 6 dB can be
obtained with PP /PC = 6/− 2 dBm, by putting the same SOA in a MZI.

The transmission properties of the three "sweet spots" in Fig. 5.6 are com-
pared in Fig. 5.7, which shows the power penalty as a function of transmission
distance on standard SMF with a dispersion ofDSMF = 17 ps/(nm km). As men-
tioned in section 4.2.1, the blue-shifted parts of the signal travel faster than the
red-shifted parts, which means that pulses of a wavelength converted probe signal
with in-phase polarity are expected to narrow initially upon propagation. This
is shown to be the case in Fig. 5.7 by comparing the eye diagrams corresponding
to L = 0 and L = 0.3 km, respectively. The slight pulse compression leads to
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reduced intersymbol interference and consequently an increased ER, which gives
rise to a sensitivity improvement. Comparing the transmission properties of the
three in-phase signals from Fig. 5.6, the signal with the highest penalty at L = 0
is the one with the lowest penalty at L > 1.2 km. Since all three signals are sim-
ilarly chirped, the superior transmission properties of the signal obtained with
PP = 6 dBm, is primarily due to the larger pulse width at L = 0, corresponding
to a narrower spectrum, which is less sensitive towards dispersion. This shows
that the operating conditions of SOA-based switches should ideally be optimized
for a specific link, and not right at the output. Fig. 5.7 also shows the penalty
curve for the out-of-phase operating point in Fig. 5.5. An out-of-phase signal is
expected to disperse faster than an in-phase counterpart, and this should show in
the evolution of the penalty. However, as it turns out, the penalty goes through
an unexpected minimum before it increases, and an error-floor is reached af-
ter 1.1 km. The reason for the initial improvement is that field components of
pulses broaden into neighboring timeslots containing logic zeros. Here, the fields
may interfere destructively, which reduces the power in the zero-level, thereby
increasing the ER and decreasing the penalty.

Finally, Fig. 5.7 shows the penalty curve for the input data signal consisting
of transform limited, 3 ps wide Gaussian pulses. Due to the significantly wider
spectrum, the pulses of the input data disperse much faster than the converted
signal, and after only 1 km the signal can no longer be detected.

5.2 Differential-Mode Cross-Phase Modulation

The analysis in section 5.1 showed that standard-mode XPM in a MZI gives
rise to performance enhancements over XGM, but that linear patterning effects,
characterized by the relatively slow carrier recovery, still remains the limiting
factor. During the last decade, a new type of fast, all-optical switch, which
alleviates some of the consequences of the long carrier lifetime, has been developed
and demonstrated at bitrates exceeding 100 Gb/s. This new type of switch takes
advantage of the fact that the switching characteristic of an interferometer is
governed exclusively by the phase difference between its two arms. This allows
operation in a so-called differential-mode of operation, enabling the generation
of a narrow switching window.

The history of the differential-mode concept started with the demonstration
of the TOAD by Sokoloff et al. in 1993 [71]. Shortly thereafter, still in 1993, the
first integratable switch-configuration exploiting a differential phase shift was sug-
gested by Tajima [128], and is based on a MZI with SOAs in both interferometer
arms. This configuration will in the following be referred to as the differential-
mode MZI (DM-MZI). A widely used SOA/fiber hybrid differential-mode switch,
referred to as the Ultrafast Nonlinear Interferometer (UNI), containing a single
SOA and two short spans of PM fiber, was proposed by Patel et al. in 1996 [69],
and has been dubbed the Polarization Discriminating MZI (PD-MZI) by some
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Figure 5.8: Schematic of differential-mode operation of MZI. Choice of signal polarity is indicated.

authors [70]. Finally, the Delayed-Interference Signal Converter (DISC), which
is a simplified and integratable version of the UNI, and based on a single SOA
and a passive, asymmetric MZI filter, was proposed by Ueno et al. in 1998.

In the following, the principle of operation of all four switch configurations
will be explained, with the emphasis on the DM-MZI and the DISC, which are
analyzed and compared in great detail.

5.2.1 Differential-mode MZI

The DM-MZI configuration is shown in Fig. 5.8, and the principle of operation is
as follows: by exciting both SOAs with the same RZ control signal, with one signal
delayed by τ with respect to the other, the phase difference between the arms
of the MZI, observed by a probe signal travelling through the interferometer,
effectively cancels-out the slow recovery of the carrier density. The result is a
switching window, with a width limited solely by the width of the control pulses
and not by the carrier lifetime. This has been exploited to extract the individual
10.5 Gb/s tributaries from a 336 Gb/s OTDM data stream, by passing the 336
Gb/s data signal through the MZI, and switching a single tributary by means of
two 10.5 GHz clock signals, with a relative delay of one 3 ps timeslot [129]. The
periodic excitation of the SOAs, which is needed for demultiplexing, leads to a
pseudo steady-state, in which the carrier density varies periodically, and gives
rise to identical switching windows in each period of the clock signal. The latter
corresponds to eliminating patterning effects. In contrast, it was explained in
section 4.3 that when the transmission of the switch is controlled by a random
data signal, as needed for wavelength conversion and regeneration, the probe
transmittance may depend on the data sequence prior to the bit to be switched.

Fig. 5.9 (a) shows a simulation of the probe phases φNL
T,3 (t) and φNL

T,4 (t) vs.
time at the output of the two SOAs in the MZI, using the simple model in section
4.3 with the same parameters as in Fig. 4.13 and a differential delay of τ = 5 ps.
Again, the superscript ”NL” denotes that both the linear and nonlinear terms
of the rate equation (4.43) are included. The amplitude of φT,4(t) is reduced
slightly compared to that of φT,3(t) in order to satisfy φT,4(t) ≈ φT,3(t) during
phase recovery.

As shown in (3.43), the transmission of the MZI is determined by the phase
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Corresponding phase difference. (c) Equivalent to (a), but without nonlinear term. (d) Corresponding
phase difference.

difference between the two components of the probe signal. Consequently, the
probe signal reaching the output first, in this case the signal in the upper arm,
switches the transmission of the MZI from low to high. When the probe signal
from the lower arm arrives at the output, the phase difference is reset to the
original level, and thereby effectively cancels the long recovery of φNL

T,3 (t). The
slight reduction of φT,4(t) in Fig. 5.9 is obtained "artificially" by simple multi-
plying it by an appropriate factor. In reality, an attenuation of the data signal,
as illustrated in Fig. 5.8, is necessary to obtain the same effect. Fig. 5.9 (b)
shows how the resulting phase difference ∆φNL(t) = φNL

T,3 (t) − φNL
T,4 (t) opens a

switching window with a width determined by τ , in this case 5 ps. Figs. 5.9 (c-d)
are equivalent to (a-b), the only difference being that the nonlinear term in the
rate equation (4.43) is neglected. Comparing Figs. 5.9 (b) and (d), the effect on
the carrier density induced patterning effects of applying the differential-mode of
operation to the MZI becomes clear: linear patterning effects are completely com-
pensated for, since the long recovery of the carrier density cancels out. However,
the nonlinear patterning effects persist, and manifest as a decrease of the phase
difference ∆φNL for successive excitations of the SOA by control pulses, which
translates into an equivalent peak pulse power variation for the output probe
signal. The peak probe power ultimately reaches a steady-state-like minimum
level after a time span given by the effective carrier lifetime, which corresponds
to a large number of timeslots at high bitrates. Nonlinear patterning is likely to
be the reason why the DM-MZI has been demonstrated at a maximum bitrate of
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Figure 5.10: (a) Power penalty (left axis) and OSNR (right axis) vs. average data power in upper arm
of MZI with input probe power as a parameter. Power in lower arm of MZI is optimized in each case.
(b) ER (left axis) and MP (right axis) vs. data power to upper arm. (c) Power penalty/MP (left axis)
and ER/OSNR (right axis) vs. attenuation of data signal to lower arm for PP /PC = 26/17 dBm.

84 Gb/s [93], which is modest compared to the demultiplexing experiments.
The performance of the DM-MZI is investigated numerically at 80 Gb/s,

using a MZI configuration with a differential delay τ = 3 ps, and a phase bias
of ∆φt = π, which was shown in Fig. 5.4 to be the best choice for the SM-MZI.
There is no reason to believe that the optimum phase bias is different for the
DM-MZI, since as mentioned, the effect of launching a copy of the data signal
into the lower arm, is simply to cancel the long phase recovery. Thus, all the
results presented in the following are obtained with J3 = J4 = 30 kA/cm2, which
was found to be the optimum bias condition for ∆φt = π.

Before discussing the results, a quantity referred to as Mark patterning (MP)
is introduced, and defined as the ratio of the highest to the lowest logic one-level.
Fig. 5.10 (a) and (b) show the power penalty, OSNR, ER, and the newly defined
MP as a function of the average data signal power into the upper arm for the CW
probe powers PP = −4, 11, and 26 dBm. Notice that due to the 6 dB splitting
loss, the probe power entering each of the two SOAs is in fact only −10, 5, and
20 dBm. In each case the attenuation of the data signal launched into the other
(in this case, the lower) data input, has been optimized to obtain the smallest
possible power penalty. For PP = 26 dBm the minimum penalty is reduced to
about 0.34 dB, which is about 3 dB better than the smallest penalty obtained
with the standard-mode configuration.

As the data power in the upper arm is increased the ER decreases, while the
MP increases. The latter is a consequence of the increased level of saturation, and
will be addressed further in the following. The degradation of the ER, however,
is simply due to fact that the MZI transfer function for ∆φt = π becomes less
nonlinear as the average input data power increased, cf. Fig. 5.3 (b). It is also
noticed that the IPDR for PP = 26 dBm is approximately the same as for the
SM-MZI configuration. When the probe power is decreased, the power penalty
increases, similar to the SM-MZI as shown in Fig. 5.6. However, whereas the
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Figure 5.11: Eye diagrams corresponding to the minimum power penalty for increasing input probe
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degradation for the SM-MZI configuration was due to linear patterning, leading
to intersymbol interference, the increase of the penalty in Fig. 5.10 (a) is caused
by an increase of the mark patterning, which is a nonlinear patterning effect.
This is illustrated in Fig. 5.11, where the eye diagrams corresponding to the
minimum power penalties for PP = −6, −4, 11, and 26 dBm are shown. All four
eye diagrams are clearly open and symmetrical, but the level of power fluctuation
above the detectable eye diagram increases as the probe power is lowered. Since
these fluctuations represent useless power to the receiver, they give rise to an
increased power penalty. The dependence of the MP on the probe power was
already addressed in section 4.3, and can be attributed the holding-beam effect
of the probe signal.

Fig. 5.10 (c) shows the power penalty, ER, OSNR, and MP as a function of
the attenuation of the data signal in the lower arm for the optimum combination
PP/PC = 26/17 dBm, where PC represents the average data power into the upper
arm. Increasing the attenuation to infinity, i.e. turning the power to the lower
arm off, is clearly equivalent to the SM-MZI configuration. Thus, Fig. 5.10 (c) is
helpful in illustrating the effect on the different figures of merit of applying the
differential scheme of operation.

When the attenuation is decreased, the penalty drops and goes through a
minimum at an attenuation of Att = 2.25 dB, primarily due to the large increase
of the ER, which attains its maximum at approximately the same attenuation.
The OSNR decreases slightly as the attenuation is lowered, because applying the
differential data signal prevents the phase difference ∆φ(t) between the interfer-
ometer arms to reach the maximum, thus reducing the output power. This is
also clearly illustrated in Fig. 5.9. Finally, the mark patterning is observed to go
through a minimum at 5.25 dB, and attains a level at Att = 2.25 dB very similar
to the level obtained with the SM-MZI (Att→∞).
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Figure 5.12: Eye diagrams corresponding to minimum power penalty (a) and minimum mark patterning
(b) in Fig. 5.10 (c)

The eye diagrams corresponding to Att = 2.25 dB (minimum penalty) and
Att = 5.25 dB (minimum MP), are illustrated in Fig. 5.12 (a) and (b), respec-
tively. From these eye diagrams it is seen that for Att = 5.25 dB the switch is op-
erated in a partial differential-mode, since the switched pulses are symmetrized,
but still with clear evidence of the slow phase recovery, which is not properly
cancelled by the differential data signal. The construction of the two signals is
detailed in Fig. 5.13, which shows the probe phases φT,3(t) and φT,4(t), the phase
difference, and the switched probe output for Att = 2.25 dB (a-c) and Att = 5.25
(d-f). For Att = 2.25 dB, the trailing edges of the phase response are completely
cancelled out, giving rise to short, symmetric pulses with a high extinction. The
first pulse in the string of five causes a slightly larger phase difference (see (b))
than the following, due to saturation, i.e. nonlinear patterning. This effect is
enhanced by XGM, which reduces the amount of probe power available after the
first data pulse in the string of five. For Att = 5.25 dB, the differential signal
only partially cancels the trailing edge, resulting in sharpened pulses with re-
maining, though reduced, trailing edges. More importantly, since the differential
signal is so weak that the peaks of φT,4(t) are lower than the valleys of φT,3(t),
the peaks of the phase difference φT,3(t) − φT,4(t) are determined primarily by
φT,3(t). Accordingly, the phase difference displays a patterning similar to that of
φT,3(t), which is noticeably smaller than for Att = 2.25 dB. Moreover, the partial
differential-mode operation in Fig. 5.13 (d-f) is slightly less degraded by XGM,
since the probe power modulation in SOA #4 is also reduced. All in all, the
switched probe output in Fig. 5.13 (f) displays about 1 dB (≈ 25%) less mark
patterning compared to the output in Fig. 5.13 (c), at the expense of a reduced
ER.

The reduced patterning of the phase difference is an important property of the
DM-MZI, which makes it fundamentally different from differential-mode switches
that do not allow control of the individual phase shifts, such as e.g. the UNI and
the DISC.
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Figure 5.13: Detailed comparison of conditions leading to minimum penalty (a-c), and minimum MP
(d-f). Individual probe phases in the two interferometer (a,d) cause the phase differences depicted in
(b,e), and ultimately the different output pulse patterns in (c,f).

5.2.2 The TOAD Switch

As mentioned already, the differential control scheme was initially proposed with
the introduction of the TOAD, shown in Fig. 5.14 configured as a wavelength
converter. The TOAD is a Sagnac interferometer with an SOA displaced ∆x
compared to the center of the loop. In the absence of a control signal the clock-
wise and counter-clockwise propagating parts of the probe signal acquire the
same phase shift, and the output transmission may be tuned by means of the
polarization controller (P.C.), which plays the role of the passive phase bias in
the MZI in Fig. 5.8. For in-phase operation the phase bias is adjusted to give
destructive interference at the output, corresponding to a full reflection of the
probe signal. In the presence of the data signal the probe component travelling
in the clockwise direction co-propagates with the data signal through the SOA,
giving rise to a power and phase modulation of the probe. The counter-clockwise
travelling component reaches the SOA at a time ≈2∆x/vg later. When the two
probe components interfere at the output of the 3 dB 2x2 coupler, the phase
shift acquired by the clockwise travelling component opens up a switching win-
dow which is closed by the phase shift of the delayed counter-clockwise travelling
part.

The principle of operation is identical to that of the MZI in differential mode,
but the performance is inferior, since the duration of the trailing edge of the
switching window is determined by the length of the SOA, whereas the duration
of the leading edge is governed by the stimulated lifetime. This gives rise to
an asymmetric switching window, corresponding to asymmetric wavelength con-
verted pulses in the configuration in Fig. 5.14, and a maximum bitrate limited
by ≈ vg/(2L), as explained in section 4.1.2.

Although the TOAD has been integrated and demonstrated at 10 Gb/s [68],
most published demonstrations of the TOAD switch have been realized in SOA/
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polarization controller.

fiber hybrid setups, using 2 fiber couplers and an SOA. Compared to the MZI the
TOAD is much more stable in a hybrid setup, since the interfering components in
the TOAD share the same physical medium. Mechanical instabilities and thermal
fluctuations are thus experienced by both components and tend to average out.
This is not the case in a MZI, where the interferometer arms are physically
separated, and will consequently experience independent perturbations.

5.2.3 The UNI Switch

The UNI, which is shown in Fig. 5.15, is also referred to as the PD-MZI, which
makes sense, since the UNI may be interpreted as in in-line implementation of a
MZI operated in the differential mode. The clocked probe signal is launched into
a birefringent fiber (BRF) at an angle of 45◦ compared to the principal axes of
polarization, thereby exciting the two polarization states equally. At the output
of the BRF each clock pulse is split into two orthogonally polarized pulses of
equal energy with a temporal separation of τ , corresponding to the group delay
between the fast and slow axis of the BRF. This signal is injected into an SOA
along with the control signal, in this case a random data signal, with a relative
timing such that the data pulses arrive at the input facet of the SOA between
the two orthogonal probe pulses.

In the presence of a control pulse inducing a π phase shift, the probe signal
at the output of the SOA looks like Fig. 5.16 (a), where the phase relaxation
is depicted as a linear function for simplicity. The separated probe pulses are
re-aligned by launching the signal into an identical piece of BRF, at an angle of
−45◦ such that the leading (white) and trailing (grey) probe pulses are aligned to
the slow and fast axes, respectively. At the output of the BRF the probe signal
looks like Fig. 5.16 (b): the probe pulses are aligned, but the phase modulation
φ(t) is displaced.

Fig. 5.16 (c) explains the switching principle: for ∆φ = φ(t) − φ(t − τ) =
0, corresponding to times before the switching window opens, the total field is
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Figure 5.15: Schematic of the Ultrafast Nonlinear Interferometer (UNI). BRF: Birefringent fiber, POL:
polarizer, P.C: polarization controller.

Figure 5.16: Principle of operation of UNI switch. (a) Phase shift induced on the trailing pulse, and (b)
differential phase shift obtained when pulses are temporally re-aligned. (c) transmision angle of polarizer
set to 135◦ compared to angle of trailing pulse.
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Figure 5.17: Schematic of Delayed-Interference Signal Converter (DISC), with a delay of τ and a phase
shift Φ0 in the upper arm of the asymmetric MZI filter.

polarized at an angle of 45◦ compared to the angle of the grey pulse. At the
onset of the phase modulation of the grey pulse, we have φ(t) = π, corresponding
to a 90◦ counter-clockwise rotation of the polarization angle, and finally, when
the delayed phase response φ(t− τ) increases from 0 to π, the polarization state
returns to the 45◦ angle. By aligning the full-transmission axis of the polarizer
(POL) to ≈ 135◦ the UNI will only transmit the probe signal within the window
of width τ . As sketched in Fig. 5.16 (b), φ(t− τ) is not completely equal to φ(t)
during phase recovery, which means the polarization angle settles at a value vmin
larger than 45◦. This gives rise to a finite, and potentially bad extinction during
this time interval. To some extent this may be compensated for by tuning the
zero-transmission angle of the polarizer to vmin at the expense of a reduced peak
transmission, and a degraded extinction for φ(t) = φ(t− τ) = 0. In other words
the P.C in front of the polarizer is an important optimization parameter.

The UNI can potentially be integrated by using TE-TM splitting couplers
instead of BRF, and rotating the polarization of one of the two separated probe
pulses by 90◦ before interference [70]. The latter may be obtained using a half-
wave plate and ensures that the re-aligned probe pulses are in the same po-
larization state. Due to the complexity of integrating polarization discriminat-
ing elements the two-SOA MZI in differential mode, shown in Fig. 5.8, is more
suitable for integration. For hybrid implementations, however, the UNI is the
configuration-of-choice due to the high-speed potential, relative insensitivity to
environmental disturbances, and ease of implementation.

5.2.4 The DISC Switch

The UNI implementation shown in Fig. 5.15 employs a clocked input probe signal.
This is necessary however, only if the data signal requires re-timing, and the clock
signal is dispensable if the switch is intended for wavelength conversion only. In
this case the clock may be replaced by a CW probe, and the polarization splitting
differential delay before the SOA is unnecessary. So is the polarizer at the output,
as the polarization of the signal is intended to maintain its state from input to
output. The simplified differential-mode wavelength converter is referred to as the
delayed interference signal converter (DISC). The DISC has been demonstrated
at bitrates up to 168Gb/s using a hybrid implementation [74], and up to 100Gb/s
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Figure 5.18: Nonlinear patterning persists, whereas linear patterning is eliminated by the DISC. The
figure is equivalent to Fig. 5.9. Differential delay τ = 5 ps.

with a monolithically integrated device [75]. It consists of a single SOA followed
by a passive, asymmetric MZI (AMZI), which determines the differential delay.

The device is shown schematically in Fig. 5.17, with the relative delay τ and
phase shift Φ0 situated in the upper arm of the asymmetric MZI. The data and
probe signals are launched into the SOA, where the amplitude and phase of the
probe signal are modulated according to the bit-pattern of the data signal. In
the AMZI the signals are split in two, and the part travelling in the upper arm
acquires a delay of τ relative to the signal in the lower arm.

This is illustrated in Fig. 5.18 (a), which shows the simulated probe phase
ΦNL
p (t) vs. time at the output of the two arms of the asymmetric MZI, using the
same parameters as in Fig. 4.13 and Fig. 5.9 with a differential delay of τ = 5
ps, and including both the linear and nonlinear terms in (4.43). The principle
of operation is the same as for the MZI operated in differential-mode: assuming
that the phase offset Φ0 is adjusted to in-phase operation, the signal in the lower
arm arrives at the output first, and switches the transmission of the MZI from
low to high. At the arrival of the probe signal from the delayed arm, the phase
difference is reset, thereby effectively cancelling the slow recovery of ΦNL

p (t).

Fig. 5.18 (b) shows how the resulting phase difference ∆ΦNL
p (t) = ΦNL

p (t)−
ΦNL
p (t−τ) opens a switching window of width τ , in this case 5 ps. Unlike for the
differential-mode operation of the MZI, the DISC configuration does not provide
any means of equalizing the phase responses, i.e. ensuring Φp(t) ≈ Φp(t − τ),
during phase recovery. This causes the negative phase difference between data
pulses observed in Fig. 5.18 (b), and as explained for the UNI, this makes the
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phase bias Φ0 subject to optimization. As it will be shown in the following, the
undershoot of ∆ΦNL

p (t) gives rise to trailing "satellite pulses", and in order to
minimize the amplitude of these pulses the phase bias Φ0 must be smaller than
π.

The nonlinear term in the rate equation (4.43) is neglected in Figs. 5.18 (c-
d), and by comparison with Figs. 5.18 (b) and (d) the effect of the asymmetric
MZI on the patterning effects is illustrated. Not surprisingly, the conclusion is the
same as for the DM-MZI: linear patterning is compensated for, whereas nonlinear
patterning persists.

In the following the DISC configuration is simulated by passing the cross-gain
and cross-phase modulated probe waveforms calculated in section 4.2.1 with the
detailed large-signal model through an AMZI with a differential delay of τ = 3
ps. As it will be shown in section 5.3, the AMZI has a field transfer function
given by

HAMZ(ω) =
Eout(ω)

Ep(ω)
=
1

2

³
1 + ej(ωτ+Φ0)

´
(5.1)

where Eout(ω) and Ep(ω) are the Fourier transforms of the field envelopes Eout(t)
and Ep(t), respectively (see Fig. 5.17). Thus, a convenient way of including the
effect of the AMZI is by Fourier transforming the complex probe field envelope
Ep(t) at the output of the SOA, and multiplying it by HAMZ(ω), before inverse
Fourier transforming the result.

Fig. 5.19 shows a probe power spectrum in a 0.07 nm resolution2 before and

2Spectra obtained by convoluting Fourier transforms by response function, measured with
spectrum analyzer resolution at 0.07 nm.
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Figure 5.20: (a) Power penalty (left axis) and OSNR (right) axis vs. average data power with the probe
input power as a parameter. (b) ER (left axis) and MP (right axis) vs. average data power. (c) Power
penalty/MP (left axis) and ER/OSNR (right axis) vs. phase bias Φ0 for PP /PC = 20/11 dBm

after the AMZI, as well as a part of the power transfer function of the AMZI,
for which Φ0 = 0.9939π. Notice that the envelope of the spectrum is broadened
considerably, corresponding to a reduction of the pulse width. Moreover, the
switched output power is significantly decreased, which indicates that the phase
difference ∆Φp(t) is far below π.

For each SOA length in the range 1− 5 mm the phase bias Φ0 and CW and
data signal input powers are optimized to obtain the smallest possible power
penalty. It turns out that for a bitrate of 80 Gb/s the performance does not
improve by increasing the SOA length beyond 2 mm. Thus, to minimize the
amount of data, and to facilitate comparison with the DM-MZI, the SOA length
is fixed at L = 2 mm in the following.

Fig. 5.20 (a-b) shows the power penalty, ER, OSNR, and MP vs. the average
data signal power PC for CW input probe powers PP of −10, 5, and 20 dBm,
which are identical to the probe powers entering each of the two SOAs in the DM-
MZI (see Fig. 5.10 (a-b)). For each probe power the phase bias Φ0 is optimized
to obtain the smallest possible power penalty, and this value of Φ0 is used in
the calculation of the ER, OSNR, and MP. As for the DM-MZI switch the MP
increases with the average data power, but in this case the ER goes through a
maximum. The latter is related to the fact that the phase difference ∆Φp(t)
changes sign between the data pulses. The transmission of the steady-state zero-
level, corresponding to ∆Φp(t) = 0 in Fig. 5.18 (b), is determined by Φ0, and
for a given choice of Φ0, a data power on the low side of the optimum induces a
smaller phase shift, which gives rise to a smaller switched peak power, and thus
a decrease of the ER. On the high-power side of the optimum, the satellite pulses
generated by the negative phase difference overlap with the succeeding timeslots,
which causes a decrease of the ER.

This is illustrated in Fig. 5.21, which shows eye diagrams for PP = 5 dBm,
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and data powers of (a) PC = −7 dBm, (b) PC = −3 dBm, and (c) PC = 1 dBm,
where −3 dBm corresponds to the optimum, cf. Fig. 5.20 (a). Notice the creation
and enhancement of the satellite pulses as the data power is increased.

Fig. 5.20 (c) shows the power penalty, ER, OSNR, and MP as a function of the
phase bias Φ0 for the combination of input powers PP/PC = 20/11 dBm, giving
rise to the smallest possible power penalty. The power penalty is observed to go
through a minimum, which is primarily due to the fact that the ER goes through
a maximum. As explained above, the phase bias Φ0 determines the transmission
of the steady-state zero-level. As Φ0 approaches π, the steady-state zero-level is
decreased, while the amplitude of the satellite pulses increases. Consequently, an
optimum exists at an intermediate value of Φ0. The minimum penalty is around
1.87 dB, which is ≈ 1.5 dB higher than for the DM-MZI. More importantly,
the MP does not go through a minimum, which means that there is no way of
decreasing the patterning without severely sacrificing the sensitivity.

Although the principle of operation of the DM-MZI and DISC switches is
the same, there are several important differences in terms of ASE noise and
patterning, which have a non-trivial impact on the performance. In the following
section the main differences will be explained.

5.2.5 DM-MZI vs DISC

The operating conditions leading to the smallest power penalty for the DM-
MZI and DISC configurations are quite different. For a CW probe power of 20
dBm into the single SOA of the DISC and each SOA of the DM-MZI (the latter
corresponds to an input power of 26 dBm), the optimum data signal power is 17
dBm in the upper arm of the DM-MZI (corresponding to 14 dBm into the SOA),
and 2.25 dB less in the lower arm, whereas the optimum is obtained with only 11
dBm for the DISC. There are two reasons for this. First, as explained above, the
DISC generates detrimental satellite pulses if the input data power is too large.

This is illustrated further in Fig. 5.22, which shows the phases of the interfer-
ing signals, as well as the phase difference, for the DM-MZI (a-b) and the DISC
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Figure 5.22: Comparison of DM-MZI and DISC for equal probe power of 20 dBm in to the SOA(s), and
with data power corresponding to the minimum power penalty. (a,c) show the individual phases, and
(b,d) illustrate the phase differences.

(c-d), using parameters corresponding to the minimum penalty in both cases.
Focusing on the DISC, i.e. Fig. 5.22 (c-d), it is clear that the undershoot of
the phase difference, which causes the satellite pulses, scales with the peak of
the phase shift Φp(t). Consequently, the input data power is limited to a level
which introduces a sufficiently large phase shift to switch the CW probe, without
degrading the ER by generating significant satellite pulses.

The small phase shift inevitably gives rise to a small output power, which is
also clearly seen in the eye diagrams of Fig. 5.21. An obvious question would
be: why does the low output power not result in a proportionately low OSNR?
According to Fig. 5.20 (a), the OSNR is above 25 dB/1 nm for PP = 20 dBm. The
answer to this question is related to the way the interferometers filter spontaneous
emission noise. Denoting the spectral density of the average ASE power generated
in the single SOA of the DISC by ePSOA(λ), the spectral density at the output of
the AMZI filter, ePDISC(λ) is given byePDISC(λ) = ePSOA(λ) |HAMZ(λ)|2 (5.2)

Fig. 5.23 (a) shows the normalized spectral density at the output of the SOA
(solid line), which is assumed independent of λ within the 2 nm span considered,
and the power transfer function |HAMZ(λ)|2 (dashed curve) that was found to
be optimum for PP/PC = 20/11 dBm. Assuming that the AMZI is followed by a
1 nm wide BPF, approximated by a rectangular shape, the ASE power emerging
from the DISC is represented by the hatched area in Fig. 5.23 (a). From (5.1),
the power transfer function of the AMZI may be shown to be sinusoidal

|HAMZ(ω)|2 = 1

2
(1 + cos(ωτ +Φ0)) (5.3)
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with a free-spectral (frequency) range (FSR) of τ−1.
Integrating (5.3) over the bandwidth of the BPF, which is centered on the

carrier wavelength λP of the probe and spans ∆λF , the total ASE power, PDISC
ASE ,

within ∆λF becomes

PDISC
ASE = ePSOA(λP )∆λF

2

·
1 + cos(Φ0)sinc

µ
πcτ∆λF

λ2P

¶¸
(5.4)

The ASE power within ∆λF before the AMZI is simply given by PSOA
ASE =ePSOA(λP )∆λF , which means the AMZI reduces the transmitted ASE power by

a factor of

RDISC =
PSOA
ASE

PDISC
ASE

= 2

·
1 + cos(Φ0)sinc

µ
πcτ∆λF

λ2

¶¸−1
(5.5)

which attains a value of RDISC = 9.9 dB for ∆λF = 1 nm and λP = 1570 nm.
Consequently, the low output power from the DISC does not give rise to a low
OSNR because the ASE power is dramatically reduced by the AMZI. Notice that
RDISC is bitrate independent, since the differential delay τ and the necessary
optical bandwidth ∆λF (may be interpreted as the optical bandwidth of the
receiver) are inverse proportional, and RDISC depends very little on Φ0, for Φ0 ≈
π.

As mentioned in the description of boundary conditions in section 3.1 of
Chapter 3, ASE generated in different SOAs cannot interfere because there is no
phase correlation between the ASE sources. The spectral density at the output
of the DM-MZI, ePDM , is therefore given by

ePDM =
ePSOA + ePSOA

2
= ePSOA (5.6)
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As illustrated in Fig. 5.23 (b), the ASE power transmitted through the BPF
following the DM-MZI is given simply by PSOA

ASE . Since this quantity is a factor
of RDISC larger than PDISC

ASE , it is clear that the switched probe power must
be larger for the DM-MZI, in order to enhance the OSNR and thereby reduce
the noise-induced sensitivity degradation. The larger probe power is obtained
by increasing the data power, and this is the second reason for the difference in
required data power.

Fig. 5.10 (a) clarifies the trade-off for the DM-MZI: as the data power is
increased, the ER decreases while the OSNR is enhanced, and the minimum
penalty is obtained for an intermediate data power.

By comparing the phase response for the DM-MZI and DISC in Fig. 5.22
it is observed that the patterning is noticeably smaller for the DM-MZI. The
reason for this may understood by focusing on the phase modulation induced by
the string of five data pulses. For the DISC, the peak of the phase difference
induced by each data pulse is given by a fraction of the phase shift induced by
the individual pulses, where the fraction is governed by the differential delay τ .
Since the first data pulse in the string of five induces a larger phase shift than the
following, the peak phase difference, and thus the peak output power, becomes
higher for the first pulse. For the DM-MZI, the situation is similar to the DISC
for the first pulse. However, since the modulation depth of φT,4(t) is smaller
than that of φT,3(t), the valleys of φT,4(t) are below the valleys of φT,3(t), which
means that the phase difference induced by the second data pulse is larger than
the corresponding phase shift, and consequently larger than the phase difference
that would have been induced by a DISC. This leads to the conclusion that the
DM-MZI is able to operate with lower mark patterning than the DISC.

Fig. 5.24 shows the minimum power penalty (a), and the corresponding MP
(b), average probe output power and OSNR (c), as a function of the CW input
probe power launched into the SOA(s) of the DM-MZI and DISC3. Over the
entire range of input probe powers in Fig. 5.24 the ER remains above 13 dB,
which means it contributes only very little to the sensitivity degradation that
follows from decreasing the input probe power.

The figure summarizes the results of the comparison between the two switch
configurations. The DM-MZI is overall superior in terms of power penalty. This
is mainly due to the lower mark patterning, since for a fixed average power, an
increased mark patterning corresponds to a smaller eye opening, which prompts
a larger BER in the presence of noise. Thus, if the OSNR is low, the BER
performance becomes increasingly sensitive to MP. Fig. 5.24 (c) shows the average
output probe power, Pout, on the left axis, and the OSNR on the right axis. It is
observed that Pout is about 8 dB higher for the DM-MZI compared to the DISC,
over the entire range of input probe powers, and the reason for this has already
been established. On the other hand, the OSNR is 1.6 − 1.7 dB higher for the

3E.g., 26 dBm of probe power into the DM-MZI is shown as 20 dBm.
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DISC, and this is a direct result of the DISC transmitting a factor of RDISC less
ASE power compared to the DM-MZI. Without the enhanced ASE suppression,
the OSNR at the output of the DISC would drop by a factor of approximately
RDISC , which would make the performance much more sensitive to MP.

Paradoxically, the average output probe power is observed to decrease as the
input probe power increases. The reason is that the MP-level is high for low
input probe powers, due to the high effective carrier lifetime. To minimize the
impact on the receiver sensitivity the output probe power must be high, and this
is obtained through a relatively high input data power. An example of this may
be seen in Fig. 5.11, where the ratio PP/PC increases from 3 dB to 9 dB as PP is
increased from −6 dBm to 26 dBm. Fig. 5.11 also shows that the eye opening is
almost constant and the difference in average power is mainly due to patterning.

Speed potential of DISC/DM-MZI

To investigate the speed potential, and the problems that may arise at ultra-high
bitrates, simulations on the DM-MZI and DISC are carried out at 160 Gb/s,
using 1.5 ps wide (FWHM) Gaussian pulses, forming a PRB sequence of length
25-1. According to (3.1), pulses as short as 1.5 ps excite intraband dynamic
effects, which are not included in the model. However, interband effects are still
expected to be dominant, and since the situation is the same for both the DM-
MZI and the DISC, a qualitative comparison between the two switches at 160
Gb/s is justified.

Fig. 5.25 shows the power penalty, mark patterning, extinction ratio, and
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Figure 5.25: Comparison of power penalty/MP/ER/OSNR for DM-MZI (a,b) and DISC (c,d) at 160
Gb/s. (a) and (c) show the figures of merite vs. average data power for optimized attenuation to the
lower arm and optimized phase bias Φ0, respectively. In (b) and (d) the data powers are optimized, and
the attenuation and phase bias, respectively, are varied.

OSNR vs. the average data power, for the DM-MZI (a) and the DISC (c). In
both cases the differential delay τ is reduced to 1.5 ps, the probe power is 20 dBm
into the SOA(s), and the attenuation Att of the differential signal, and the phase
bias Φ0, respectively, have been optimized to obtain a minimum power penalty.

At 80 Gb/s the optical bandwidth ∆λ of the BPF was set, somewhat arbi-
trarily, to 1 nm. When the bitrate is increased to 160 Gb/s, the required optical
bandwidth doubles, and is thus set to 2 nm in this case. Other things being
equal, this inevitable reduces the OSNR by 3 dB for both switches, as RDISC

is bitrate independent for a constant ∆λτ. At the same time, the carrier density
recovers less between excitations by data pulses, which brings an increased level
of mark patterning.

As explained, MP may be reduced by lowering the data power, but this re-
duces the output probe power and thereby the OSNR. For the DM-MZI, this
trade-off leads to an optimum data power of 18 dBm, corresponding to a lower
pulse energy than the 17 dBm at 80 Gb/s. However, the lower phase phase shift
is compensated by a reduction of the power in the differential signal, which allows
for a higher phase difference (see e.g. Fig. 5.13).

This is illustrated in 5.25 (b), where the minimum penalty is obtained at an
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Figure 5.26: Eye diagrams at 160 Gb/s optimized for minimum power penalty. (a) SM-MZI, (b) DM-
MZI, (c) DISC.

attenuation of 3 dB (2 dB at 80 Gb/s), which increases the OSNR at the expense
of the ER. Decreasing the power in the differential signal also reduces the MP,
which, along with the lower data pulse energy, counteracts the increase of the MP
caused by halving the timeslot. With the DISC it is not possible to reduce the
mark patterning by reducing the data power, without compromising the OSNR,
since the delayed phase shift cannot be decreased independently. As a result, the
trade-off between OSNR and ER on one side, and MP on the other, leads to an
optimum data power of 15 dBm, which is 4 dB higher than at 80 Gb/s. Fig. 5.25
(d) shows the figures of merit as a function of the phase bias Φ0, and at the value
corresponding to a minimum penalty, the ER and OSNR are very similar to what
was obtained with the DM-MZI. However, due to lack of means to reduce the
patterning, Fig. 5.25 (d) shows an MP level of 5.7 dB, compared to 2.27 dB for
the DM-MZI.

The large difference in the level of patterning is illustrated in Fig. 5.26, which
shows the 160 Gb/s eye diagrams obtained with (a) the SM-MZI configuration,
(b) the DM-MZI, and (c) the DISC, all optimized for the lowest power penalty.
Comparing Fig. 5.26 (a) and (b), it is clear that a bitrate of 160 Gb/s is far
beyond the limit of standard-mode operation; the eye diagram in Fig. 5.26 (a) is
completely closed and the signal not detectable. According to Fig. 5.25 (b), an
attenuation of the differential signal above ≈ 7.5 dB results in an error-floor. The
eye diagram corresponding to the DM-MZI in Fig. 5.26 (b) is clearly observed to
have a sub-optimum ER, which was the price for the increased OSNR and low
patterning. Fig. 5.26 (c) illustrates the large patterning of the signal switched
by the DISC. Comparing Fig. 5.26 (b) and (c), it is also clear that the reduced
power in the differential signal leads to a significantly larger pulse width for the
DM-MZI.

In all the large-signal simulations so far, a PRBS of word length 25 − 1 has
been used as the control signal. For a bitrate of 80 Gb/s this is a sufficiently long
sequence, since the string of five data pulses is long enough that the peak of the
phase difference reaches a steady state, which means that level of patterning is
accounted for. Fig. 5.27 (a) shows a part of the pulse pattern that corresponds to
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Figure 5.27: Word length dependence of DM-MZI. (a) optimized output for PRBS 25 − 1, and (b)
optimized output for PRBS 29 − 1.

the eye diagram in Fig. 5.26 (b), and it seems as if a word length of 25− 1 is not
long enough to account for the worst case patterning at 160 Gb/s. Fig. 5.27 (b)
shows the DM-MZI output pattern for an input PRB sequence of word length
29 − 1, using the same average input powers. As observed, the peak pulse power
in the string of nine pulses only decreases marginally after the first five pulses,
which means that the word length dependence of the mark patterning increases
only very moderately for a PRBS word length above 25 − 1. Quantitatively, the
MP level increases from 2.27 dB for 25 − 1 to 2.56 dB for 29 − 1.

Experimental results have shown that the DISC is indeed able to operate at
160 Gb/s4 [74] without significant patterning. This could in principle be due
to an extremely fast carrier recovery, but no published results are available to
suggest this. However, there are other ways of reducing the patterning. Since the
first pulses in a long string are chirped more than the following, the larger peak
power of the first pulses may be reduced by an appropriate filter. This technique
is successfully employed in a 100 Gb/s experiment [75]. The demonstration at
168 Gb/s [74] was carried out with a hybrid, in-line implementation of the DISC,
using the polarization domain to split and delay the cross-phase modulated probe
signal. This provides an additional optimization parameter, namely the relative
polarization state of the two probe signals upon interference. Due to the carrier
density dependent birefringence of the SOA [130, 131], the polarization state,
represented by the polarization angle, is rotated more for the first pulse(s) of
the string. By properly adjusting the relative polarization to allow maximum
transmission of the last, and thus least rotated, pulses, the peak pulse powers are

4168 Gb/s, actually
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expected to be equalized.
The analysis presented in this section has focused exclusively on RZ input

data, since NRZ Pulse Pattern Generators (PPGs) are not available at bitrates
above 50 Gb/s. However, recent results demonstrate that the DM-MZI is able
to operate with NRZ input data from 2.5 Gb/s to 42 Gb/s without changing
the operating conditions, such as bias currents and differential delay [132]. Thus,
the DM-MZI switch is bitrate transparent to beyond 40 Gb/s for the NRZ data
format, but not for the RZ format, since the differential delay τ and attenuation
Att need to be optimized if the bitrate changes.

5.3 Bandwidth enhancement by optical filtering

It has been established that a small-signal analysis is only capable of accounting
for linear patterning, and consequently a small-signal analysis of a switch oper-
ating in differential-mode neglects nonlinear patterning, and represents a theo-
retical best-case scenario. However, an analytical small-signal approach is able
to provide better insight into the role of different parameters and the interplay
between them. In the following, the DISC will be analyzed in the small-signal
regime, and a detailed account for the effect of the asymmetric MZI will be given.
The DISC is chosen over the DM-MZI due to its simplicity, and because it may
be considered as an SOA followed by a filter. A spectral formalism is introduced,
which relates the small-signal response to the optical spectrum. This provides a
convenient way of analyzing the effect of an arbitrary filter after an SOA. The
contents of this section is based on [p2].

5.3.1 Traditional small-signal analysis of DISC

In this section a traditional analysis of the SSFR of the DISC is undertaken. In
this context, traditional means that the modulation of the power and the phase
are analyzed separately. The electric field of the probe signal at the output of
the asymmetric MZI, Eout(t), is represented by its slowly varying envelope, and
may be related to the input probe field envelope Ep(t) in the following way (cf.
Fig. 5.17)

Eout(t) =
1

2

¡
Ep(t) +Ep(t− τ)ejΦ0

¢
(5.7)

=
1

2

µq
Pp(t)e

jΦp(t) +
q
Pp(t− τ)ejΦp(t−τ)ejΦ0

¶
where Pp(t) and Φp(t) are the power and phase of the cross-gain and cross-phase
modulated probe signal at the output of the SOA, entering the asymmetric MZI.
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The output power is given by

Pout(t) = |Eout(t)|2 = 1

4

µ
Pp(t) + Pp(t− τ) + 2

q
Pp(t)

q
Pp(t− τ) (5.8)

× cos (Φp(t)− Φp(t− τ)− Φ0))
To investigate the SSFR of the DISC, all time-dependent parameters in (5.8)

are expanded to the first harmonic

X(t) = X +∆X(t) = X + x(Ω)e−jΩt + x∗(Ω)ejΩt (5.9)

where X represents the steady state value of X, and x is the complex small-
signal modulation amplitude corresponding to the modulation angular frequency
Ω (Ω > 0). In (5.9), X and x should be substituted with Pout, Pp, Φp and pout,
pp, φp, respectively.

To obtain an expression for the modulation amplitude, pout(Ω), at the output
of the DISC the output power Pout(t) is expanded to the first order in ∆Pp(t)
and ∆Φp(t)

Pout(t) = P out +∆Pout(t)

=
P p

2
(1 + cos(Φ0)) +

1

4
(1 + cos(Φ0)) [∆Pp(t) +∆Pp(t− τ)](5.10)

+
1

2
P p sin(Φ0)

£
∆φp(t)−∆φp(t− τ)

¤
The DC and modulated terms can now be identified

P out =
P p

2
(1 + cos(Φ0)) (5.11)

∆Pout(t) =
1

4
(1 + cos(Φ0)) [∆Pp(t) +∆Pp(t− τ)]

+
1

2
P p sin(Φ0) [∆Φp(t)−∆Φp(t− τ)] (5.12)

=
1

4
(1 + cos(Φ0))

£
pp(Ω)

¡
1 + ejΩτ

¢
e−jΩt + c.c.

¤
+
1

2
P p sin(Φ0)

£
φp(Ω)

¡
1− ejΩτ

¢
e−jΩt + c.c.

¤
where pp(Ω) and φp(Ω) are the Fourier transforms of ∆Pp(t) and ∆Φp(t), respec-
tively, evaluated at the angular frequency Ω.

Comparing (5.9) and (5.12), the following expression for the small-signal mod-
ulation amplitude at the output of the DISC is obtained

pout(Ω) =
1

4
(1 + cos(Φ0)) pp(Ω)

¡
1 + ejΩτ

¢
(5.13)

+
1

2
P p sin(Φ0)φp(Ω)

¡
1− ejΩτ

¢
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5.3.2 Compensation for carrier density response

The analysis presented above is very general, in the sense that it is independent
of the model used to describe the SOA preceding the asymmetric MZI filter. All
artifacts of the SOA are contained in P p, pp(Ω), and φp(Ω), which depend not only
on material properties like e.g. linewidth enhancement factor and gain, but also
on the relative orientation of data signal and probe signals, as explained in section
4.1. Here, the focus will be on the co-propagation case, where the input data
signal and the CW probe are launched into the SOA from the same facet, since
this gives rise to the largest modulation bandwidth [119]. Scattering loss inside
the SOA as well as ASE and intraband carrier dynamics is neglected, since this
enables expressing pp(Ω) and φp(Ω) analytically. As established in section 4.1, loss
does have an impact on the SSFR of the modulated probe signal. In particular,
loss was shown to be responsible for a resonance in the SSFR [118],[p1]. To
include this artifact in the present analysis would require a numerical approach,
and the additional accuracy obtained would be at the expense of clarity. ASE
can also give rise to resonant behavior [133], but only in the case where the
SOA is saturated primarily by ASE, which is the case only for very low input
probe powers. In a practical scenario the SOA will be operated with an input
probe power large enough to ensure a large OSNR at the output, and to reduce
the stimulated carrier lifetime [45], and in this case gain saturation by ASE can
be neglected. Intraband dynamic effects could be included using the theory of
Ref. [134], but is again excluded in order to maintain clarity.

If the SOA is assumed to have zero scattering loss, pp(Ω) may be expressed
by (4.12), and using (4.40), φp(Ω) can be related to pp(Ω) [107] through

φp(Ω) = −
α

2P p

pp(Ω) (5.14)

Inserting (4.12) and (5.14) into (5.13), the SSFR of the DISC can be expressed

T (Ω) =
pout(Ω)

pc(Ω)

=
pp(Ω)

4pc(Ω)

£
(cos(Φ0) + 1)

¡
1 + ejΩτ

¢− α sin(Φ0)(1− ejΩτ )
¤
(5.15)

In a normalized form, (5.15) becomes

TAMZ
N (Ω) =

T (Ω)

T (0)
= TCDR

N (Ω)TAMZ(Ω) (5.16)

where TCDR
N (Ω) = pp(Ω)/pp(0) is the normalized CDR, introduced in (4.14).

The function TAMZ(Ω), which will be referred to as the equalizer function for
the asymmetric MZI, accounts for the action of the asymmetric MZI filter on the
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small-signal modulated probe

TAMZ(Ω) =
1

2

·¡
1 + ejΩτ

¢− α sin(Φ0)

1 + cos(Φ0)

¡
1− ejΩτ

¢¸
(5.17)

=
1

2

£
TXGM
AMZ (Ω) + TXPM

AMZ (Ω)
¤

From (5.13) it is clear that the first term in TAMZ(Ω) can be attributed to XGM,
while the second term is due to XPM. Consequently, the two terms will be referred
to as the XGM and XPM filter functions, TXGM

AMZ (Ω) and T
XPM
AMZ (Ω), respectively.

Choosing τ and Φ0 properly, TAMZ(Ω) can compensate for, or equalize, the roll-of
of the CDR in a frequency range up to Ω = 2π/τ, where TAMZ(Ω) has the first
local minimum.

Introducing a characteristic parameter γ

γ =
α sin(Φ0)

1 + cos(Φ0)
= α tan

µ
Φ0
2

¶
(5.18)

and noting that the phase difference between the XGM and XPM filter functions
is ±π/2, the magnitude of TAMZ

N (Ω) can be expressed¯̄
TAMZ
N (Ω)

¯̄
=

¯̄
TCDR
N (Ω)

¯̄ |TAMZ(Ω)| (5.19)

=
¯̄
TCDR
N (Ω)

¯̄r1 + γ2 − (γ2 − 1) cos(Ωτ)
2

The parameter γ will be referred to as the bandwidth enhancement factor for
reasons that will become clear in the following. The parameter has the property

γ2 →∞ for Φ0 → π (5.20)

From (5.17) it is clear that the XPM filter function vanishes for Ω→ 0, regardless
of the size of γ. This is physically clear, since XPM does not lead to any frequency
shift for Ω → 0. Outside this limit, (5.20) states that for Φ0 approaching π, i.e.
γ →∞, the XPM filter function dominates over the XGM filter function.

Fig. 5.28 (a) shows
¯̄
TCDR
N (Ω)

¯̄
for τ e = 50 ps,

¯̄
TXGM
AMZ (Ω)

¯̄
and

¯̄
TXPM
AMZ (Ω)

¯̄
for τ = 5 ps, and the resulting |TAMZ(Ω)| for γ = 10, 20, and 40. For a specific γ,
the magnitude of the XPM filter function peaks at a value which is a factor of |γ|
higher than the DC value of the XGM filter function. When the filter functions are
added according to (5.17), |TAMZ(Ω)| , which is a high-pass characteristic for Ω <
π/τ, peaks at the value |γ| (10, 13, and 16 dB for γ = 10, 20, and 40). The corner
frequency of TAMZ(Ω), i.e. the frequency at which TAMZ(Ω) starts compensating
for the decreasing CDR, is observed to decrease as |γ| is increased, and vice versa.
Thus, to maintain a flat, normalized amplitude response,

¯̄
TAMZ
N (Ω)

¯̄
, γ must be

carefully optimized to ensure that the increase of |TAMZ(Ω)| exactly balances the
decrease of

¯̄
TCDR
N (Ω)

¯̄
.
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Figure 5.28: (a) The magnitude of the XGM (solid) and XPM (dashed) filter functions, and the resulting
magnitude of the equalizer function for γ = 10, 20, and 40. The normalized carrier density response
(CDR) is shown as a reference (dash-dotted). (b) The normalized SSFR corresponsing to the three
equalizer functions in (a): γ = 10 (solid), γ = 20 (dashed), and γ = 40 (dotted), with the normalized
CDR for τe = 50 ps as reference (dash-dotted). α = 5 and τ = 5 ps in both plots.

This is illustrated in Fig. 5.28 (b): when the slope magnitude of log |TAMZ(Ω)|
surpasses the slope magnitude of log

¯̄
TCDR
N (Ω)

¯̄
, where log is the base-10 log-

arithm, the overall SSFR of the DISC displays an overshoot. For γ = 20, the
SSFR is observed to be flat for frequencies up to around 100 GHz, whereas an
overshoot exists for γ > 20.

Fig. 5.29 shows the relationship between γ and the phase bias Φ0 for an
α−parameter of 3 and 5. The effect of the relative delay τ is straightforward:
since |TAMZ(Ω)| peaks at Ω = π/τ, the entire high-pass characteristic moves
towards higher frequencies when τ is decreased, which leads to an increased
bandwidth of

¯̄
TAMZ
N (Ω)

¯̄
.

A criterion for obtaining a flat SSFR can be derived by Taylor expanding
the Cosine in (5.19) to the second order in Ω around Ω = 0 and requiring¯̄
TAMZ
N (Ω)

¯̄
= 1. The required value for the γ-factor, γf , becomes

γf =
p
4τ2eτ

−2 + 1 ≈ 2τ eτ−1 (5.21)

The validity of (5.21) is limited only by the Taylor expansion cos(Ωτ) ≈ 1− 12Ω2τ2,
and since the deviation is less than 8 percent at Ωτ = 1, the overall SSFR for
γ = γf can be regarded as flat for Ωτ < 1. For τ = 5 ps and τ e = 50 ps, (5.21)
predicts a flat SSFR for γ = γf = 20, which is in agreement with Fig. 5.28 (b).
Considering the normalized SSFR at Ωτ = π, corresponding to the first peak of
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Figure 5.29: The bandwidth enhancement factor γ as a function of the phase bias Φ0 of the asymmetric
MZI, with the linewidth enhancement factor as a parameter: α = 3 (solid), α = 5 (dashed).

|TAMZ(Ω)|, it is found that¯̄
TAMZ
N (Ω = π/τ)

¯̄
= γf

¯̄
TCDR
N (Ω = π/τ)

¯̄
(5.22)

=
γfq

1 + (πτ e/τ)
2
≈
2

π
= −1.96 dB

where it is assumed that 4τ2eτ
−2 >> 1, such that γf ≈ 2τ eτ

−1, cf. (5.21).
Equation (5.22) states that the −2 dB bandwidth of ¯̄TAMZ

N (Ω)
¯̄
, using the flat

response criterion in (5.21), is given by Ω2dB = π/τ. Using γf ≈ 2τ eτ
−1 and

ΩCDR
3dB =

√
3/τ e, the following relationship between the −2 dB small-signal mod-

ulation bandwidth of the DISC and the −3 dB modulation bandwidth ΩCDR
3dB of

the CDR is found

Ω2dB ≈
π

2
√
3
γfΩ

CDR
3dB ≈ 0.9γfΩCDR

3dB (5.23)

This relationship justifies referring to γ as the bandwidth enhancement factor.

5.3.3 Optical spectrum approach

The mathematics leading up to equation (5.13) is a traditional small-signal analy-
sis, and similar to the work of Marcenac and Mecozzi [107,118] it is based on the
analysis of the modulation of the probe power and phase and not directly in the
corresponding field envelope. However, by considering a small-signal modulated
field envelope, and regarding the asymmetric MZI as an optical filter operating
on the field in the optical frequency domain ω, a relationship between the optical
spectrum and the SSFR may be obtained. This relationship applies not only to
the asymmetric MZI, but to any filter, which makes this so-called optical spec-
trum approach much more powerful than the traditional small-signal analysis
presented above.
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From (5.7) it is readily shown that the asymmetric MZI can be considered an
optical filter with the field transfer function HAMZ(ω) given by (5.1). Since Ep(t)
describes the slowly varying field envelope, the angular frequency ω is defined as
ω = ωa − ω0, where ωa is the actual angular frequency, and ω0 is the angular
frequency of the optical carrier. Using (5.7) and (5.9) the small-signal modulated
probe field envelope at the input of the asymmetric MZI can be expressed

Ep(t) =
q
P p + (pp(Ω)e−jΩt + c.c.)ej((Φp+(φp(Ω)e

−jΩt+c.c.)) (5.24)

Noting that, per definition,
¯̄̄
pp(Ω)

Pp

¯̄̄
¿ 1 and

¯̄
φp(Ω)

¯̄
<< 1, (5.24) can be expanded

to first order in pp and φp.

Ep(t) =
q
P pe

jΦp

·
1 +

µ
jφ∗p(Ω) +

p∗p(Ω)
2P p

¶
ejΩt +

µ
jφp(Ω) +

pp(Ω)

2P p

¶
e−jΩt

¸
(5.25)

From (5.25), the optical small-signal probe spectrum is identified as

Ep(ω) = Ep,0δ(ω) +Ep,−1δ(ω +Ω) +Ep,1δ(ω − Ω) (5.26)

and by employing (5.14) the spectral components are given by


Ep,0

Ep,−1
Ep,+1

 =
q
P pe

jΦp


1
1−jα
2P p

p∗p(Ω)
1−jα
2P p

pp(Ω)

 (5.27)

The contribution to the sidebands Ep,±1 from XGM is readily identified by setting
α = 0. Analogously, the contribution from XPM is obtained by replacing 1− jα
by −jα.

The action of the asymmetric MZI can now be imposed on the field by a
simple multiplication

Eout(ω) = HAMZ(ω)Ep(ω)

= E0δ(ω) +E−1δ(ω +Ω) +E1δ(ω − Ω) (5.28)

where E0, E−1, and E1 are the spectral components of the probe after the filter,
given by 

E0
E−1
E+1

 =
1

2


Ep,0

¡
1 + ejΦ0

¢
Ep,−1

¡
1 + ej(−Ωτ+Φ0)

¢
Ep,+1

¡
1 + ej(Ωτ+Φ0)

¢
 (5.29)

Reverting to the time domain, the small-signal field envelope is expressed as

Eout(t) = E0 +E−1ejΩt +E+1e
−jΩt (5.30)
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Squaring the magnitude of Eout(t), and again discarding second harmonic terms,
pout(Ω) may be obtained as

pout(Ω) = E0E
∗
−1 +E+1E

∗
0 (5.31)

which, by inserting the spectral components from (5.29), can be transformed
into (5.12). Consequently, the optical spectrum approach is equivalent to the
traditional small-signal analysis.

5.3.4 Applications of optical filtering approach

A small-signal analysis based directly on the optical field has the advantage that
the effect of an arbitrary filter transfer function,H(ω), on the overall SSFR can be
investigated merely by replacing HAMZ(ω) by H(ω) in (5.28), and identifying the
small-signal modulation amplitude as (5.31). In other words, a change of filter can
be accomplished through simple multiplications in (5.28) and (5.31). This should
be compared to the traditional small-signal analysis, where the procedure outlined
in (5.7)-(5.12) must be repeated for each change of filter. At best this procedure
is cumbersome, as it requires an expression for the filter impulse response.

Optimum filter response

If the optical spectrum is known at the input side of a filter, it is possible to
calculate the filter response required to transform the spectrum into a desired
output spectrum. Such a response will be referred to as an optimum filter, re-
gardless of whether it is physically realizable or not. The formal definition of the
optimum filter is given by

Eout(ω) = Hopt(ω)Ep(ω) (5.32)

where Eout(ω) is the Fourier transform of the desired output signal, Eout(t),
Hopt(ω) is the optimum filter response, and Ep(ω) is the probe spectrum at the
input of the filter. If no constraints are put on the phase of Eout(t), an infinite
number of filters will satisfy (5.32), each one resulting in the same signal power
Pout(t), but with different chirp. By requiring a chirp-free output, Eout(ω) be-
comes unique, and (5.32) only has a single solution. This approach has been used
by Leuthold et al. [44] to design an optimum filter, transforming the wavelength
converted probe output from an SOA into a signal with a well-defined pulse shape
and width.

In the small-signal limit the desired output power Pout(t) = |Eout(t)|2 will be
defined as a sinusoid with an amplitude independent of the modulation frequency.
In other words, the optimum filter Hopt(ω) satisfies the flat-response criterion for
all modulation frequencies Ω. Using (5.27) and (5.31) the normalized SSFR can
be expressed generally as a function of the optical spectrum at the output of an
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arbitrary filter

TH
N (Ω) =

pout(Ω)

pout(0)
(5.33)

=
P p

pp(0)

µ
E∗−1
E∗0

+
E+1
E0

¶
(5.34)

= TCDR
N (Ω)TH(Ω)

where the function TH(Ω) is the equalizer function for an arbitrary filter H(ω)

TH(Ω) =
1

2

·
(1 + jα)

H∗(−Ω)
H∗(0)

+ (1− jα)
H(Ω)

H(0)

¸
(5.35)

It follows that for H(ω) = Hopt(ω) the equalizer function satisfies

|TH(Ω)| =
¯̄̄
T opt
H (Ω)

¯̄̄
(5.36)

=
¯̄
TCDR
N (Ω)

¯̄−1
=
p
1 +Ω2τ2e

Notice that the phase of the field is not constrained by this definition of the
optimum filter, and thus an infinite number of filters may satisfy (5.36). However,

the monotonous increase of
¯̄̄
T opt
H (Ω)

¯̄̄
can only be accommodated by a filter H(ω)

for which |H(ω)| → ∞ for ω → ∞ and/or ω → −∞. This is not physically
realizable, since a passive filter must satisfy 0 ≤ |H(ω)| ≤ 1, and consequently
there is an upper limit, Ωmax, to the modulation frequencies for which realizable
filters can satisfy, or approximate (5.36). It follows from (5.33) and (5.36) that
Ωmax may be used as a loose definition of the bandwidth of the overall SSFR.

In the following the optimum filter criterion in (5.36) will be used as a general
version of the flat response criterion, which was stated for the asymmetric MZI
in (5.21).

Influence of filter phase response

Replacing 1 ± jα by ±jα in (5.35), the equalizer function is reduced to the
XPM filter function for H(ω), introduced in (5.17) for the asymmetric MZI filter.
Analogously, substituting 1± jα by 1, transforms the equalizer function into the
corresponding XGM filter function.

In order to analyze the influence of the filter’s phase response, (5.35) is ex-
pressed as

TH(Ω) =
1

2 |H(0)|
h
(1 + jα) |H(−Ω)| e−j(ψ(−Ω)−ψ(0)) (5.37)

+(1− jα) |H(Ω)| ej(ψ(Ω)−ψ(0))
i
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where it is used that H(ω) = |H(ω)| ejψ(ω), with ψ(ω) being the phase of H(ω).
The two terms in (5.37) represent the effect of the lower and upper sidebands of
H(ω), which may interfere destructively or constructively, depending on ψ(Ω).

Two different types of phase response that give rise to either destructive
or constructive interference between the contribution from the lower and upper
sidebands to the XPM filter function are now considered.

Destructive: ψ(Ω) + ψ(−Ω)− 2ψ(0) = 0 (5.38)

Constructive: ψ(+Ω) + ψ(−Ω)− 2ψ(0) = ±π (5.39)

Inserting (5.38) and (5.39) into (5.37) yields

TH(Ω) =
e−j(ψ(−Ω)−ψ(0))

2 |H(0)| [|H(−Ω)| ± |H(Ω)| (5.40)

+jα (|H(−Ω)|∓ |H(Ω)|)]
where the upper and lower signs correspond to (5.38) and (5.39), respectively.
The second term of (5.40), proportional to α, represents the XPM filter func-
tion, which must dominate for Ω > ΩCDR

3dB if TH(Ω) is to compensate for the
roll-off of TCDR

N (Ω) in (5.33). For a continuous, antisymmetric phase response
(5.38), the contributions from the two sidebands to the XPM filter function in-
terfere destructively, whereas they interfere constructively for a corresponding
discontinuous phase response (5.39).

Two important conclusions can be drawn from (5.40). First, if the sidebands
of the probe spectrum are transmitted equally by the filter, i.e. if |H(−Ω)| and
|H(Ω)| are comparable, as may be the case for the asymmetric MZI, the phase
response must have a discontinuity, as specified in (5.39), to avoid cancellation of
the XPM filter function. Secondly, if the filter has an antisymmetric, continuous
phase response as in (5.38), the filter should be detuned to suppress one of the
sidebands, i.e. |H(−Ω)| ¿ |H(Ω)| , or |H(−Ω)| À |H(Ω)|, in order to prevent
cancellation of the XPM filter function. The latter is a special case of a much more
general observation, since according to (5.37), suppressing one of the sidebands
leads to a |TH(Ω)| , which is independent of the filter phase response. Thus,
by selecting a single sideband, cancellation of the XPM filter functions can be
avoided, regardless of the filter phase response.

This mode of operation has been investigated using band-pass filters (BPFs),
and demonstrated experimentally at 10 Gb/s [135] and at 40 Gb/s [136], selecting
the lower (red-shifted) sideband, and at 40 Gb/s [p4], by selecting the upper
(blue-shifted) sideband. In all demonstrations the performance was improved
significantly, in terms of response time, extinction ratio, and power consumption,
by detuning the filter.

The solid curve in Fig. 5.30 shows the phase response, ψAMZ(ω), of the asym-
metric MZI in the frequency range from ω = −2π/τ to ω = 2π/τ , corresponding
to a range of 2 times the FSR. The phase is derived from (5.1) for τ = 5 ps and
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Figure 5.30: Phase of the asymmetric MZI filter (solid) as a function of normalized frequency ωτ/π.
In the frequency ranges D1 and D2 equation (5.38) is satisfied, whereas (5.39) is satisfied in C1. The
dashed line is a continuous extension of the phase.

Φ0 = 0.84π, satisfying the flat response criterion (5.21). By close inspection of
Fig. 5.30, ψAMZ(ω) is observed to satisfy (5.38) in the ranges Ω ≤ (π − Φ0) /τ
and (π +Φ0) /τ < Ω < 2π/τ, which are referred to as D1 and D2, respectively.
On the other hand, (5.39) is satisfied in (π − Φ0) /τ < Ω ≤ (π +Φ0) /τ, which is
labeled C1. According to (5.22) this phase response causes |TAMZ(Ω)| to approx-
imate

¯̄̄
T opt
H (Ω)

¯̄̄
for Ω < Ω2dB = π/τ . However, without the phase discontinuity,

i.e. assuming a continuous phase response as in (5.38) over the entire spectrum,
as indicated by the dashed line in Fig. 5.30, |TAMZ(Ω)| starts to deviate from¯̄̄
T opt
H (Ω)

¯̄̄
at a significantly lower modulation angular frequency ΩDEST

max . This may

be shown by noting that for Ω > ΩCDR
3dB , the XGM filter function in (5.40) may

be neglected, thereby reducing |TAMZ(Ω)| to¯̄
TDEST
AMZ (Ω)

¯̄
≈

α

2
p
1 + cos(Φ0)

hp
1 + cos(−Ωτ +Φ0) (5.41)

−
p
1 + cos(Ωτ +Φ0)

i
where "DEST" underlines that this expression assumes destructive interference
between the two sidebands contributing to the XPM filter function, i.e. the
upper signs in (5.40). By inspection, (5.41) is observed to reach a maximum at
ΩDEST
max = (π−Φ0)/τ, and decrease for Ω > ΩDEST

max , with a slope magnitude much
less than 10 dB/decade. As already mentioned, the asymmetric MZI satisfies
(5.38) for Ω ≤ ΩDEST

max , and thus the assumption of a continuous phase response
only has implications for ΩDEST

max < Ω < (π +Φ0) /τ, which is the range referred to
as C1 in Fig. 5.30. Assuming that the relative amplitude response

¯̄
TDEST
N (Ω)

¯̄
=
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Figure 5.31: (a) Magnitude of the equalizer functions of the asymmetric MZI filter, assuming a continuous
phase response (solid), the physical MZI filter (dashed), and the optimum filter (dash-dotted) as a
reference. (b) The normalized SSFRs corresponding to the asymmetric MZI filter with continuous phase
response (solid), and the physical MZI filter (dashed). The normalized CDR for τe = 50 ps is shown as
a reference. α = 5 and τ = 5 in both plots, and the frequency ranges D1, D2, and C1 are indicated.¯̄
TCDR
N (Ω)

¯̄ ¯̄
TDEST
AMZ (Ω)

¯̄
is completely flat for Ω < ΩDEST

max , and has a slope of −10
dB/decade for Ω > ΩDEST

max , the −3 dB bandwidth may be estimated by

ΩDEST
3dB ≈ 2ΩDEST

max = 2
π −Φ0

τ
(5.42)

= 2
π − 2 arctan(γf/α)

τ

Fig. 5.31 (a) compares
¯̄
TDEST
AMZ (Ω)

¯̄
to |TAMZ(Ω)| and

¯̄̄
T opt
H (Ω)

¯̄̄
for τ = 5 ps,

τ e = 50 ps, and α = 5, and Fig. 5.31 (b) shows the corresponding normalized
SSFRs. The assumption that

¯̄
TDEST
N (Ω)

¯̄
is flat for Ω < ΩDEST

max is equivalent to
assuming the same for

¯̄
TAMZ
N (Ω)

¯̄
, as the two are identical for Ω < ΩDEST

max . As
already established,

¯̄
TAMZ
N (Ω)

¯̄
is flat for Ω < 1/τ if Φ0 satisfies (5.21). Thus,

by applying (5.21) with 4τ2eτ
−2 >> 1, the assumption is valid if

ΩDEST
max < 1/τ (5.43)

⇒ τ e
ατ

>
1

2
tan

µ
π − 1
2

¶
≈ 0.92

This is clearly fulfilled in Fig. 5.31, as τ e/(ατ) = 2. As predicted, the slope
magnitude of

¯̄
TDEST
AMZ (Ω)

¯̄
in C1 is observed to be significantly smaller than 10

dB/decade, which justifies the assumption that
¯̄
TDEST
N (Ω)

¯̄
has a slope of −10
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dB/decade for Ω > ΩDEST
max . Consequently, the estimate presented in (5.42) is

accurate, as long as (5.43) is satisfied.
With the present choice of parameters, the −3 dB bandwidth predicted by

(5.42) amounts to ΩDEST
3dB /(2π) ≈ 31 GHz, which is significantly smaller than the

−2 dB bandwidth, Ω2dB, of the real asymmetric MZI (5.23), including the phase
discontinuity, which reaches Ω2dB/(2π) = 1/(2τ) = 100 GHz. Finally it should
be noticed that for τ → 0, Ω2dB →∞, whereas it may be shown that

ΩDEST
3dB → 2α/τ e =

2α√
3
ΩCDR
3dB ; τ → 0 (5.44)

by Taylor expanding (5.42) and applying (5.21). In other words, assuming that
a notch filter, with an amplitude response identical to the asymmetric MZI, has
a continuous phase response across the notch, leads to a bandwidth, which is
limited to ΩDEST

3dB /(2π) = α/(τ eπ) ≈ 31.8GHz. This is a factor of 2α/
√
3 ≈ 1.15α

larger than the CDR bandwidth, but, according to (5.23), a factor ≈ 4α/(πγf )
smaller than Ω2dB/(2π). The importance of the phase discontinuity has also been
addressed by Ueno et al. [137] through large-signal simulations.

Comparison of filter types

Comparing the magnitude of the equalizer function |TH(Ω)| to
¯̄̄
T opt
H (Ω)

¯̄̄
graph-

ically is a convenient way of assessing the performance of different filters, quali-
tatively and quantitatively. This is done in Fig. 5.32 (a) for the asymmetric MZI
filters with τ = 5 ps and τ = 10 ps, and a Lorentzian band pass filter given by

HL(ω) =
∆ω

∆ω + 2j(ω − ωm)
(5.45)

where ∆ω = 2π∆f is the full width at half (power) maximum bandwidth and
ωm = 2πfm is the peak angular frequency. The equalizer function corresponding
to HL(ω) is referred to as TL(Ω). The Lorentzian is used as an example of a
BPF, which is interesting from an applications point-of-view, since BPFs are
commercially available in a large variety of shapes and widths. Fig. 5.32 (b)
shows the overall SSFR magnitudes,

¯̄
TAMZ
N (Ω)

¯̄
and

¯̄
TL
N(Ω)

¯̄
, corresponding

to the equalizer functions in Fig. 5.32 (a). The asymmetric MZI filters satisfy
the flat-response criterion (5.21). For the Lorentzian BPF, the filter bandwidth
∆f and the peak position fm have been adjusted to minimize the discrepancy
between |TL(Ω)| and

¯̄̄
T opt
H (Ω)

¯̄̄
over the largest possible bandwidth.

Centering the filter on the lower sideband, i.e. choosing fm < 0, the optimum
combination of (∆f, fm) is found to be approximately (18,−13) GHz. As shown
in Fig. 5.32 (b), the Lorentzian BPF gives rise to a significant enhancement of the
CDR, but is sub-optimal compared to the asymmetric MZI filters of τ = 5 ps and
10 ps. Choosing the upper sideband instead of the lower, i.e. (∆f, fm) = (18, 13)
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Figure 5.32: (a) Magnitude of the equalizer functions of the Lorentzian BPF (solid), the asymmetric
MZI with τ = 5 ps (short dashed) and τ = 10 ps (dashed), and the optimum filter (dash-dotted). (b) the
normalized SSFRs corresponding to the Lorentzian BPF (solid), the asymmetric MZI filter with τ = 5
ps (short dashed) and τ = 10 ps (dashed), and the normalized CDR for τe = 50 ps. α = 5 in both plots.

GHz, changes |TL(Ω)| slightly. This is because the Lorentzian BPF does not
completely suppress the other sideband, which leads to a dependence of |TL(Ω)|
on the filter phase response, as discussed above. The phase of the Lorentzian,
ψL(ω), is antisymmetric around ω = ωm, while the amplitude response |HL(ω)|
is symmetrical, which by careful analysis of (5.37) may be shown to cause the
slight difference between the SSFRs obtained from the two sidebands. It should
be mentioned that for large signal modulation the probe spectrum at the output
of the SOA is asymmetric, due to the fact that the red-shift is caused by fast,
stimulated recombinations, whereas the relatively slow carrier density recovery is
responsible for the blue-shift. This asymmetry gives rise to a difference between
the sidebands, regardless of the filter phase response.

Fig. 5.33 shows the transmission characteristics for the three filters giving rise
to flat SSFRs in Fig. 5.32 (b). As indicated by the straight, parallel lines the filters
have one thing in common, namely that their slopes coincide at ω = 0. In the
following it will be shown that this is a general consequence of the flat response
criterion, and thus a general property of a filter approximating an optimum filter.

The starting point is a Taylor expansion of the arbitrary filter magnitude
|H(ω)| and phase ψ(ω) to the first order around ω = 0

|H(ω)| ≈ Kω + |H(0)| (5.46)

ψ(ω) ≈ Kψω + ψ(0) (5.47)
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Lorentzian BPF (solid) and asymmetric MZI filters with τ = 10 ps (dashed) and τ = 5 ps (shot dashed).
The straight lines indicate that all three filters have equal slopes at ω = 0.

Just as in (5.38), the phase is assumed continuous around ω = 0 in (5.47), which
is correct if the filter does not have a notch at ω = 0. K and Kψ are the slopes
of the amplitude and phase responses at ω = 0, respectively. Physically, Kψ can
be interpreted as the filter’s group delay at ω = 0. Inserting (5.46) into (5.35),
the magnitude of the equalizer function can be approximated by

|TH(Ω)| ≈
1

2

¯̄̄̄
2ejKψω

·
1− jα

KΩ

|H(0)|
¸¯̄̄̄

(5.48)

=

s
1 +

α2K2Ω2

|H(0)|2

which, by comparison with the optimum equalizer function (5.36), gives the fol-
lowing requirement to K

K = ±τ e |H(0)|
α

(5.49)

where +/− corresponds to positioning the transmission peak of the filter at the
upper/lower sideband. The corresponding slope on a logarithmic scale becomes

d log |H(ω)|
dω

¯̄̄̄
ω=0

=
K

ln(10) |H(0)| = ±
τ e

ln(10)α
(5.50)

which is a constant and independent of filter parameters. Using (5.21) in (5.1) it
is readily verified that HAMZ(ω) satisfies (5.50).

Eq. (5.50) provides valuable insight into the effect of τ e and α on the the
small-signal response. It is clear from Fig. 5.32 (a) and (b) that the small-signal
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bandwidth is closely related to the filter detuning of a BPF, when the flat response
criterion, expressed e.g. as (5.50), is satisfied. Considering the Lorentzian BPF
in Fig. 5.33 it is observed that a decrease of the slope requirement in (5.50)
would enable a larger filter detuning, and consequently larger bandwidth, while
maintaining the flat response. This may be obtained through a decrease of τ e
and/or an increase of α, i.e. by using an SOA with a faster response and/or a
larger phase-amplitude coupling. Moreover, it follows that a BPF with steeper
slopes, such as e.g. a cascade of Lorentzian filters, can satisfy (5.50) for a larger
filter detuning, thereby increasing the bandwidth.

According to (5.30), the average power transmitted through the filter is given
by P = |E0|2 in the small-signal regime, which means that the average power
decreases with the detuning of a BPF. Although this simple relationship is not
valid in the large-signal regime, where the power in the sidebands can not be
neglected, the conclusion remains the same [p4]. As a consequence, a large de-
tuning of a BPF is not beneficial for the OSNR of the probe signal, and in general
the optimum detuning will be a trade-off between bandwidth and OSNR. For the
asymmetric MZI, a decrease of τ e and/or an increase of α demands a decrease of
the detuning (decrease of Φ0) according to (5.50), which gives rise to an increased
average output power. The bandwidth is unaffected, since it depends exclusively
on τ .

Fixed-slope filter

Since filters leading to a flat SSFR share the property that the slope at ω = 0
satisfies (5.49), it would be natural to investigate a filter HLIN (ω) defined by
(5.46) and (5.47), with the slope K given by (5.49), in the entire dynamic range,
for which 0 ≤ |HLIN(ω)| ≤ 1.

For K > 0 and K < 0, the dynamic range is defined as -ω0 ≤ ω ≤ ω00 and
−ω00 ≤ ω ≤ ω0, respectively, with the limits given by

ω0 = |HLIN (0)| / |K| (5.51)

ω00 = (1− |HLIN(0)|) / |K|

Outside the dynamic range, the amplitude response |HLIN(ω)| is fixed to 0 or
1, as shown in Fig. 5.34. For |ω| ≤ min(ω0, ω00), the amplitude and phase of
HLIN(ω) are linear functions of ω, described completely by (5.46) and (5.47).
Substituting (5.46) and (5.47) into (5.37), the equalizer function TLIN (ω) for the
transfer function HLIN (ω), can be reduced to

TLIN(Ω) = ejKψΩ (1− jαKΩ/ |HLIN(0)|) (5.52)

Inserting the expression (5.49) for K into (5.52), it is found that |TLIN (Ω)| =¯̄̄
T opt
H (Ω)

¯̄̄
, which means that HLIN (ω) is an optimum filter, giving rise to a flat
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Figure 5.34: Sketch of amplitude response with a constant slope K given by (5.49) in the entire dynamic
range. K < 0 (solid), K > 0 (dashed), and ω0 and ω00 indicate the boundaries of the dynamic range.

SSFR in the frequency range Ω ≤ min(ω0, ω00), which may be expressed

Ω ≤ min ¡ω0, ω00¢ = α

τ e |HLIN(0)|
µ
1

2
−
¯̄̄̄
|HLIN(0)|− 1

2

¯̄̄̄¶
(5.53)

Eq. (5.53), which can be derived from (5.51), defines the modulation fre-
quency at which the magnitude of the overall SSFR,

¯̄
TLIN
N (Ω)

¯̄
, starts decreas-

ing from its low-frequency value. The function min(ω0, ω00) attains its maximum
ΩLINmax = α/τ e for |HLIN(0)| = 1

2 , corresponding to ω0 = ω00 = 1/(2 |K|), and in
this case it is readily shown from (5.35) that TLIN(Ω) = 1 ∓ jα for Ω > ΩLINmax ,
where ∓ corresponds toK ≷ 0. Since |TLIN (Ω)| =

√
1 + α2, the -3 dB bandwidth,

ΩLIN3dB , of
¯̄
TLIN
N (Ω)

¯̄
can be obtained in the following way¯̄

TLIN
N (ΩLIN3dB )

¯̄
=

¯̄
TCDR
N (ΩLIN3dB )

¯̄ ¯̄
TLIN (Ω

LIN
3dB )

¯̄
= 1

2

=⇒ ΩLIN3dB = 1
τe

√
4α2 + 3

≈ 2α
τe
= 2α√

3
ΩCDR
3dB ≈ 1.15αΩCDR

3dB

(5.54)

Comparing (5.54) to (5.44) it is observed that the linear filter gives rise to
the same bandwidth as an asymmetric MZI with an assumed continuous phase
response, in the limit τ → 0. Thus, the conclusions are the same: the asym-
metric MZI provides a bandwidth enhancement, which is approximately a factor
of πγf/(4α) larger than the linear filter. Since γ can be increased simply by de-
creasing τ , the asymmetric MZI is the superior equalizing filter. Yu et al. [138],
have investigated, both theoretically and experimentally, the effect of an FBG at
the output of an SOA in the small-signal limit. The amplitude response of the
FBG was approximated by a linear function as in (5.46), whereas the phase was
neglected, corresponding to Kψ = 0. Using somewhat different arguments they
arrive at the same conclusion, namely that the small-signal bandwidth scales with
α.
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A large-signal verification of the bandwidth enhancement resulting from shap-
ing the probe signal by a sharp, detuned BPF is given in Chapter 6, numerically
and experimentally.

5.4 Summary

Three types of all-optical switches, the MZI operated in standard-mode (SM-
MZI), differential-mode (DM-MZI), and the delayed-interference signal converter
(DISC) have been investigated numerically, using the detailed time-domain model.
Moreover, a class of switches based on a single SOA and an arbitrary optical filter
was analyzed in the small-signal regime.

Compared to the XGM switch, the SM-MZI represents a significant improve-
ment at 80 Gb/s, as the minimum power penalty obtained with a 2 mm long SOA
was reduced from 7 dB to 3.5 dB, due to the nonlinear transfer function, which
gives rise to an enhancement of the extinction ratio. The limiting factor for the
SM-MZI switch is the linear patterning effects, which manifest as intersymbol
interference. The polarity-preserving in-phase operating condition is compared
to the polarity-inverting out-of-phase condition, and in terms of extinction ratio
and input power dynamic range, the former is superior.

Launching a delayed and attenuated replica of the data signal into the other
interferometer arm (differential scheme), the trailing edge of the phase response
may be cancelled out, thus eliminating the linear patterning effects. The per-
formance is limited primarily by the remaining nonlinear patterning, which are
expressed through fluctuations of the mark-level. As it is the case with the SM-
MZI, the probe act as a holding-beam, and increasing the input probe power
reduces the patterning.

The DISC works by the same principle as the DM-MZI, but several funda-
mental differences have been identified and quantified. Since the phase responses
in the arms of the asymmetric MZI are equal, the trailing edge cannot be fully
cancelled and a satellite pulse after each switched pulse is introduced. Limit-
ing the modulation depth of the phase difference reduces the amplitude of the
satellite pulses at the expense of the output power. This is to a great extent
compensated by a very effective suppression of the ASE power compared to the
DM-MZI, which provides an acceptable optical signal-to-noise ratio in spite of
the low output power. An analytical expression for the ratio of transmitted ASE
power for the DM-MZI and DISC switches is presented, and amounts to around
10 dB independently of the bitrate.

At 160 Gb/s, nonlinear patterning severely degrades the performance of the
DISC, whereas the DM-MZI still performs well, since the patterning may be
reduced by lowering the data pulse energy, and compensate for the inherent drop
of output power by reducing the phase modulation in the differential arm. The
PRBS word length dependence was investigated at 160 Gb/s, and only a slight
increase of the mark patterning level was observed from 25 − 1 to 29 − 1.
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Using the DISC as an example, analytical formulas relating the parameters of
the SOA and the asymmetric MZI to the obtainable small-signal bandwidth are
derived. A bandwidth enhancement factor was defined, governing the increase of
modulation bandwidth brought about by the asymmetric MZI. A new approach
to small-signal analysis, based on the analysis of the field envelope, has been pre-
sented and applied to all-optical switches based on a single SOA and an optical
filter. The new approach provides a convenient means of analyzing the effect of
an arbitrary filter on the small-signal frequency response (SSFR). In particular,
the importance of the filter phase response is demonstrated by showing that the
bandwidth enhancement effect of the asymmetric MZI filter relies on a discon-
tinuous phase shift of π. Moreover, for a filter with a continuous phase response,
such as e.g. a band-pass filter (BPF), it is shown that the highest bandwidth is
obtained by suppressing one of the sidebands. This explains recently published
experimental results. An optimum filter, which completely counter-balances the
carrier density response of the SOA, and thus gives rise to an infinite bandwidth,
is introduced as a reference. Comparison of this response with those of physi-
cally realizable filters provides a convenient way of visualizing the performance
of specific filters. It is shown that all filters giving rise to a flat SSFR have iden-
tical slope magnitudes at the optical carrier frequency, and the slope is expressed
analytically.

The only figure of merit used in the small-signal analysis is the modulation
bandwidth. This leads to the conclusion that the bandwidth of the DISC can
be increased indefinitely, simply by reducing the differential delay in the asym-
metric MZI, since this increases the bandwidth enhancement factor. However,
whereas linear patterning can be eliminated by equalizing the SOA response with
an appropriate filter, nonlinear patterning persists, which was also clearly demon-
strated through the large-signal simulations. Therefore, modulation bandwidths
predicted by the small-signal analysis should be regarded as upper limits. Also,
the degradation of the OSNR that follows from detuning a filter at the output of
an SOA is not included in the small-signal analysis. However, a clear trade-off
between modulation bandwidth and OSNR exists.



Chapter 6

All-Optical Wavelength
Conversion

As pointed out in Chapter 2, the ability to shift the wavelength of WDM chan-
nels is expected to be a key functionality in future transparent optical networks.
This is likely to be the reason why several companies and numerous research
institutions are devoting resources for research of techniques and technologies for
high-speed wavelength conversion, although indications from service providers
hardly suggest an immediate implementation of wavelength conversion in the
networks.

This chapter contains a series of experiments demonstrating wavelength con-
version with SOA-based devices. It will be shown that the majority of the require-
ments to converters listed in Chapter 2 may be fulfilled by these implementations.
Simulations similar to those in Chapter 5 are used here to support and explain
the experimental data, where needed. The experimental demonstrations include
a wavelength converter consisting of a single SOA and a band-pass filter, operat-
ing at 40 Gb/s with a record-low data pulse switching energy, two experiments
at 40 Gb/s with an active/passive MZI and an all-active MZI, both operated in
standard-mode, a demonstration of 80 Gb/s standard-mode conversion with an
all-active MZI, enabled by filtering-induced pulse shaping, and an example of an
all-active MZI wavelength converter used as a 2x20 Gb/s to 40 Gb/s WDM-to-
OTDM translator. The final section of the chapter contains a simulation-study
of the DOMO wavelength converter.

6.1 Filtering-assisted wavelength conversion

This section picks up the analysis from section 5.3, and shows the results of
a large-signal experiment at 40 Gb/s, supported by simulations. Parts of the
contents of the section are based on [p4].

As it should be clear from Chapter 5, the DISC and MZI configurations rely
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Figure 6.1: Setup for 40 Gb/s filtering-assisted wavelength conversion experiment.

on the control of at least two bias currents (SOA bias or phase tuning currents) for
optimizing the operating conditions. Moreover, to compensate for the inherently
low input power dynamic range (IPDR) of these interferometers, an additional
SOA may be needed at the data signal input [p7]. This adds up to at least three
currents, which need to be tuned to accommodate changes of wavelength, input
signal power and quality, etc.

Here, a very simple all-optical wavelength converter, based on a single SOA
and a BPF is analyzed. The converter operates at 40 Gb/s, preserves the data
polarity and RZ format, and does not introduce patterning effects. A single bias
current allows for very simple control and stable operation, and in a recent report
of a wavelength converter using the same principle of operation [44], an open-loop
IPDR (i.e. no feedback control) of 11 dB indicates that control of input power
variations may not be necessary.

6.1.1 Principle and experimental setup

The principle of operation of the wavelength converter can be understood from
the experimental setup in Fig. 6.1: a gain-switched DFB laser (GS-DFB) emits
a 10 GHz train of ≈ 7 ps wide pulses at a wavelength of 1552 nm, which is then
modulated with a PRB sequence of word-length 231−1 before being multiplexed
to 40 Gb/s in a passive fiber-based interleaver. The 40 Gb/s RZ data signal
is combined with a CW probe at 1545.08 nm, and launched into the 800 µm
long SOA, which is realized in a buried ridge structure (BRS) with a tensile-
strained, polarization independent bulk InGaAsP double heterostructure. The
cross-section of the SOA has been optimized to give a minimum optical area A/Γ,
which as explained in section 4.1, minimizes the saturation power and enhances
the modulation bandwidth [66]. The result is an SOA with a cross-section of 0.7 x
0.5 µm and Γ = 0.6, which is biased at 300 mA. Notice that these parameters are
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identical to those chosen in the large-signal simulations in the previous chapters.
Measured at the SOA input, after the 3 dB coupler, the data and probe av-

erage powers are −12.25 dBm (≈ 3 fJ/data pulse) and −3.0 dBm, respectively.
Inside the SOA the probe is cross-gain modulated and thus polarity-inverted, as
well as cross-phase modulated, by the data signal. The leading edge of the modu-
lated probe is shifted towards lower frequencies (red-shifted), whereas the trailing
edge is shifted towards higher frequencies (blue-shifted). Due to the low data-to-
probe power ratio of −9.25 dB, XGM is quite inefficient. However, this is not the
case for XPM, due to a significant α-parameter, and thus a significant broadening
of the probe spectrum can be observed. At the output of the SOA, a commer-
cially available tunable grating filter with a bandwidth (FWHM) of 0.22 nm is
centred at 1544.58 nm, i.e. detuned 0.5 nm to the blue side of the probe carrier
wavelength. The filter selects the blue-shifted sideband of the probe, converting
the phase modulation into amplitude modulation, while efficiently suppressing
the CW carrier wavelength, which according to Fig. 5.32 (a) corresponds to sup-
pressing the DC content of the polarity-inverted probe waveform. As indicated in
Fig. 6.1, this restores the non-inverted polarity of the converted signal, which is
important for obtaining good transmission properties [23], as explained in section
4.2.1. The wavelength converted signal is amplified in an EDFA, and demulti-
plexed into the four 10 Gb/s tributaries using an EAM, before detection1 and
BER measurements.

A scheme exploiting the same mechanism has been used to demonstrate wave-
length conversion at 40 Gb/s, using a re-configurable MEMS-based filter at the
output of a 2 mm long SOA [44]. To obtain polarity-preserving operation the
filter was configured as a notch, transmitting both sidebands of the probe spec-
trum with a suitable group delay between them. This is clearly different from
the approach presented here, where only the blue-shifted sideband is transmitted.
From the analysis and discussion in section 5.3.4 about the influence of the filter
phase response, it is clear that the present scheme is significantly simpler, since
the performance of this scheme does not depend on the phase response of the
filter, as opposed to the design in [44]. The best BER performance in [44] for
polarity-preserving conversion was obtained for an average data input power of
2 dBm, measured at the SOA input. Analogous approaches have been taken to
realize NLF-based wavelength converters exploiting ultra-fast, but very power-
inefficient, fibre nonlinearities, at 40 Gb/s [139], and 80 Gb/s [21].

6.1.2 Experimental and modeling results

The amount of spectral broadening induced by XPM is seen in Fig. 6.2 (a) by
comparing the probe spectra before filtering, with and without the data signal
turned on. Significant spectral broadening is introduced by the low average data

1The receiver used in this experiment is not pre-amplified, like it is the case in most of the
experiments presented in this thesis.
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Figure 6.2: (a) Optical probe spectra and filter shape (resolution: 0.07 nm). Thin, dashed: before BPF,
data signal off. Thick, solid: before BPF, data signal on (-12.25 dBm). Thin, solid: after BPF. Thick,
dashed: BPF characteristic. (b,c) Comparison of input and output data patterns.

power of −12.25 dBm, while the modulation of the gain is kept at a minimum.
Fig. 6.2 (a) also shows the BPF characteristic, and the corresponding probe
spectrum after filtering. The probe power after the filter is only −21 dBm,
measured in a large optical bandwidth. As explained in 5.3.4 a low output power
is inherent to the scheme because most of the power is contained in the ‘carrier
peak’.

In the discussion of (5.50) it was concluded that a faster SOA and/or an SOA
with a higher α−parameter, would allow for an increase of the filter detuning, an
consequently the bandwidth, while maintaining a flat SSFR. Care should be taken
in extending all conclusions from the small-signal analysis to the large-signal
domain, since the filter position giving rise to a flat SSFR does not necessarily
provide a large ER. Nonetheless, the slope of the filter (field) amplitude response
at the probe carrier wavelength is estimated from Fig. 6.2 (a) to 5.4 ·109 m−1,
which should be compared to 3.43 ·109 m−1, obtained from (5.50) with τ e = 50 ps
and α = 5. In other words, the small-signal analysis provides a very good estimate
of the optimum filter detuning found experimentally. It is not clear whether this
will be the case for all filters, but regardless, the conclusions from the small-signal
analysis still hold in the large-signal regime. An increased α−parameter gives rise
to increased spectral broadening and a general enhancement of the power at a
given frequency in the sidebands. Thus, the slope magnitude, which governs
the phase-to-amplitude conversion efficiency, may be reduced by increasing the
detuning of the BPF, while maintaining the equalization of the CDR roll-off at
low frequencies (see e.g. Fig. 5.33). The larger detuning enhances the equalization
at higher frequencies, and consequently the modulation bandwidth increases. As
explained in section 5.3, a decrease of the effective carrier lifetime τ e has the
same effect, see e.g. (5.27). There is an additional reason why an increased
α−parameter is beneficial, which is not covered by the small-signal analysis,
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Figure 6.3: Comparison of 40 Gb/s eye diagrams obtained experimentally (left coloumn) and through
modeling (right column). The filter detuning is (a) −0.5 nm, (b) −0.3 nm, (c) 0 nm.

namely the fact that the enhanced spectral broadening enables a larger filter
detuning for a constant OSNR, which enables operation at higher bitrates.

Fig. 6.2 (b,c) shows a comparison between the input signal at 1552 nm and
the wavelength converted output at 1545 nm, respectively, both measured with
a 50 GHz photodiode. Notice that the bit-polarity is preserved, and that the
probe pulses are symmetric and only slightly broadened compared to the input
data pulses. The extinction ratio for both input and output is estimated at
15 dB. The mark patterning observed in Fig. 6.2 (b,c) is exaggerated by the
sampling oscilloscope - a phenomenon commonly observed with short pulses,
which is believed to be due to the limited number of sampling points used in the
measurement. The patterning is assessed more accurately from an eye diagram,
as it will be clear from the following.

Extensive modelling, using the detailed large-signal model, has been carried
out. The physical input parameters to the model, such as SOA dimensions,
optical confinement factor, bias current, input powers, filter shape, etc., are iden-
tical to the experimental parameters. Fig. 6.3 (a-c) shows a comparison between
experimental (left column), and simulated (right column) eye diagrams of the
converted signal. The upper (a), middle (b), and bottom (c) rows correspond
to filter detunings of −0.5 nm, −0.3 nm, and 0 nm, respectively. As observed,
the agreement is very good. For the optimum filter detuning of −0.5 nm, the
extinction ratio is ≈ 15 dB, and the data polarity and the RZ format is clearly
preserved. Notice that the modulation depth for ∆λ = 0 is very small. This is
because the only contribution to the modulation comes from XGM, which is very
inefficient due to the low data to probe power ratio.

Attempts were also made to use the red-shifted part of the probe spectrum,
and this is illustrated in Fig. 6.4 (a-c). The pattern effects seem more pronounced
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Figure 6.4: Comparison of 40 Gb/s eye diagrams obtained experimentally (left coloumn) and through
modeling (right column). The filter detuning is (a) 0.25 nm, (b) 0.4 nm, (c) 0.5 nm.

than in Fig. 6.3, particularly in the modeling results. It is observed in Fig. 6.2
(a) that the probe spectrum has broadened more on the blue side than the red
side. This is discussed in some detail below, but here it should just be noted that
the reduced amount of power in the red sideband, compared to blue, gives rise
to a corresponding reduction of the OSNR, which is clearly observed in Fig. 6.4
as an increased level of noise as the detuning is increased.

A physical explanation for the larger patterning observed when filtering on
the red side of the carrier, is apparent from Fig. 4.11 (b), which shows the chirp
vs. time for a probe signal cross-gain/phase modulated by an 80 Gb/s data
signal. Here, it is clearly observed that the patterning on the blue-chirped part
is almost nonexistent, whereas it is pronounced for the red-chirped part. The
reason is that the red-chirp occurs during carrier depletion, and in this scenario
the carrier density available to the first pulse, in a string of several pulses, is larger
than for the succeeding pulses, which results in nonlinear patterning, as explained
in section 4.3. On the other hand, the blue-chirp occurs during recovery of the
carrier density, which takes place immediately after depletion. Due to saturation,
the carrier density available to the probe signal after carrier depletion varies only
slightly with the data pattern, and consequently the blue-shift exhibits very little
patterning. This is verified experimentally in [136].

Fig. 6.5 (a) shows the BER performance of all four 10 Gb/s tributaries of
the input data signal at 1552 nm and the wavelength converted signal at 1545
nm. The power penalty at BER = 10−9 ranges between 1.7 and 2.8 dB for the
best and worst tributary, respectively, and is believed to be primarily due to ASE
noise added by the EDFA after the BPF.

The dependence of the ER and OSNR (in dB/0.23 nm) on the filter position
has been investigated numerically, using parameters identical to those of the
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experiment, and the results are illustrated in Fig. 6.5 (b). For polarity-preserving
operation, the highest ER of 16.5 dB is obtained for filter detunings of −0.46 nm
and +0.42 nm. Comparing this with the experimental eye diagrams in Figs. 6.3
and 6.4, the agreement is observed to excellent. The optimum detuning depends
on the suppression ratio of the filter, defined as the ratio of the peak to the
background transmission, and observed to be 35 − 40 dB in Fig. 6.2 (a). For
detunings large enough that the carrier experiences the background transmission
of the filter, an increase of the detuning gives rise to a decrease of the sideband-
to-carrier (StC) ratio, which translates directly into a decrease of the ER. In
Fig. 6.5 (b) the suppression ratio is set to 40 dB, and it has been verified that an
increased suppression ratio results in an increased optimum detuning, as well as
an increased maximum ER.

For a small filter detuning towards the blue side of the probe carrier, the
ER of the polarity-inverted probe signal is significantly increased. This is well-
documented [138], and may be explained in the following way: the enhancement
of the blue-shifted parts of the signal, and the simultaneous suppression of the
carrier, results in a reduced steady-state mark-level and an enhancement of the
power during carrier recovery. This combination of effects leads to an increased
extinction ratio. Fig. 6.5 (b) also shows the variation of the OSNR with the filter
detuning, and as already stressed in section 5.3, there is a trade-off between the
ER and OSNR as long as the ER increases.

Using a higher input data power enhances the spectral broadening, and con-
sequently the power that may be transmitted by the detuned filter. However, the
shape and width of the present filter was ill-suited for a larger phase modulation.
This is readily explained from the concept of the optimum filter in section 5.3.4,
since the optimum filter shape depends on the shape of the probe spectrum at
the output of the SOA, which in turn depends strongly on the phase modulation.
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Figure 6.6: (a) Experimental probe spectra (res: 0.07 nm) for PP = −3 dBm and with the the average
data power PC as a parameter. (b) Average probe power transmitted by the filter vs. filter center
wavelength with PC as a parameter.

6.1.3 Spectral discrepancies

When a single saturating signal propagates through an SOA it modulates the
carrier density, which gives rise to SPM and consequently spectral broadening.
The red-shifting carrier depletion occurs during the presence of signal pulses, i.e.
when the power is high. Carrier recovery takes place between the signal pulses,
where the power is significantly smaller than the pulse peak power, and thus
the power in the blue-shifted part of the optical spectrum is low compared to
the red-shifted part. This phenomenon is well-described in literature [103], and
may be exploited to construct e.g. intensity dependent gates (2R regenerators)
[p5],[p6].

The situation is more complex when considering a CW probe, which is cross-
phase modulated by a data signal. If XGM is neglected, corresponding to as-
suming a constant probe output power, the spectrum becomes a pure XPM spec-
trum. This is a good approximation in the present case, as observed in Fig. 6.3
(c), where only very little power variation is observed. As observed in Fig. 4.11
(b) the red-shift is significantly larger than the blue-shift, since the rate of stim-
ulated recombination generally far exceeds the rate of carrier recovery. However,
Fig. 4.11 (b) clearly illustrates that the slower recovery results in a significantly
longer duration of the blue-shift, compared to the red-shift. Since a large peak
chirp and a large chirp duration both tend to increase the power in the sidebands,
see (3.3), it is impossible to conclude unambiguously that the spectrum should
be broader on the red side or the blue side of the carrier wavelength.

Fig. 6.6 (a) shows the probe spectrum for average data powers of −23, −18,
−12, and 0 dBm. For the three lowest data powers the spectral broadening is
clearly more pronounced on the blue side, whereas the trend is less clear for the
highest data power of 0 dBm. However, considering the peaks corresponding to
the first harmonics, i.e. ±40 GHz, the blue-shifted peak is generally higher than
the red-shifted counterpart. Fig. 6.6 (b) shows the power transmitted through
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Figure 6.7: (a) Comparison of experimental (solid) and calculated (dashed) probe output spectra and (b)
the corresponding average (normalized) probe power transmitted by the filter vs. filter peak transmission
wavelength. PP /PC = −3/− 12 dBm in both cases.

the 0.23 nm wide BPF vs. the spectral detuning of the filter’s peak transmission
relative to 1545 nm for average data powers of −12, −5, and 0 dBm. For −12
dBm, more power is clearly transmitted from the blue sideband, but as the power
- and with that the stimulated recombination rate - is increased, the power in the
red sideband increases. For large detunings, e.g. 1 nm, more power is actually
transmitted from the red side of the spectrum.

Fig. 6.7 (a) shows a comparison between the experimental and calculated
probe spectrum for an average data power of −12 dBm. The model predicts
the spectrum very well on the red side of the carrier, but clearly underestimates
the broadening on the blue side. In Fig. 6.7 (b) the power transmitted through
the BPF is calculated and illustrated as a function of the filter detuning. At a
detuning of −0.5 nm the calculated and measured powers deviate by as much
as 5 dBm. Moreover, focusing again on the first harmonics, the model predicts
slightly higher peaks on the red side of the carrier, i.e. the opposite of what
was concluded from the experimental data. Consequently, the model predicts a
slightly higher OSNR on the red side.

Since the discrepancy is primarily on the blue side it would be obvious to con-
clude that the carrier recovery is inaccurately modeled. To test this hypothesis, all
simulation parameters with an influence on the rate of carrier recovery have been
varied, including the coefficients A, B, and C of the spontaneous recombination
rate. Unfortunately, the parameter sweep was unable to explain the discrepancy.
Ultra-fast dynamics was introduced via the nonlinear gain-suppression parameter
introduced in (3.1), using the formulation of [102], but this had little effect on
the spectrum as well. At present the source of discrepancy is yet to be identified,
but it is believed to be caused by a physical effect not currently included in the
model. It should be noted, though, that the underestimated spectral broaden-
ing on the blue side of the carrier influences primarily the power level, since the
agreement with experiments in terms of pulse shape and width, extinction ratio,
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optimum detuning, etc, is satisfactory.
It should be noted that if the random data signal is replaced by a clock signal

consisting of very short pulses, the XPM spectrum may be expressed analytically.
This is shown in [127], where it leads to an important relation between the phase
modulation depth and the ratio between the specific harmonics in the probe power
spectrum. The model presented in this report verifies the analytical expression
given in [127]. An analysis of the effect of the input data pattern on the probe
spectrum showed that the spectra corresponding to excitation by a clock signal
and a data signal are qualitatively different, whereas the influence of the PRBS
word length is very small. In other words, the conclusions of [127] apply to
excitation by a clock signal only, and should not be extrapolated to random
data. Finally, it is worth mentioning that the numerical model presented in [127]
also underestimates the spectral content on the blue side of the probe carrier.

6.2 Standard-mode operation of MZIs

As explained in Chapter 5, the performance may also be improved by employing
an SOA in an interferometric structure, since this enhances the ER and reduces
nonlinear patterning. Here, the standard-mode operation of MZIs is investigated,
and it is shown that the filtering technique from section 6.1 also applies to the
output of an interferometer.

MZIs fabricated using two different integration technologies, all-active and
active-passive, have been available for testing. All-active devices require a min-
imum number of fabrication steps, and are thus suitable for mass production.
Moreover, the active input and output sections, shown in Fig. 3.2, provide a
means of controlling the input and output power level, where the former is par-
ticularly useful in increasing the IPDR [p7],[p8]. On the other hand, an all-active
device inherently emits more ASE, and has a higher electrical power consump-
tion, since the active waveguides must be pumped to at least transparency in
order to reduce the propagation loss. Modular, active-passive integrated MZIs,
where only the interferometer arms, and optionally one or both of the data in-
put waveguides (3

0
and 4

0
in Fig. 3.2), are active, address the disadvantages of

the all-active design. Active-passive integration allows devices to be designed
and optimized for a more specific application, since active input and output sec-
tions may be included if necessary, or otherwise left out, thereby saving power
and increasing the OSNR. Two different technologies are currently used to ob-
tain coupling between active and passive waveguides: the butt-coupling and the
evanescent - or leaky - coupling.

The butt-coupling, which is illustrated in Fig. 6.8 (a), is a direct coupling. It
requires additional fabrication steps compared to the all-active device [140], and
due to the difference in refractive index between the active and passive regions,
light is reflected in the interface. However, if the interface is angled, the reflections
may effectively be reduced to a tolerable level [141,142]. The evanescent coupling
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Figure 6.8: Sketch of (a) active-passive butt-joint, (b) evanescent active-passive coupling, and (c) all-
active "coupling".

is sketched in Fig. 6.8 (b). Light from the passive waveguide leaks into the active
waveguide along the transition region. The fabrication process is very similar
to that of the all-active device, with the added advantage of modularity [p7].
However, calculations have shown that the butt-joint improves the coupling by a
factor of 2− 3 times compared to an evanescent coupling [140]. This figure may
be reduced by using a well-defined, optimized coupling length. Good coupling
is not easily obtained for a relatively thick active layer, needed for high optical
confinement [143], which makes the active-passive evanescent coupling generally
more lossy than the butt-coupling. Consequently, the choice of technology is not
obvious.

6.2.1 Operation at 40 Gb/s

In this section, results from two standard-mode wavelength conversion experi-
ments at 40 Gb/s are presented. In the first experiment, an active-passive MZI
with SOAs only in the two interferometer arms is used, whereas an all-active
MZI is used in the second experiment. The active layers of the two devices are
identical (BRS with a tensile-strained, polarization independent bulk InGaAsP
double heterostructure) with active region dimensions of 0.7 x 0.5 µm, giving rise
to a confinement factor of Γ = 0.6. The length of the active interferometer arms
is 2 mm in both cases.

Active-passive MZI

The experimental setup is identical to the setup in Fig. 6.1, used in the filtering-
assisted wavelength conversion, except for the wavelength converter, which now
consists of an evanescent coupling active-passive MZI operated in the standard-
mode. In addition, the narrow grating filter is replaced by a 0.8 nm wide (FWHM)
BPF. The filter suppresses the data signal, but does not shape the converted
probe signal significantly, since it is relatively broad compared to the signal band-
width.

Fig. 6.9 (a) shows the BER performance of a random 10 Gb/s tributary for
conversion from 1552 nm to 1540 nm and 1556 nm, corresponding to down and
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Figure 6.9: (a) BER curves of back-to-back signal at 1552 nm, and wavelength converted signals at 1540
nm and 1556 nm. (b,c) Eye diagrams at 1540 nm and 1556 nm, respectively.

up-conversion, respectively. The BER curve for 1540 nm is not parallel to the
back-to-back curve, which means that the BER-floor is higher for the converted
signal. A power penalty of 2.8 dB is observed, and as shown in Fig. 6.9 (b), the
eye diagram of the converted signal has NRZ characteristics. The latter is likely
to be the reason for the small slope of the BER curve, as the receiver inflicts
a power penalty on NRZ-like signal due to the reduced peak power. In both
cases the bias currents to the interferometer arms are I3/I4 = 765/204 mA, and
the obtained ERs and OSNR are ≈ 10 dB and 24 dB/1 nm, respectively, for
both probe wavelengths. As it may be seen from the eye diagrams in Fig. 6.9
(b,c), the device is operated in OOP mode. It was not possible to operate in IP
mode and preserve the polarity, and this is evidence that the optical path length
difference between the interferometer arms is close to zero. In the terminology
of Chapter 5, this corresponds to ∆φt ≈ 0. The average data and probe signal
powers in the fibers at the input of the chip were PC/PP = 2.9/14.3 dBm. The
high input probe power is believed to be due to a large loss in the coupler right
after the probe input. Up-conversion makes the unwanted effect of XGM less
significant, due to the wavelength dependence of the differential gain. This may
be the reason why the performance is improved for conversion to 1556 nm, as
shown in Fig. 6.9 (a). The BER curve for the converted signal is parallel to the
back-to-back curve, and the power penalty is reduced to 1.2 dB. Moreover, the
eye diagram in Fig. 6.9 (c) reveals a faster response than for conversion to 1540
nm, since the format of the converted signal has RZ characteristics. The optical
power consumption for conversion to 1556 nm was PC/PP = 7.4/14.3 dBm,
which represents an increase of the necessary data signal power. Again, this may
be related to the wavelength dependence of the differential gain, since a large
signal power enhances XGM - particularly for down-conversion. It is therefore
expected that for up-conversion, the data power may be used to increase the
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phase modulation, without simultaneously adding significant distortion from the
gain modulation.

The spectrum in Fig. 6.10 (a) is an example of an output spectrum in the
case of conversion from 1552 nm to 1540 nm. Notice the large red-shift (> 1 nm)
of the input data signal, which is evidence of strong saturation. The IPDR was
measured for conversion to 1540 nm, and as shown in Fig. 6.10 (b) the result
at 1 dB excess power penalty is 2.3 dB. This relatively small tolerance towards
fluctuations in the input data power illustrates the need for an external control of
the input power. This may be accomplished by employing a MZI design with an
active data input section (corresponding to activating SOA # 30 in Fig. 3.2), and
modifying the bias current I3’ to compensate for variations of the input power.
Using a device identical to the one presented here2, except for the addition of 400
µm long active input sections, this technique was shown in [p7] to increase the
IPDR to 8 dB at 40 Gb/s, for an input-SOA current variation of only 15 mA.

The dependence of the target wavelength on the BER performance was in-
vestigated at 40 Gb/s, and although the measured performance is better for
conversion to higher wavelengths, the power penalty variation of the converted
signal, which is shown in Fig. 6.10 (c), is within 2 dB from 1540 nm to 1560 nm.

All-active MZI

In this section, the results of an all-optical wavelength conversion experiment,
using an all-active MZI, are given. The presentation is partly based on [p9], which
represents the first demonstration of power penalty-free 40 Gb/s standard-mode
operation of a MZI. An all-active Michelson interferometer (MI) has previously
been used to demonstrate standard-mode operation at 40 Gb/s, where conversion
was accompanied by RZ→NRZ format conversion, due to insufficient modulation
bandwidth of the device [67], and a power penalty of 1.7 dB.

2The devices are from the same wafer.
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Figure 6.11: Setup for 40 Gb/s wavelength conversion experiment with all-active MZI. BERT: Bit error-
rate test set.

The experimental setup is shown in Fig. 6.11: a mode-locked fibre ring-laser
(ML-FRL) emits a 10 GHz train of ≈ 2 ps wide, transform-limited pulses at 1545
nm, which is subsequently modulated with a 10 Gb/s PRB-sequence of word-
length 231 − 1. Following passive 10 → 40 Gb/s multiplexing in a fibre-based
interleaver, the data signal is amplified in an EDFA, and finally launched into
the MZI at section 3’. At this point the data pulses are ≈ 4− 5 ps wide due to
narrow-band ASE filtering (not shown in Fig. 6.11). CW light from a tunable
external-cavity laser (ECL) at the target wavelength is coupled into section 2 of
the MZI, and at the output a sharp 0.3 nm wide BPF selects the wavelength
converted signal. As it will be shown in detail below, the BPF is slightly detuned
towards the blue side of the probe spectrum.

A NOLM is used to demultiplex the converted signal from 40 to 4x10 Gb/s.
The nonlinear element in the NOLM is 3 km DSF with zero-dispersion wavelength
at 1555 nm, dispersion slope of 0.06 psnm−2km−1, and a nonlinear coefficient of
2.6W−1km−1 [53]. The 10 GHz control pulses are generated by a GS-DFB laser
at 1557 nm, compressed to ≈ 8 ps in a DSF, and then launched into the NOLM.
A variable optical delay line is used to synchronize the control pulses to one
of the 10 Gb/s tributaries traversing the NOLM clockwise. The control pulses
are suppressed in a 1.3 nm wide BPF before entering a 10 Gb/s pre-amplified
receiver. Finally, the performance, in terms of BER, is evaluated.

Fig. 6.12 (a) shows eye diagrams of the input signal at 1545 nm, as well as the
wavelength converted signal at 1540, 1550, and 1560 nm, all detected with a 40
GHz photo diode. The converted eye diagrams are all clear and open, the polarity
and RZ format are preserved, and the converted pulses are very symmetric. The
latter indicates a very fast carrier recovery of <14 ps (1/e), which is shown in the
next section to be fast enough for standard-mode conversion with RZ → NRZ



124 CHAPTER 6. ALL-OPTICAL WAVELENGTH CONVERSION

0 20 40 60 80 100
0

1

2

3

po
we

r, 
m

W

time, ps

(a) (b)

input: 1545 nm 1540 nm

1550 nm 1560 nm

-40 -38 -36 -34 -32 -30

10
9
8

7

6

5

4

3
Worst tributaries:

 Back-to-back, 1545 nm
 Wavelength converted, 1550 nm
 Wavelength converted, 1540 nm

-lo
g(

BE
R

)

received power, dBm

0 20 40 60 80 100
0

1

2

3

po
we

r, 
m

W

time, ps
0 20 40 60 80 100

0

1

2

3

po
we

r, 
m

W

time, ps

(a) (b)

input: 1545 nm 1540 nm

1550 nm 1560 nm

-40 -38 -36 -34 -32 -30

10
9
8

7

6

5

4

3
Worst tributaries:

 Back-to-back, 1545 nm
 Wavelength converted, 1550 nm
 Wavelength converted, 1540 nm

-lo
g(

BE
R

)

received power, dBm

Figure 6.12: (a) Eye diagrams at 40 Gb/s. Top row: input at 1545 nm and output at 1540 nm. Bottom
row: Outputs at 1550 and 1560 nm. (b) BER curves for 4x10 Gb/s tributaries of back-to-back and
wavelength converted signals. Black: back-to-back at 1545 nm. Gray: wavelength converted at 1540
nm. White: wavelength converted at 1550 nm. Inset shows demultiplexed eye diagram at 1550 nm.

format conversion at 80 Gb/s. Fig. 6.12 (b) shows the BER performance for all
4 10 Gb/s tributaries of the wavelength converted signals at 1540 and 1550 nm,
compared to the back-to-back signal at 1545 nm.

The lines in Fig. 6.12 (b) represent the worst tributary for each signal, and
by comparison wavelength conversion is observed to be penalty-free at 1550 nm,
and suffering a small penalty of 0.6 dB at 1540 nm. No indications of error-
floors are observed. It was not possible to measure BERs at 1560 nm, because
this wavelength is too close to the control pulse wavelength in the demultiplexer.
However, the quality of the eye diagram is very similar to that at 1540 nm, and
consequently similar BER performance is expected. The device was insensitive
towards the polarization state of the input data signal, with a receiver sensitivity
variation < 0.5 dB.

The applied currents are (see Fig. 6.11) I1/I2/I30/I3/I40/I4 = 120/70/30/600
/0/200 mA, giving a total applied current of 1.02 A, which is only slightly higher
than the total current applied to the 2 active sections of the active-passive MZI.
The optical input powers, measured in the fiber, are ≈ 12 dBm for the signal,
and ≈ 9 dBm for the CW light. The high signal power is a direct consequence of
the low current through the peripheral section I30, which the signal enters. The
low I30, which makes the input section transparent, is believed to be necessary to
prevent saturation-induced pulse distortion, which increases the fall-time of the
signal pulses entering the interferometer arm [103].

Another example of the fast response of the device is given in Fig. 6.13, which
shows a part of the input pattern (ripple in zero-level due to limited detector
bandwidth), and the wavelength converted in-phase and out-of-phase patterns at
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Figure 6.13: 40 Gb/s data patterns. Up: input at 1545 nm, middle: IP output at 1550 nm, down: OOP
output at 1550 nm.

1550 nm. The only observable difference between the input and in-phase patterns
is the pulse width, which has increased to about 12 ps (measured with a 40 GHz
photo diode). Pulse amplitudes are observed to be independent of the preceding
pulse pattern, which is also apparent from the eye diagrams in Fig. 6.12 (a).
In other words, the patterning effect is negligible. The out-of-phase pattern in
Fig. 6.13 is obtained with the same bias currents and input powers as in-phase,
except that I4 is reduced from 200 mA to 160 mA, and that the BPF detuning
is reduced considerably.

The effect of reducing I4 on the probe spectrum is illustrated in Fig. 6.14
(a-b), where the spectra corresponding to the out-of-phase (a) and in-phase (b)
signal are shown before filtering (dashed) and after filtering (solid). The only
major difference between the spectra before filtering is a 3.5 dB enhancement
of the carrier peak for the out-of-phase case. Remembering the discussion from
section 6.1.2 about the relationship between the sideband-to-carrier (StC) ratio
and the ER, it makes sense that the optimum in-phase condition corresponds
to the larger StC ratio, since this allows for a sufficiently large suppression of
the carrier peak with a moderate filter detuning. For out-of-phase operation the
filter is detuned very little, approximately −0.06 nm, in order to maintain a high
output power, whereas the in-phase optimum is obtained for a detuning of −0.33
nm. The reason this value is lower than for the single-SOA experiment in section
6.1.2 is primarily due to the enhancement of the StC ratio obtained by changing
the interferometer bias.

It is difficult to assess the OSNR from the very high-resolution spectra in
Fig. 6.14. In a 1 nm resolution bandwidth, the OSNR is measured to 27 dB
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Figure 6.14: Probe spectra corresponding to (a) OOP and (b) IP. Dashed curves: before BPF, solid
curves: after BPF.

before the BPF. The OSNR of the out-of-phase signal is close to this figure, due
to the small detuning, whereas the OSNR for the in-phase signal is smaller.

6.2.2 Operation at 80 Gb/s

The all-active MZI used for the 40 Gb/s experiment in the previous section
unfortunately stopped working before the speed potential could be properly in-
vestigated. However, an identical device from the same wafer was available, and
this was investigated in the standard-mode configuration at a bitrate of 80 Gb/s,
still using the sharp 0.3 nm filter as a pulse shaper at the output. Some of the
results shown in this section were presented in [p10].

The experimental setup is identical to Fig. 6.11, except that the data signal
and CW probe wavelengths were 1555 nm and 1560 nm, respectively, and that
the data signal was passively multiplexed to 80 Gb/s, instead of 40 Gb/s. The
fiber-interleaver used in the experiment is commercially available3, and was made
of polarization maintaining (PM) fiber exclusively, including tunable PM couplers
and delay lines, which enabled perfect alignment of the interleaved timeslots and
a homogeneous peak pulse power.

Operating conditions were strikingly similar to those mentioned in the previ-
ous section, except that CW probe power was increased to 15 dBm, which was
the maximum power available after an EDFA, followed by ASE filtering and a
polarization controller. The current through the conversion SOA (I3) was 640
mA, and the total current consumption was just above 1 A.

Fig. 6.15 (a) shows a comparison of the back-to-back and wavelength con-
verted eye diagrams, and Fig. 6.15 (b) shows the corresponding pulse patterns.

3Made available by PriTel, inc.
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Figure 6.15: (a) Eye diagrams of 80 Gb/s back-to-back (1555 nm) and wavelength converted (1560 nm)
signal. (b) Corresponding pulse patterns.

The bandwidth of the photo diode was 50 GHz, which is the reason the back-to-
back signal appears to be of NRZ format. Focusing on the pulse patterns, the
pulse width does not appear to have increased by the conversion process, which
can be attributed to the pulse shaping effect of the BPF. However, by compar-
ing the series of 4 marks around t = 300 ps, it appears that the photo diodes
response to the back-to-back signal drops in-between two of the pulses, whereas
the wavelength converted pulse trace maintains the mark level during the same
series of pulses. Although this is not hard evidence, it appears as if the wave-
length converted signal has also been format converted from RZ to NRZ. This
was predicted in [p9] based on the response of the device from the same wafer.

Despite the fast response, the extinction ratio of the converted signal is only
around 6 dB. The explanation for this is two-fold: as mentioned previously the
output power is decreased when the filter is detuned away from the probe carrier,
which causes a trade-off, since the filter detuning must be large enough that the
StC ratio becomes sufficiently high to obtain an in-phase signal with a high ER.
At 80 Gb/s, the phase modulation depth is clearly smaller than at 40 Gb/s,
which gives rise to a smaller amount of power in the sidebands. This prompts a
larger filter detuning in order to sufficiently suppress the carrier, which in turn
causes a decrease of the probe power at the output of the filter. The NOLM
demultiplexer represents a significant power loss for the probe, including 9 dB (a
factor of 8) from the demultiplexing itself, 3 dB coupling loss, a loss from the fact
that the control signal may not introduce a full π phase shift, and filter insertion
losses. All in all, a significant loss, which must be compensated for by an EDFA
before the NOLM. However, if the average input power to this EDFA is too low
to fully saturate it, the EDFA emits so much ASE that it may be observed on a
sampling oscilloscope as a significant increase of the baseline, corresponding to a
reduction of the ER. Thus, if the phase modulation depth is not sufficiently high,
compensating for the slow SOA response may not be sufficient to obtain a large
ER.
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Figure 6.16: (a) Optical spectrum (res: 0.1 nm) of 80 Gb/s input and wavelength converted signals. (b)
BER curves: 10 Gb/s back-to-back, and 80 Gb/s wavelength converted and demultiplexed. Inset shows
demultiplexed 10 Gb/s eye diagram.

The total output spectrum is shown in Fig. 6.16 (a), and compared to Fig. 6.13
(b), it clearly observed that the smaller phase modulation leads to less spectral
broadening. Unfortunately, the spectrum after the BPF was not recorded, but
the detuning was ≈ −0.6 nm. The BER measurement in Fig. 6.16 (b) represents
an arbitrary 10 Gb/s tributary of the wavelength converted signal. A clear error-
floor is obtained at BER ≈ 10−10, and this is believed to be caused primarily by
the low output power, which translates into a low ER of 6 dB after the EDFA.
The inset in Fig. 6.16 (b) shows the demultiplexed 10 Gb/s eye diagram, which
appears wide open. Notice however, that the zero-level offset is significant.

6.3 WDM → OTDM translator

As an illustration of the versatility of the all-active MZI wavelength converter,
this section describes an experimental implementation of a 2x20 Gb/s WDM to
40 Gb/s OTDM translator based on the device used in the 80 Gb/s experiment.

The function is shown schematically in Fig. 6.17 (a): N WDM channels cen-
tered at λ0 − λN−1 containing RZ data at a (low) bitrate of B, are multiplexed
and simultaneously wavelength converted to a common wavelength λ0. Applica-
tions for such a scheme could be aggregation of low-bitrate channels at the input
of a high-capacity link, or simply an interface between a WDM network and an
OTDM link. The wavelength conversion capability allows for adapting the wave-
length to the link, which is a necessity if the link carries WDM data, in order
to resolve contention. Moreover, multiplexing the WDM channels to one wave-
length enables wavelength routing downstream. If the link only carries a single
high-bitrate OTDM, wavelength conversion is still necessary, since a simple in-
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terleaving of the N WDM channels would lead to a devastating pulse walk-off
due to chromatic dispersion.

The experimental setup is identical to Fig. 6.11, except for the details illus-
trated in Fig. 6.17 (b). Since only a single short-pulse source was available at the
time of the experiment, the two signals emulating the WDM channels are at the
same wavelength of 1555 nm. This is of no importance for the proof of principle,
since the peripheral SOAs may be biased to compensate for the slight wavelength
dependence of the phase shift, if the signals are at different wavelengths. Before
the two data signals are launched into ports 30 and 40, one of the signals is delayed
an odd number of 40 Gb/s timeslots, i.e. (2n+ 1) · 25 ps, in order to multiplex
the two 20 Gb/s signals into a 40 Gb/s OTDM signal upon wavelength conver-
sion. At the output of the MZI the probe at 1550 nm is selected by the 0.3 nm
wide BPF, which is detuned by −0.58 nm to shape the waveform, before being
observed on a 40 GHz sampling oscilloscope, and demultiplexed in the NOLM
using a 10 GHz clock from the data pulse source at 1555 nm.

In a previous experiment [144], 2x10 Gb/s WDM channels (at different wave-
lengths) were multiplexed in a passive fiber-based interleaver, and subsequently
wavelength converted to 20 Gb/s using an all-active MZI in standard-mode of
operation. The approach in [144] could potentially be combined with the scheme
suggested here to allow for a larger number of channels to be multiplexed and
simultaneously wavelength converted. The only restriction is that channels at
the same wavelength must be launched into separate input ports to prevent in-
terference problems.

Fig. 6.18 (a) shows the results in terms of output pulse patterns: the upper
and middle traces show the converted 20 Gb/s pattern for input 40 and input 30

turned off, respectively. They represent the standard-mode wavelength converted
signal using the upper and lower arm, respectively. By turning both input signals
on, the two 20 Gb/s input signals are OTD multiplexed, or logic OR’ed, while
wavelength converted to 1550 nm. The 40 Gb/s pattern is shown in the bottom
row of Fig. 6.18 (a), and the corresponding eye diagram is depicted in Fig. 6.18
(b).

This mode of operation is more challenging for the MZI than standard-mode
wavelength conversion, because some of the pulse energy may be used to cancel
the phase response in the other arm, thus leaving less energy for switching. This
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Figure 6.18: (a) Wavelength converted 20 Gb/s signals obtained with input 40 off (upper), and input 30
off (middle). Multiplexed 2x20 Gb/s output obtained with inputs turned on. (b) Eye diagram of 2x20
Gb/s signal.

Figure 6.19: Eye diagram of 2x40 Gb/s → 80 Gb/s multiplexing.

is only a problem when a pulse in one arm, say the upper, is immediately followed
by a pulse in the lower arm. Consequently the choice of input power to a specific
arm becomes a trade-off: if the pulse energy is too small the converted pulses
cannot maintain the amplitude when some of the energy goes into canceling the
response of a pulse in the other arm. On the other hand, if the pulse energy is
too high, the amplitude of the converted pulses from this input will "overshoot"
in cases where a pulse does not follow a pulse in the other arm, and all the energy
goes into opening the switching window. It should be mentioned that the partial
canceling of the phase response is not evident from the pulse pattern in Fig. 6.18
(a, bottom), but this is because the phase of the probe in one arm has almost
completely recovered before the pulse arrives in the other arm. However, a short
dip in the waveform would be expected in the transition between two immediately
following excitations of the two interferometer arms. This may not be resolved,
however, in a detector bandwidth of 40 GHz.

Fig. 6.19 shows an attempt at increasing the bitrate of the individual WDM
channels from 20 to 40 Gb/s. The eye diagram is very noisy and distorted,



6.4. DUAL-ORDER MODE (DOMO) WAVELENGTH CONVERTER 131

1540 1545 1550 1555 1560
-50

-40

-30

-20

-10
(a)

After BPF

FWM

40 Gb/s wavelength converted
output

2x20 Gb/s input data

Po
w

er
 (d

B
m

 / 
0.

1 
nm

)

Wavelength (nm)

 

-42 -40 -38 -36 -34 -32 -30

10
9
8

7

6

5

4

3
(b)  20 Gb/s Btb, tr. 1

 20 Gb/s Btb, tr. 2

40 Gb/s converted
 tr. 1
 tr. 2
 tr. 3
 tr. 4

-L
og

(B
E

R
)

Received power (dBm)

Figure 6.20: (a) Optical spectrum at output of MZI (solid) and after BPF (dashed). (b) BER curves:
Back-to-back (circles), Wavelength converted and demultiplexed (squares).

which, by comparison to Fig. 6.15 (a, bottom), clearly illustrates the point that
this mode of operation is more challenging than standard-mode conversion.

The best performance was obtained for very symmetrical input powers and
bias currents: PC,3/PC,4/PP /I1/I2/I3’/I4’/I3/I4 = 6.6 dBm/6.3 dBm/16 dBm/120
mA/220 mA/40 mA/60 mA/520 mA/520 mA, where PC,3 and PC,4 represent the
average data signal power to the upper and lower arms, respectively. The high
PP is due to an excessive coupling loss at the coupler following the probe input.

The total output spectrum is shown in Fig. 6.20 (a), revealing an OSNR of
around 29 dB/0.1 nm before filtering. As usual the output power is reduced by
the filter detuning, to about −20 dBm measured in a large optical bandwidth.
Fig. 6.20 (b) shows the BER curves of the two 10 Gb/s tributaries of the 20
Gb/s data signal, as well as the 4 tributaries of the multiplexed and wavelength
converted 40 Gb/s signal. As observed, the latter suffers a power penalty on the
order of 1.5− 2 dB.

6.4 Dual-OrderMOde (DOMO) wavelength converter

In all the wavelength converter demonstrations of this chapter the data and probe
signals have co-propagated, i.e. propagated in the same direction, through the
converter. Since the wavelength converted probe as well as the amplified input
data signal exit through the same waveguide, the two signals must have different
wavelengths to allow discrimination by an optical filter. If wavelength conversion
is desired this is not a problem, except that the output filter needs to be tuned
whenever the probe (target) wavelength is changed. However, wavelength conver-
sion may not be required for all WDM channels arriving at a wavelength converter
array, and in order to fulfill the λout 6= λin requirement, additional wavelengths
must be allocated to maintain the same total throughput. Employing a dual-
stage wavelength converter solves the problem at the expense of the additional
hardware, which has been demonstrated at 20 Gb/s [145] and 40 Gb/s [39]. Al-
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ternatively, the data and probe signals may counter-propagate through the wave-
length converter, in which case the maximum bitrate is limited by the transit
time of the SOA, as illustrated in Chapter 4.

A new type of MZI switch, the DOMO-MZI, where the data and probe signals
co-propagate in different transverse optical modes was proposed by Leuthold et al.
in 1996 [146], and demonstrated at 2.5 Gb/s in [147], 10 Gb/s [148], and 20 Gb/s
[149]. The main difference between a conventional MZI and the DOMO-MZI is
the use of specially designed Multi-Mode Interference (MMI) couplers, capable of
creating an antisymmetric first-order mode from a symmetric fundamental mode
at the input of the MZI, and physically separate the modes again at the output.
In this section, the DOMO wavelength converter is investigated numerically at
10 Gb/s using the 2D FD-BPM model presented in section 3.2. In particular,
a cross-talk mechanism is identified for small wavelength detunings between the
data and probe signals.

The results and discussions presented here are in part based on [150] and
[p11].

6.4.1 Principle of operation

The principle of operation may be explained from the schematic of the DOMO-
MZI in Fig. 6.21 (a), operated in the standard-mode. The data and probe signals
are launched into different ports of the mode-converter combiner MMI in the
upper arm as fundamental modes, and the data signal is converted into the first-
order eigenmode of the dual-moded (DOMO) SOA, whereas the probe remains
a fundamental mode. The two signals co-propagate through the DOMO-SOA
as orthogonal modes, and the data signal modulates the gain and phase of the
probe, as in a conventional single-mode MZI. At the output of the SOA, the
signals enter the mode-filter, which maps the fundamental mode to the center of
the output facet, while mapping the first-order mode to the edges, where the it
is guided into absorbing waveguides to minimize reflections. The probe signal,
carried by the fundamental mode, merges with the probe from the lower arm,
and interference takes place.

Time domain simulations of multimode devices are very time consuming [151],
and a simulation of the full DOMO-MZI wavelength converter is not realistic. A
clear delimitation of the device is necessary to keep the computation time down.
As pointed out already, the novelty of the device lies in the use of the MMI
couplers and the DOMO-SOA. For this reason it has been chosen to restrict the
attention to the subsystem consisting of these three parts, also indicated by the
dashed box in Fig. 6.21 (a). The considered subsystem is shown in more detail
in Fig. 6.21 (b), including the outline of the MMI couplers.

The principle of the mode-converter combiner MMI is illustrated in the cal-
culated field intensity plots in Fig. 6.22, which shows how the input field of the
data signal is converted into the first-order mode of the DOMO-SOA (b), while
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Figure 6.21: (a) Schematic of DOMO-MZI, including mode-converter combiners and mode-filters. The
contents of the dashed box is detailed in (b). The figure is not to scale, as the DOMO-SOAs are much
longer longer than the MMIs.

the fundamental mode passed right through the MMI (a). The plots are obtained
for a passive MMI of width 9.6 µm, height 0.350 µm, length 236.8 µm, and index
step 0.14. As also illustrated in Fig. 6.21 (b), the data signal is split in two and
launched symmetrically into the mode-converter combiner MMI at the edges,
with a π phase shift between them (not shown in Fig. 6.21 (b)). Each of the two
input fields excite the eigenmodes supported by the MMI.

The eigenmodes have different propagation constants, and thus travel at
slightly different speeds, which causes the modes to interfere constructively in
some parts of the MMI, and destructively in others. An interesting consequence
of this behavior is the waveguide’s ability to reproduce single or multiple repli-
cas, self-images, of the input field periodically along the propagation direction of
the waveguide [152,153]. In this case, each of the two input fields produces four
self-images at the output, where two of them are right next to each other in the
middle of the waveguide with a phase difference of π between them - character-
istic of an antisymmetric first-order mode - and the remaining two images are
at the edges. Adding the fields from both data signal inputs, the images at the
edges interfere destructively and vanish, whereas the images in the center add
constructively.

This is clearly observed in Fig. 6.22 (b). The probe signal is launched into the
center of the mode-converter combiner as a fundamental mode of the DOMO-
SOA, which may be obtained by adiabatically up-tapering the field from a single-
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Figure 6.22: Field intensity patterns inside mode-converter combiner MMI. (a) and (b) show mode-
combination and mode-conversion, respectively.

mode waveguide. Fig. 6.22 (a) shows the field intensity pattern of the probe as
it travels through the MMI, and produces a self-image at the output. This im-
plementation of the mode-converter combiner converts a fundamental mode into
a first-order mode and maps a fundamental mode to itself with 100% efficiency,
i.e. without loss of power. Notice that this is not the case in a traditional MZI
design, where 50 % of the power is radiated out of the coupler when the two
single-mode waveguides are merged into one.

The operation of the mode-filter is easily understood by considering Fig. 6.22
and interchanging the input and output: the symmetric, fundamental mode is
mapped to itself in the middle of the waveguide, whereas the antisymmetric first-
order mode maps to the edges of the MMI, where the images are absorbed in un-
pumped waveguides. A detailed review of mode-converter combiners, including
the design used here, is given in [154].

6.4.2 Optimization of DOMO waveguide

As shown in section 4.1 the small-signal modulation bandwidth scales with A−1opt =
Γ/(HW ), and the same dependence has been shown to apply to large-signal
modulation [66]. For single-mode SOAs both signals propagate in the same mode,
and the problem is reduced to finding the combination ofH andW that minimizes
Aopt. For dual-moded SOAs the two modes have different confinement factors,
and there are two possibilities: the waveguide dimensions can be optimized to
obtain the minimum Aopt for either the fundamental (zero-order) or first-order
mode. Using the EIM the confinement factor has been calculated on a dense
(W,H) grid requiring that W > H, and that the waveguide supports either one
or two transverse modes.

Fig. 6.23 shows 2D surface plots of Aopt on a (W,H) grid for index contrasts
∆n = ncore − 3.17 of 0.1, 0.2, and 0.3. In the upper row (a), the waveguide
is required to be single-moded, and in the second and third row, (b) and (c),
the waveguide is required to be dual-moded, and the 2D plots illustrate Aopt

for the zero-order and first-order modes, respectively. The brighter the color
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Figure 6.23: Two-dimensional surface plots of the optical area Aopt vs. (W,H) for ∆n = 0.1 (left
coloumn), ∆n = 0.2 (middle coloumn), ∆n = 0.3 (right coloumn). The first row corresponds to a
single-mode waveguide, whereas the second and third rows show Aopt for the zero- and first-order modes
of the DOMO waveguide,

in Fig. 6.23, the smaller the value of Aopt. When ∆n is increased, a specific
confinement factor Γ is obtained for a combination of W and H corresponding to
a lower cross-section area WH. Thus, in all three cases in Fig. 6.23, an increase
of ∆n moves the position of the minimum closer to origo. Notice that Aopt for
the fundamental mode of the DOMO waveguide attains its minimum on the left
boundary of the dual-mode area, whereas the minimum occurs closer to the right
boundary for the first-order mode. This is because the difference in confinement
of the fundamental mode only changes slightly from one boundary to the other,
whereas the first-order mode is significantly better confined on the right boundary.

In Fig. 6.24 (a) the minimum optical area is shown as a function of ∆n for
a single-mode waveguide (SM), and the fundamental mode (DM-0) and first-
order mode (DM-1) of a dual-moded waveguide, optimized for both modes, as
explained above. Optimizing for a minimum Aopt for the fundamental DOMO
waveguide mode leads to a combination of W and H on the left boundary of the
dual-mode area in Fig. 6.23 (b), where the first-order mode is poorly confined,
thus causing a very large Aopt as illustrated in Fig. 6.24 (a). Alternatively, if
the DOMO waveguide is optimized for the first-order mode, the corresponding
Aopt is reduced by a factor of ≈ 10, while Aopt for the fundamental mode only
increases slightly. In the following, this mode of optimization is used exclusively.

Notice that even though the dimensions of the DOMO waveguide are carefully
optimized, the optical area for the single-mode waveguide is smaller, regardless of
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the index contrast, due to the smaller cross-section. As a result, the DOMO-SOA
is expected to have a slower response than a single-mode SOA for the same index
step.

This has been investigated by calculating the extinction ratio of the cross-gain
modulated probe for both a single-mode and DOMO-SOA. The input data signal
is a 10 Gb/s PRBS of word length 24−1 consisting of 20 ps wide Gaussian pulses
with an ER of 13 dB. In each calculation, the wavelength detuning is assumed
high enough to prevent beating between the CW signal and the data signal, while
the MMIs are assumed to be ideal (see below). The SOA is 1500 µm long, the
linewidth enhancement factor α is 5.0, the diffusion coefficient isDx = 10 cm2s−1,
the current density is J = 30 kA/cm2, and the data and probe input powers are
13 dBm and −5 dBm, respectively. All other simulation parameters are given in
Appendix D.

The long computation time prevents an optimization of the input powers, and
thus the powers have been chosen somewhat arbitrarily. This is not expected to
influence the conclusions of this section qualitatively, but as it will be discussed
later, the ratio of data to probe power is expected to significantly impact the
amount of cross-talk added to the wavelength converted probe signal.

Fig. 6.24 (b) shows the comparison of ER vs. ∆n for the single-mode and
DOMO-SOAs. For low index steps the DOMO-SOA gives a higher ER than
the SM-SOA due to a higher gain, which according to (4.25) also increases the
modulation bandwidth. However, as the index step is increased, the advantage
of the lower Aopt of the SM-SOA dominates. Another advantage of the single-
mode SOA is that the mode-overlap between the data-signal and CW-probe is
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Figure 6.25: (a) Zero- and first order transverse modes of DOMO waveguide with power ratio of 18 dB.
(b-i) Total transversal field intensity (solid), and corresponding carrier density profile for ∆ωt = 0 to
∆ωt = 7π/4, in steps of π/4.

larger than for the DOMO-SOA. Thus, a 3 dB reduction of the probe gain may be
obtained with less data signal power if both signals propagate in the fundamental
mode.

6.4.3 Cross-talk mechanism

For a step index contrast of ∆n = 0.3, the minimum optical area for the first-
order mode is obtained for (W,H) = (1.3, 0.39) µm. Fig. 6.25 (a) shows the
two transversal eigenmodes, ψ0(x) and ψ1(x), of the waveguide for a power ratioR |ψ0|2 dx/ R |ψ1|2 dx of −18 dB. The two modes are assumed to carry light beams
of angular frequency ω0 and ω1, with a difference defined as ∆ω = ω1 − ω0. As
explained in section 3.2, and shown specifically in eq. (3.77), the total field
intensity governs the transversal carrier density profile.

Fig. 6.25 (b-i) shows the total field intensity profile |ψ0(x) + ψ1(x)|2 (solid
curves) and the corresponding calculated carrier density profile (dashed curves)
at a specific cross-section z = z0 in the DOMO-SOA at eight different times,
spaced by T/8, where T is the beating period T = 2π/∆ω between the two
modes. The plots are obtained by solving (3.77) in the static limit (∂/∂t = 0)
with Dx = 0, and thus correspond to a beating period large enough that the
carrier density is able to follow the variation of the total field intensity.

As illustrated in Fig. 6.25, the total field intensity, and consequently the car-
rier density, oscillates between two asymmetric distributions, corresponding to
(b) and (f), with the total period T. If T is smaller than the effective carrier
lifetime in the considered cross-section z0 the carrier density will not be able
to follow the intensity variations, and will instead experience the average inten-
sity distribution, which is symmetric, and according to (3.78) simply given by
|ψ0(x)|2+ |ψ1(x)|2. Fig. 6.26 (a) and (b) show surface plots of the carrier density
distribution in the (x, z) plane for T → ∞ and T = 0, respectively, correspond-
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Figure 6.26: Propagation of total field intensity pattern through DOMO-SOA for (a) ∆λ = 0 nm and
(b) ∆λ >> ∆λcrit. Eye diagrams of wavelength converted signal for (c) ∆λ = 1 nm, (d) ∆λ = 0.15 nm,
and (e) ∆λ = 0.10 nm. LDOMO = 1 mm, Dx = 10 cm2s−1.

ing to ∆ω = 0 and ∆ω → ∞. For ∆ω = 0 there is no temporal mode beating,
cf. Fig. 6.25, but the static, asymmetric input field distribution is reproduced
periodically through the DOMO-SOA according to the self-imaging principle ex-
plained above, while being amplified due to stimulated emission. This gives rise
to the increasingly deep spatial holes in the carrier density distribution, illus-
trated in Fig. 6.26 (a). For ∆ω → 0, however, the carrier density distribution
remains symmetric, since the mode beating occurs on a time scale too short for
the carrier density to follow. In between the two extremes, the 2D carrier density
plots are time dependent and cannot be illustrated by a "static" plot, but at a
particular time the distribution will look similar to Fig. 6.26 (a), except that the
spatial holes will become increasingly shallow as ∆ω is increased.

An important consequence of the asymmetric carrier density distribution is
that the symmetry of the data and probe signals, launched into the DOMO-SOA
as perfect zero and first-order eigenmodes, is perturbed. At the output of the
DOMO-SOA, the signal injected as an odd first-order mode will have acquired
an even component and vice versa, because the modes have been perturbed by
an asymmetric gain distribution. In the mode-filter this asymmetry is converted
into cross-talk because the contents of the data field distribution with an even
symmetry will be guided to the center waveguide along with the wavelength
converted probe.

Since the beating period, T, is related to the wavelength detuning, ∆λ, be-
tween the two modes as

T =
λ2

c0∆λ
(6.1)

a critical wavelength detuning, ∆λcrit, below which the transversal gain distrib-
ution becomes asymmetric, and the cross-talk mechanism sets in, can be intro-
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duced as

∆λcrit =
λ2

c0τ eff (L)
(6.2)

Here, τ eff (L) represents the shortest effective carrier lifetime in the DOMO-SOA,
which is obtained at the output facet.

Fig. 6.26 (c), (d), and (e) show calculated eye diagrams of the XGM’ed probe
signal for wavelength detunings of 1 nm, 0.15 nm, and 0.1 nm, respectively,
and the detrimental effect of the cross-talk mechanism is clearly observed. These
results are obtained with a DOMO-SOA length of LDOMO = 1000 µm, a diffusion
coefficient of Dx = 10 cm2s−1, and a current density of J = 30 kA/cm2. From the
eye diagrams the critical detuning is estimated to be around 0.15 nm. The mode-
filter is assumed to be ideal, which means it may be replaced by the following
overlap integral

Pzero(t) =

¯̄R
Etot(x, z = L, t)ψ∗0(x)dx

¯̄2R |ψ0(x)|2 dx (6.3)

where Pzero(t) is the power of the zero-order content of the total field Etot(x, z, t)
at the output of the DOMO-SOA, which is exactly what the mode-filter produces.
Analogously, the mode-converter combiner is also assumed ideal, and the data
and probe signals are launched into the DOMO-SOA as perfect eigenmodes.

In the following the dependence of the performance, in terms of extinction
ratio power penalty, on the wavelength detuning, DOMO-SOA length, and dif-
fusion coefficient is investigated. The ER power penalty, penER, is the power
penalty suffered from a reduction of the ER in the absence of ASE, and may be
expressed as [106]

penER =
ER+ 1

ER− 1
ERbtb − 1
ERbtb + 1

(6.4)

where ERbtb is the extinction ratio of the back-to-back signal, in this case 13 dB.
In all the comparisons in the following, the average data and probe input powers
are 13 dBm and −5 dBm, respectively, and the current density is 30 kA/cm2.

Fig. 6.27 (a) shows penER vs. ∆λ for a 500 µm long DOMO-SOA with a
diffusion coefficient of 10 cm2s−1. As expected the penalty increases dramatically
as ∆λ drops below a critical detuning. On the right axis of Fig. 6.27 (a) the
beating period T (6.1) is plotted as a function of∆λ. The effective carrier lifetime
at the output has been calculated to τ eff (L) = 81 ps, based on the carrier and
photon densities, and according to (6.2) this corresponds to a critical detuning of
∆λcrit ≈ 0.1 nm. Indeed, the power penalty starts to increase for a wavelength
detuning below approximately 0.1 nm, which verifies (6.2).

Fig. 6.27 (b) shows penER vs. the DOMO-SOA length for a wavelength de-
tuning ∆λ of 0.1 nm, 0.2 nm, and 1.0 nm. The effective carrier lifetime drops
as the device length is increased, and this has two opposite effects on the per-
formance: the faster gain recovery leads to an improvement of the ER, but at
the same time it increases the critical wavelength detuning. As illustrated in
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Figure 6.27: (a) Power penalty (left axis) and Beating period (right axis) vs. wavelength detuning
between data and probe signals. (b) Power penalty vs. SOA length for Dx = 10 cm2s−1 with ∆λ as a
parameter.

Fig. 6.27 (b) this leads to an optimum device length, which is very dependent on
the wavelength detuning. The penalty starts to increase when the reduction of
the carrier lifetime makes ∆λcrit comparable to ∆λ. Consequently, the optimum
length will be small for small detunings, and larger for larger detunings. Fig. 6.27
(b) also verifies that the critical detuning for LDOMO = 1000 µm is between 0.1
nm and 0.2 nm, as estimated above from the appearance of the eye diagrams in
Fig. 6.26.

The dependence on the diffusion coefficient is investigated in Fig. 6.28 (a) for
a fixed wavelength detuning of ∆λ = 0.1 nm. The plot shows penER vs. LDOMO

for Dx = 0, 10, and 20 cm2s−1, and the trend is clear: the larger the diffusion, the
smaller the cross-talk penalty. The physical explanation for this is that diffusion
has an averaging effect on the carrier density distribution, which reduces the
asymmetry and thus the perturbation of the mode symmetries. Fig. 6.28 (b)
shows penER vs. ∆λ for a fixed device length of LDOMO = 500 µm, again with
Dx as a parameter. Notice that ∆λcrit, measured as the onset of the cross-talk
penalty, is unaffected by diffusion, but that the quantitative impact is reduced.
ASE is not included in the simulations, but it is expected to have an influence
similar to diffusion, since more/less ASE will be generated where the carrier
density is high/low, which will also have an averaging effect on the carrier density
distribution.

In the simulations presented here the average data input power is 18 dB
higher than the average probe power, and as mentioned earlier, this is somewhat
arbitrary and is clearly subject to optimization. As explained in Chapter 5,
the gain recovery rate will benefit from a higher probe power, which will enable
operation at higher bitrates. Moreover, for the DOMO wavelength converter an
increase of the input probe power relative to the data power also has the effect
of reducing the cross-talk power, since a lower data power obviously reduces
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Figure 6.28: (a) Power penalty vs. DOMO-SOA length for ∆λ = 0.1 nm and with the diffusion coefficient
as a parameter. (b) Power penalty vs. wavelength detuning for LDOMO = 500 µm and with the diffusion
coefficient as a parameter.

the power converted into cross-talk. Thus, for a specific wavelength detuning,
a reduced data-to-probe power ratio is expected to reduce the cross-talk power
penalty.

A lower data signal power is generally needed to switch an interferometric
wavelength converter compared to converters based on XGM, and so the cross-
talk problem may be even less significant in a DOMO-MZI converter. In [151] it is
demonstrated experimentally that if a DOMO-MZI is optimized for∆λ = 0.1 nm,
setting ∆λ = 0 almost completely closes the eye diagram. However, by reducing
the average data power, the eye diagram re-opens at the expense of a reduced ER.
The fact that the eye diagram changes from being open for ∆λ = 0.1 nm (12.5
GHz) to being closed for∆λ = 0 is in [151] attributed to interferometric cross-talk
in the photodiode. However, since the bandwidth of the employed photodiode is
30 GHz, interferometric cross-talk should have had an effect for ∆λ = 0.1 nm as
well. Based on the simulations presented in this section, it is believed that the
dramatic performance degradation from∆λ = 0.1 nm to∆λ = 0 observed in [151]
is instead caused by the hole—burning induced cross-talk mechanism introduced
here.

The assumptions of ideal MMIs are not necessary, but are made to save
CPU time. Simulations of the entire wavelength converter in Fig. 6.21 (b), in-
cluding both MMI couplers, have been carried out, and the difference between
assuming ideal MMIs, or simply passive MMIs, is very small. If the MMIs are
active, the problem with asymmetric hole-burning also exists here for small wave-
length detunings. However, this problem can be avoided by biasing the MMIs
at ‘transparency’, since this will keep the carrier density approximately fixed.
This correponds to making the MMIs passive. Another mechanism degrading
the performance of active MMIs is the dependence of the refractive index on
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carrier density, which changes with bias current and optical power level. Index
changes cause the output images of the MMIs to shift slightly along the propaga-
tion direction, thereby moving them away from the output facet. This results in a
de-focusing of the output fields, which manifests itself as a source of cross-talk in
the mode-filter MMI [150]. This cross-talk contribution will exist independently
of the wavelength detuning.

6.5 Summary

Wavelength conversion at high bitrates, using different SOA-based devices and
technologies has been demonstrated experimentally and through simulations.

A simple converter based on a single SOA and a commercially available band-
pass filter (BPF) was demonstrated at 40 Gb/s with only 3 fJ of data pulse
energy. The experiments verify the theoretical predictions made in Chapter 5,
based entirely on a small-signal analysis. Moreover, excellent agreement with the
large-signal modeling tool is demonstrated. The performance of the scheme is
limited by the low output power following from the filter detuning, which gives
rise to a low OSNR. This problem can be addressed by optimizing the filter shape
to a larger phase modulation, which provides a higher output power.

An active-passive and an all-active MZI, both operated in the standard-mode,
were demonstrated at 40 Gb/s with good results in terms of fast response and
large tunability. In the experiment with the all-active MZI a narrow BPF was
detuned slightly towards the blue-side of the spectrum, thereby enhancing the
response. The result is a very fast, pattern-effect-free response that should be
fast enough for 80 Gb/s. The latter was verified, but a BER-floor at 10−9 was
encountered due to a low extinction ratio.

The all-active MZI was also used to demonstrate 2x20Gb/s to 40Gb/sWDM-
to-OTDM translation and multiplexing, by delaying two 20 Gb/s data signals by
one 40 Gb/s timeslot before launching them into separate interferometer arms.
This is a more demanding process than standard-mode operation, and thus 2x40
Gb/s to 80 Gb/s was not possible.

Finally, the dual-mode (DOMO) wavelength converter was investigated nu-
merically with a 2D FD-BPM model. The waveguide dimensions were carefully
optimized for high speed, but due to the inherently larger cross-section area of
a dual-mode waveguide the DOMO wavelength converter is found to be slightly
inferior compared to the single-mode SOA. For small wavelength detunings be-
tween the data and probe signals a mode-beating induced cross-talk mechanism
has been identified, and this mechanism is able to explain previously published
experimental results. Transverse carrier diffusion is found to reduce the cross-talk
by averaging out asymmetries in the carrier distribution.



Chapter 7

All-Optical Regeneration

In recent years, a lot of effort has been devoted to developing all-optical solutions
to regeneration, since the alternative, detecting the optical signal, regenerating
it electronically, and using this signal to modulate a new optical carrier, may not
be a viable solution in a future scenario with line rates exceeding 40 Gb/s and
an increasing WDM channel count. However, advances in high speed electronics,
such as the Decision Flip-Flop (DFF), seem to have closed the gap between optical
and optoelectronic approaches at bitrates up to 40 Gb/s.

In a recent recirculating loop demonstration, an optical 40 Gb/s NRZ signal
was regenerated optoelectronically 1000 times, each time followed by two 40 km
spans of DSF [36]. The optoelectronic 3R regenerator was described in section
2.2, and compared to the most recent all-optical 3R regenerators implemented
using SOA-based MZIs [39, 40], the tolerance towards noise is inferior after the
first laps. An input OSNR of ≈ 29 dB/0.1 nm is needed to obtain a BER of 10−9
after the first lap, which may be accomplished with only 24.5 dB/0.1 nm with
the all-optical implementation. The BER increases with each lap, primarily due
to the ASE added to the signal by the EDFAs in the fiber loop, but also as a
consequence of the noise added by the regenerator itself.

The main figure of merit of a regenerator is the nonlinearity of the decision
gate transfer function, which determines the rate at which the BER increases with
the number of concatenated regenerators, or in this case the number of laps in
the recirculating loop. It turns out that although the BER for the optoelectronic
3R is higher than for the all-optical 3R after the first laps, the performance is
comparable after 100 laps, which indicates that the DFF is more nonlinear than
the all-optical solution in [39, 40], which is also detailed in section 7.4 of this
Chapter.

Since the optoelectronic 3R represents a simplification over the all-optical
3R, in terms of the number of parameters that need to be controlled, system
providers will probably not hesitate before choosing the former for a 40 Gb/s
system. However, there are still a few points to consider before choosing one
technology over the other, e.g. power consumption and cost. 3R regeneration is
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likely to be implemented in a WDM environment, which means that regeneration
must be performed on each channel separately. For a large WDM channel count
a small difference in single channel regenerator power consumption may add up
to a significant amount. The DFF used in [36] has a power dissipation of 1
W [38], and though the brand of the broadband modulator driver is unknown, a
typical power consumption of a 40 Gb/s driver with an 8 Vpp output is around
1.25 W [155]. This adds up to 2.25 W, excluding the clock recovery circuit,
which is needed regardless of the choice of technology. The total electrical power
consumption of the SOA-based MZI 3R regenerator [39, 40] (including cooling)
is estimated to be below 2.5 W, i.e. comparable to the optoelectronic approach.
In other words, power dissipation may not be used as an argument for optical
regeneration at 40 Gb/s.

With respect to cost, the level of integration and complexity are key issues. At
present, all-semiconductor gates such as the all-optical SOA-based MZI and the
PD-EAM 3R regenerators are monolithically integrated, unlike the optoelectronic
implementation in [36], which is based on discrete components. However, the
DFF, driver amplifier, and clock recovery circuit may all be realized using the
same semiconductor substrate (GaAs or InP [64]), which makes integration a
possibility, if the LiNbO3 modulator is replaced by an EAM. So far, however, the
component count is clearly higher for the optoelectronic approach, and this seems
to be the only clear advantage of optical 3R regeneration at 40 Gb/s, which may
potentially offer a cost saving.

All in all, the prospects for all-optical regeneration at 40 Gb/s do not look
promising. At higher speeds of 80 or 160 Gb/s, optical approaches are still the
only possibility, and consequently all-optical regeneration remains an important
forward-looking research topic.

In the following, an introduction to the principle of operation of a general
regenerator is given, with special attention to the nonlinearity of the decision
gate. Experimental results at 10 Gb/s are presented, demonstrating 2R regen-
eration, i.e. (reamplification) and reshaping, in a MZI. This is followed by an
analysis, documenting that the dispersion tolerance at 10 Gb/s is enhanced by
3R regenerating the signal prior to detection, and subsequently a full recirculat-
ing loop demonstration of 3R regeneration at 40 Gb/s, using a cascade of a XGM
wavelength converter and a MZI is presented. An alternative 2R regenerator
based on a compact all-active 2x2 MMI coupler, with a very nonlinear transfer
function, is then demonstrated at 10 Gb/s, and finally an all-optical method for
clock extraction from NRZ data is demonstrated at 40 Gb/s.

7.1 Regeneration: principle of operation

The aim of this section is to give an explanation of how 2R regeneration works,
present key formulas that may be used to estimate the rate of BER accumulation,
and to clarify what is believed to be a common misunderstanding about regen-
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Link 1 Link 2Link 1 Link 2

Figure 7.1: Cascade of 2R regenerators, with definition of interfaces between links.

erators. Retiming is not considered explicitly, but as mentioned in Chapter 2, it
may be obtained by sampling the output of the 2R regenerator with a recovered
clock signal.

Fig. 7.1 shows the considered scenario, namely a cascade of fiber links, where
the loss is compensated by optical amplifiers (EDFAs). At the input of each link,
starting with link number 2, the signal passes through an optical gate, character-
ized by the parameter γ governing the nonlinearity of its transfer function. The
effect of the nonlinear gate is to redistribute the logic signal levels and the ASE
added to the signal by the EDFAs, in a way that inhibits the accumulation of
bit errors. This reshaping action of the gate will be referred to as 2R regenera-
tion, even though the signal is amplified separately. The definition of ’a link’ in
Fig. 7.1, indicated by the vertical, dashed lines, is somewhat arbitrary, and only
has significance to the numbering of regenerators in the mathematical description
below.

The distribution of noise around the logic levels is described by probability
density functions (pdfs), which account for the probability that the addition of
noise causes the power level to attain a certain value. Fig. 7.2 (a) shows the pdfs
of the "0" and "1" level at the input of a gate, centered around the average logic
level Pin,0 and Pin,1. The probability of erroneously detecting a logic "0" in the
input signal as a logic "1" is given by the integration of the tail of pdfin,0(Pin),
from the threshold power, Pin,D, to infinity, identified as the light gray area in
Fig. 7.2 (a). Analogously, the probability of detecting a "1" as a "0" is calculated
from the tail of pdfin,1(Pin), which is identified by the darker gray area in Fig. 7.2
(a). Consequently, the total BER is given by the sum of the two contributions,
graphically identified as the two gray areas.

Fig. 7.2 (b) and (c) illustrate how the pdfs are transformed through a linear
gate (a piece of ideal fiber or a linear amplifier) and an ideal threshold (a step
function). For the linear case, corresponding to a transfer function slope of γ = 1,
it is not surprising that the pdfs at the output are identical to the functions at
the input. However, for the ideal threshold, the input pdfs are transformed into
delta functions, which means that the logic levels are completely defined by the
power levels Pout,0 and Pout,1. This prompts an interesting question: since the
BER is governed by the overlap of the pdfs of the two logic levels, does this mean
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Figure 7.2: (a) Propability density functions (pdfs) of logic levels at the input of gate, (b) transfer
function of nonlinear gate, (c) pdfs at output of gate.

that the signal is error-free at the output of an ideal threshold? The answer is no,
because the "0"s above the threshold are included in pdfout,1 and vice versa, which
makes the errors unrecoverable. This leads to the general fact that, regardless
of nonlinearity, the BER of a signal cannot be reduced by passing it through a
nonlinear gate.

Pioneering work in describing the evolution of pdfs through a cascade of fiber
links including regenerators, as illustrated in Fig. 7.1, is presented in [63]. The
matrix formulation developed in [63] requires a numerical approach, which pro-
vides great accuracy, but at the expense of clarity. In a continuation of this
work, approximate, analytical formulas for the evolution of the BER are devel-
oped in [156]. In the following, the main results of this reference are reviewed, as
they form the basis for the further analysis.

The normalized transfer function fA(x) of the nonlinear gate is assumed step-
wise linear

fA(x) =

½
γx ;x < 1

2
γ(x− 1) + 1 ;x > 1

2

(7.1)

where x is the normalized input power (0 ≤ x ≤ 1). Notice that γ represents
the slope of the linear pieces of the transfer function. By extending the two
linear parts of fA on both sides of the decision threshold1, x = 1

2 , the individual

1The optimum decision threshold becomes x = 1
2
for an equal ratio of "0"s and "1"s and an

equal noise variance in the logic levels.
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pdfs maintain the shape upon transformation, although the variance is scaled
according to the slope of the transfer function [156]. In other words, a Gaussian
distribution remains Gaussian after the gate.

As discussed above, the tails of the pdfs crossing the discontinuity of fA at
x = 1

2 represent unrecoverable errors. ASE noise added by the EDFAs in the
fiber link is modeled as a convolution of the individual pdfs with a Gaussian
distribution of variance σ2ASE. Assuming Gaussian pdfs, the convolution does
not change the shape of the distribution, but only the variance, obtained by a
simply adding σ2ASE to the variance of both pdfs before the EDFA. By assuming
that the overlap of the pdfs right after the regenerator is negligible, i.e. that the
errors have been fully "absorbed" in the pdfs as explained above, the BER after
the n’th link (after the n’th EDFA), BERn, can be expressed as

BERn = BERn−1 +E(σn) (7.2)

where E(σn) is the total overlap between the pdfs, governed by the variance σ2n at
the output of the n’th EDFA. Since E(σn) is meant to represent the addition to
the BER brought about by the EDFA, a pdf overlap before the EDFA is included
again, and thus leads to an overestimated BERn. The introduced error is largest
for the linear, and least interesting gate from a regeneration perspective, and
vanishes for the ideal step function [156].

The approximative expression for BERn is given by [156]

BERn(γ) ≈
1q
2πQ20
F

n

s
1− γ2

1− γ2n
exp

µ
−1
2

Q20
F

1− γ2

1− γ2n

¶
(7.3)

Here, Q0 is the Q-factor (see section A.3) at the input of link number 1, and
F is the EDFA noise figure. The Q value after the first amplifier is given by
Q1 = Q0/

√
F [157], and in the following Q0 and F have been chosen such that

10 logQ21 = 17 dB, which corresponds to a BER of approximately 10
−12.

Fig. 7.3 shows the accumulation of the BER as a function of the number
of fiber links, with the transfer function nonlinearity as a parameter. The inset
shows the step-wise linear transfer function used in the calculations. As observed,
the rate of error accumulation depends significantly on the nonlinearity of the
gate. This is because the higher the nonlinearity, the narrower the distributions
at the output of the gates, which gives rise to a smaller pdf overlap after the
noise from EDFAs is added. Notice that all the curves become linear for n→∞

Lim BERn
n→∞

(γ) ≈
p
1− γ2q
2πQ20
F

n exp

µ
−1
2

Q20
F

¡
1− γ2

¢¶
(7.4)

In addition, by defining the effective noise figure Fγ = F/(1− γ2), eq. (7.4)
is reduced to

Lim BERn
n→∞

≈
1q
2πQ20
Fγ

n exp

µ
−1
2

Q20
Fγ

¶
(7.5)
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Figure 7.3: Evolution of BER vs. number of regenerated links with the nonlinearity as a parameter.
The step-wise linear transfer function is shown in the inset.

which is identical to BERn(γ = 0), except that the EDFA noise figure is higher by
a factor of 1/(1−γ2). Thus, after a large number of links, including regenerators
with nonlinearity γ, the BER evolves as if the gates had been ideal step functions
(γ = 0), preceded by EDFAs with a noise figure of Fγ .

In the present analysis the BER is calculated after the EDFAs (see. Fig. 7.1),
and this is an important detail when analyzing experimental results. If instead,
the BER is calculated right after the regenerators, i.e. before the EDFAs, one
finds that the BER at the output of the first regenerator is independent of the non-
linearity, simply because the regenerator itself cannot change the BER. In [13]
and [88] this observation is used to make the argument that the regenerative
capabilities of a regenerator cannot be assessed through a single-regenerator ex-
periment - only through a recirculating loop experiment. However, by placing a
noise source after the first regenerator, and evaluating the BER here, as shown
in Fig. 7.1, the BER does indeed depend on the nonlinearity.

By applying (7.3) to the scenario in Fig. 7.4 (a), it may be shown that the
BER at the output of the second EDFA becomes

BER2(γ) =

s
2F

πQ20(1 + γ2)
exp

µ
−1
2

Q20
F

1

1 + γ2

¶
(7.6)

In Fig. 7.4 (c), eq. (7.6) is plotted against the nonlinearity 1 − γ, along with
corresponding results for 100 regenerators. The figure reveals that the trend is
exactly the same, regardless of the number of cascaded regenerators. In most
single-regenerator experiments noise is not explicitly added to the signal before
reception and BER analysis. Rather, most experiments are carried out as illus-
trated in Fig. 7.4 (b), where the first amplifier adds ASE to the signal, which
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Figure 7.4: (a) Cascade as in Fig. 7.1, including two links. (b) Typical single-regenerator setup. (c)
Comparison of BER after 1, 10, and 100 regenerators vs. nonlinearity for Q0 = 17 dB. The trend is the
same in all three cases.

is redistributed by the regenerator, and subsequently the receiver adds signal-
spontaneous beat noise or thermal noise to the signal, depending on whether
the receiver is optically preamplified or not [158]. Thus, the scenarios depicted
in Fig. 7.4 (a) and (b) are equivalent in the sense that the pdfs at the output
of the regenerator in both cases are convoluted with a noise distribution before
BER analysis. The variance of the noise distribution, determined by e.g. the
noise figures of electrical, and potentially optical, amplifiers in the receiver, will
clearly affect the results quantitatively, but this does not change the fact that
an improvement of the receiver sensitivity obtained by inserting a regenerator
before the receiver, is indeed a measure of the gate’s ability to redistribute the
noise - or in other words a measure of the nonlinearity. It should be mentioned
that when the received power attains a level high enough that the noise added
by the receiver itself can be neglected, the BER is determined solely by the noise
at the output of the regenerator. In this limit, where the BER has reached the
floor, the predictions in [13] and [88], that a single regenerator does not change
the BER2 are expected to be correct.

7.2 2R regeneration at 10 Gb/s using MZIs

The noise redistributing capabilities of the active-passive MZI, demonstrated at
40 Gb/s in section 6.2.1, is here investigated at 10 Gb/s. The experimental setup
is as depicted in Fig. 7.4 (b), except that the noise level before the regenerator
is varied.

As explained in the previous section, the noise source at the output of the

2 In the analysis the regenerator itself is assumed noise free. In reality this will not be the
case, and the error-floor is thus expected to increase slightly by inserting a single regenerator.
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Figure 7.5: (a) Excess power penalty vs. input OSNR with (1540 nm) and without (1552 nm) 2R
regeneration. Insets shows comparison of eye diagrams for input OSNR of ≈ 18 dB/0.1 nm. (b)
Extinction ratio (left axis) and output OSNR (right axis) vs. input OSNR.

regenerator, which is necessary to assess the reshaping, consists of the receiver
noise, which in the present case is dominated by thermal noise, as the receiver
is not preamplified. Noise is added to the input data signal using the following
scheme: ASE from an EDFA is attenuated and merged with the data signal
in a 90/10 coupler, before a 50/50 coupler splits the signal evenly between the
regenerator and an Optical Spectrum Analyzer (OSA), used to monitor the input
OSNR. Before the noisy signal is launched into the regenerator a BPF removes
out-of-band ASE, thereby simulating a WDM demultiplexer.

Fig. 7.5 (a) shows the excess power penalty as a function of the OSNR of the
input signal at 1552 nm. The CW probe wavelength is 1540 nm and the probe
power is 10 dBm. The bias currents remained constant at I3/I4 = 650/208 mA
throughout the experiment, whereas the input data power (including the added
ASE) was increased to maintain the operating point as the OSNR of the input
signal was decreased. For a large input OSNR the optimum was obtained for an
average input data power of −5 dBm. As mentioned in the previous section the
sensitivity improvement obtained by employing the MZI as a 2R regenerator is
evidence that noise redistribution has taken place. This is also evident from the
eye diagrams in Fig. 7.5 (a). Notice that the error-floor in Fig. 7.5 (a) approaches
10−9 for the back-to-back, as well as the regenerated signal, for an input OSNR
just below 18 dB/0.1 nm. This is due to negligible influence of the receiver
noise at high input powers (high power penalties). Fig. 7.5 (b) illustrates the
variation of the ER and OSNR of the regenerated signal vs. the input OSNR.
Clearly, neither of the two parameters are representative of the BER, as they
remain almost constant over the entire range. This is not surprising, since the
BER is determined by the tails of the pdfs, and the ER is a measured using the
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Figure 7.6: Setup for experimental evaluation of dispersion tolerance of MZI-based 3R regenerator.

mean logic levels. Likewise, the OSNR is only a measure of the average signal
power compared to the noise background, which is not directly affected by noise
distribution.

The large OSNR improvement is due to the fact that the noisy input signal
is wavelength converted to a "clean" optical carrier. The output OSNR is de-
termined by the amount of noise added to the probe signal by the MZI, which
means that the OSNR is only improved for an input OSNR < 34 dB/0.1 nm.

7.3 Dispersion tolerance of MZI-3R at 10 Gb/s

Most demonstrations of regeneration focus on the noise redistributing property
of a nonlinear gate. In this section, the ability of a 3R regenerator to reconstruct
the waveform of a signal distorted by chromatic dispersion is investigated. The
action of the 3R regenerator, which consists of an all-active MZI operated in
out-of-phase mode, will not be referred to as dispersion compensation, since that
implies operating on the optical field to reverse the evolution of the phase. Here,
the dispersion is not compensated, but instead it is tolerated to a greater extent
through reshaping and sampling.

To be able to propagate over significant transmission spans, a 10 Gb/s RZ
transmitter at 1550 nm with a reasonably low chirp was implemented using two
LiNbO3 modulators as indicated in the setup in Fig. 7.6. The first modulator
generates a 10 GHz clock, which is subsequently modulated with a PRBS of
word length 231− 1. Before the data signal is launched into port 30 of the MZI it
is transmitted over variable lengths of SMF, in order to accumulate dispersion.
The retiming 10 GHz clock was generated by modulating a CW beam at 1555
nm using a third LiNbO3 modulator. Synchronization between data and clock
signal was obtained by passing the clock signal through an optical delay line. At
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Figure 7.7: Comparison of eye diagrams with and without 3R regeneration after transmission of (a,d) 0
km, (b,e) 35 km, and (c,f) 50 km on SMF. The corresponding pulse patterns are shown in (g-l).

the output of the MZI a BPF with a bandwidth of 1.3 nm serves to suppress
the input data before the regenerated signal is detected in a preamplified re-
ceiver. The all-active MZI used in this experiment has an active cross-section of
(W,H) = (1.2, 0.2) µm, which gives an optical confinement factor of Γ = 0.4. The
length of the interferometer arms is 1.2 mm, which, combined with the relatively
low confinement, limits the carrier modulation bandwidth to around 20 GHz.
However, the device is almost completely polarization independent, and provides
a very good coupling to tapered fiber, which results in high output power and a
low input switching energy.

Fig. 7.7 (a-f) compares eye diagrams of the 10 Gb/s signal after propagating 0,
35, and 50 km on SMF. The left column (a-c) shows the case without regeneration
(Tx-SMF-Rx), and the right column (d-f) shows the effect of the 3R regeneration
(Tx-SMF-MZI-Rx). In Fig. 7.7 (g-l) the same comparison is made for the corre-
sponding pulse patterns, where it is clear that the MZI operates in out-of-phase
mode. XPM is a power dependent process, and thus the accumulated dispersion
is reset at the output. This comes at the expense of added chirp, which can be
detrimental when the MZI is operated in out-of-phase mode. However, by using
a MZI with a built-in phase offset of π the signal polarity may be preserved,
which improves the transmission properties significantly. The bias currents and
average input powers remained the same for all transmission distances, namely
PC/PP/I1/I2/I30/I40/I3/I4 = −1.5 dBm/ − 3 dBm/ 100/120/100/110/250/80
mA. It should be noted that after 50 km the mark level varies by approximately
3 dB (see Fig. 7.7 (c) and (i)), which is well compensated for, indicating that the
transfer function of the MZI is flat over at least 3 dB around the transmission
minimum.

As pointed out previously, the RZ format provides a better receiver sensi-
tivity than NRZ because a larger eye opening may be obtained for the same
average power. This is illustrated and quantified in Fig. 7.8 (a), which shows
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BER curves for back-to-back RZ signals at 1550 nm and 1555 nm to demonstrate
the wavelength independence of the receiver, and a curve for an NRZ signal at
1550 nm. RZ signals with a certain amount of accumulated dispersion resemble
NRZ signals - see e.g. the eye diagram after 35 km SMF in Fig. 7.7 (b) - and
consequently the sensitivity is degraded by ≈3.5 dB simply due to the RZ→NRZ
conversion. For this reason, the sensitivity degradation observed the first 30−35
km in Fig. 7.8 (b) without 3R regeneration, can be ascribed primarily to the
format conversion, whereas for distances beyond 35 km, intersymbol interference
caused by the chromatic dispersion is responsible for the degradation.

7.4 Loop demonstration of 3R regeneration at 40Gb/s

In an attempt to realize a 3R regenerator based exclusively on the standard mode
of operation, with the added advantage of low polarization dependence and high
IPDR, a XGM wavelength converter was cascaded with the active-passive MZI
from section 6.2.1. The SOA is the same 800 µm long device used in section 6.1,
but in this case a broader BPF with a bandwidth (FWHM) of 1.2 nm is used
at the output, which provides a large output power needed in the next stage of
the regenerator. The filter is only detuned slightly, thereby assisting the XGM
response while maintaining the inverted polarity. A dual-stage configuration is
necessary to obtain equal input and output wavelengths, required to test the
regenerative performance in a recirculating loop. Moreover, the total transfer
function of the XGM + MZI cascade is more nonlinear than a single MZI, which
gives rise to a more efficient noise redistribution. The regenerator is controlled by
only three bias currents (one for the SOA, and two for the MZI), which ensures
easy control and low power consumption. A MZI + MZI configuration has an
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Figure 7.9: 3R regenerator consisting of a cascade of an SOA-XGM wavelength converter and an active-
passive MZI with a clocked probe signal.

even more nonlinear transfer function [12,13,159], but suffers from an inherently
low IPDR. Employing active input sections can compensate for this, but it comes
at the expense of additional power consumption and the complexity of controlling
the extra currents. Using the XGM as a first stage will to a great extent absorb
fluctuations in the input signal power. In addition, XGM is less sensitive to
polarization compared to XPM.

Fig. 7.9 shows the entire 3R regenerator. At the input a fraction of the power
is tapped off for the Clock Recovery (CR) circuit, while the remaining signal
power is merged with CW light at 1548 nm from a DFB laser, and launched into
the SOA. The CR circuit consists of a photo diode, an electrical high-Q filter
(Q ≈ 1000) centered at 40 GHz, and an electrical amplifier driving an EAM,
which transforms the electrical Sine into a 40 GHz train of optical pulses at 1552
nm. The DFB laser used in the CR circuit and the gain-switched DFB laser
generating the input data signal are carefully matched, to make sure input and
output wavelengths are identical. Before entering the MZI, the data and clock
signals are amplified in EDFAs, and at the output the data signal is suppressed
with a 0.8 nm filter.

The choice of target wavelength in the XGM wavelength conversion is a trade-
off, since down-conversion gives rise to a larger ER, and sets the MZI up for up-
conversion. On the other hand, a too large down conversion in the XGM stage
will cause a problem for the MZI, which has a gain peak at ≈ 1560 nm. The choice
of 1548 nm represents a compromise. The SOA is biased at 300 mA, and the
signal and CW powers at the input are −2.8 dBm and 3 dBm, respectively. The
MZI is biased at I3/I4 = 260.8/749.9 mA, which corresponds to an out-of-phase
operating point, thus re-inverting the signal polarity.

The recirculating loop shown in Fig. 7.10 consists of two 40 km transmission
spans of SMF, each followed by DCF to reset the dispersion. At the input side
of the loop a 10 GHz clock from a GS-DFB laser is modulated with a PRBS of
word length 231 − 1 and subsequently multiplexed to 40 Gb/s in a fiber-based
interleaver. The signal passes through an acousto-optic (A.O.) switch controlling
the access to the loop. An identical switch is placed inside the loop. As long
as this switch is on (transmission state) the signal stays in the loop. After the
signal has traversed the loop the desired number of times, the bit error rate test
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Figure 7.10: Recirculating loop setup emulating a cascade of 3R regenerators and 80 km fiber spans.
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set (BERT) starts measuring errors on the EAM-demultiplexed 10 Gb/s signal
for a duration determined by the time of flight of the loop. The switch in the
loop turns off, thereby emptying the loop, and following this, the input switch
turns on and fills the loop with data. The switch in the loop turns on again
and keeps the signal in the loop, etc. The A.O. switches and the BERT are
controlled by a computer program, which takes the loop length and number of
laps as parameters. Between emptying and reloading the loop, the gain of the
EDFAs may have time to recover, which can result in detrimental transients. To
avoid this, the EDFAs are loaded with a signal from a 1540 nm DFB laser to
limit the gain excursion.

The SOA is packaged, whereas the MZI is a bare chip. This causes prob-
lems in the recirculating loop, because the setup is required to be stable for a
longer time compared to single-regenerator experiments. Mechanical and thermal
fluctuations influence the tapered fiber coupling to the chip, and also causes po-
larization changes, which become significant over many laps. Fig. 7.11 shows eye
diagrams after 2 (a), 20 (b), 50 (c) and 100 (d) laps of 80 km. The eye diagram
remains clear and open, which verifies the cascadability of the 3R regenerator.

Fig. 7.11 (e) shows the BER performance after 50 laps (4000 km), and reveals
a 4 dB power penalty compared to back-to-back. The system remained stable
for periods of a few seconds, which was not sufficient to measure errors lower
than 10−9. Individual 10 Gb/s tributaries of the regenerated signal cannot be
distinguished, since there is no guarantee that the same tributary is demultiplexed
each time the BER starts measuring errors. In other words, a BER measurement
at the output of the loop represents an average of the 4 tributaries.
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7.5 2R regeneration using an MMI-SOA

In most all-optical SOA-based regeneration schemes, using e.g. MIs or MZIs,
simultaneous wavelength conversion to a CW or clock signal is an inherent prop-
erty. This is an advantage in a scenario where wavelength conversion is required
anyway, but if the conversion is not desirable, an additional wavelength con-
verter is needed to return to the original input wavelength. This complicates
integration, and increases the physical size of the device considerably. So-called
pass-through 2R regeneration schemes, in which wavelength conversion is not per-
formed, have been demonstrated at up to 40 Gb/s using the MI and MZI [160],
and with saturable absorbers [97]. In these schemes the data signal does not
interact with additional signals, which means that a CW or clock source can be
avoided at the input, and a filter is no longer necessarily needed at the output.
This greatly reduces complexity and enables integration of a large number of
regenerators for use in parts of the network where wavelength conversion is not
necessary. Pass-through regenerators do not provide OSNR restoration, which is
an inherent property of regenerative wavelength converters such as e.g. the MZI.
One would think that this would seriously limit the cascadability. However, it is
the in-band noise, i.e. the noise sharing the bandwidth with the signal, which is
critical for the cascadability, since out-of band noise can be suppressed by sim-
ple filtering. The in-band noise is redistributed as explained in section 7.1, and
thus its accumulated effect on the BER may be inhibited. This has been demon-
strated in a loop experiment over 1 million km with a pass-through NLF-based
3R regenerator [14].

Here, dynamic measurements at 10 Gb/s on a novel type of all-optical pass-
through type 2R regenerator are presented. The regenerator is based on an
all-active 2x2 multimode interference coupler (MMI-SOA), is very compact com-
pared to the MZI 2R regenerator, and has a digital-like transfer function [161],
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Figure 7.12: (a) Sketch of 2x2 MMI-SOA. (b) Photo of chip (courtesy of Jan De Merlier)

which enables a more effective noise suppression in the logical zero level com-
pared to the MZI and MI implementation of the pass-through scheme. Some of
the results from this section are published in [p12].

7.5.1 Principle of operation

Fig. 7.12 (a) shows a sketch of the 2x2 MMI-SOA, including input and output
waveguides, and Fig. 7.12 (b) shows a photograph of the chip. The signal is
launched into one of the inputs (here, the upper) where it excites a subset of
the eigenmodes supported by the MMI waveguide. The excited eigenmodes will
interfere as they propagate through the MMI, causing the transversal intensity
pattern of the total excited field to produce periodic direct and mirrored self-
images [152]. The propagation constants identifying the different eigenmodes
depend on the transversal carrier density profile, which in turn is influenced by
the input power. The length of the device is chosen such that, for input powers
below the input saturation power, a mirrored self-image appears near the cross-
state output waveguide. Thus, the output field interferes destructively at the
bar-state output waveguide, and a minimum of power will exit through this port.

This is illustrated in Fig. 7.13 (a), which shows a simulation of the field
intensity inside the MMI for an input power below saturation. As the input
power is increased, the carrier density starts to saturate. This changes the real
as well as the imaginary parts of the eigenmode propagation constants, causing
a change of the relative phase relationship between the modes. As a result,
the output field will evolve from interfering destructively at low input powers,
to gradually interfere constructively in front of the bar-state output waveguide.
This is observed in the evolution from Fig. 7.13 (a) through (c), which have
been calculated for increasing input powers. Accordingly, the amount of power
coupled out of the bar-state waveguide increases with the input power, and since
this increase is highly nonlinear, regeneration can be obtained.

To assist in the design of the MMI-SOA, simulations based on a FD-BPM
model like the one outlined in section 3.2 have been carried out. Unlike the 2D
model in section 3.2, the model used to generate the results presented here, takes
the inhomogeneous mode excitation by the ASE into account [162,163]. This is an
important effect, since it influences the self-imaging properties of the MMI-SOA.
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Figure 7.13: Field intensity inside MMI-SOA for increasing input power (courtesy of Jan De Merlier).

Based on the modeling, it was concluded that the width of the input waveguides
should be as large as 3 µm for an MMI width of 8 µm, to obtain a sufficiently
tolerant MMI design. The MMI-SOAs were fabricated with an active region
consisting of eight 8 nm thick compressively strained quantum wells. Additional
details about the fabrication process can be found in [164].

Static measurements of the regenerator transfer functions were first published
in [161]. In this reference, a comparison between the simulated and measured
transfer functions reveals good qualitative agreement, and it is reported that a
static output ER of 22 dB can be achieved for an input ER of 7 dB.

7.5.2 Dynamic results at 10 Gb/s

Dynamic measurements at 10 Gb/s were performed on an MMI-SOA with a
length of 550 µm. Including the access waveguides, this makes the total structure
only ≈ 1.5 mm long. This should be compared to a total length of a MZI of 4−5
mm. Fig. 7.14 (a) shows the experimental setup: the data signal is generated by
modulating a 10 GHz pulse train from a gain switched DFB laser, emitting at a
wavelength of 1554 nm, with a PRBS of word length 231 − 1. The signal is first
passed through a noise generator consisting of a variable attenuator followed by
an EDFA and an optical bandpass filter. By controlling the amount of signal
power launched into the EDFA, the output OSNR can be varied.

The signal then traverses the MMI-SOA, using lensed fibers to couple the
light in and out of the chip. Finally, the signal is detected in a pre-amplified
receiver.

As the input power to the EDFA is decreased, the OSNR obviously decreases.
At the same time the ER decreases, since the unmodulated ASE generated by
the EDFA adds to the base-line of the signal. This is clearly seen in Fig. 7.14
(b), which shows the optical eye diagram at the input of the regenerator, corre-
sponding to an average signal power of −38 dBm into the noise generating EDFA.
Fig. 7.14 (c) shows the eye diagram of the same signal, after it has traversed the
MMI-SOA, and a clear suppression of the zero-level is observed.

In Fig. 7.15 (a) the ER of the signal is shown as a function of the input
power to the noise generating EDFA, with and without the MMI-SOA in the



7.6. HIGH-SPEED INTERFEROMETRIC REGENERATORS 159

(b)

(c)

Var.
attenuator EDFA BPF

Noise generator

10 Gb/s
Receiver

MMI -SOA

10 Gb/s

@ 1554 nm
RZ Tx

MMI -SOAMMI -SOA

Back-to-back

Var.
attenuator EDFA BPF

Noise generator

10 Gb/s
Receiver
10 Gb/s
Receiver

MMI -SOAMMI -SOA

10 Gb/s

@ 1554 nm
RZ Tx

10 Gb/s

@ 1554 nm
RZ Tx

10 Gb/s

@ 1554 nm
RZ Tx

MMI -SOAMMI -SOA

Back-to-back

(a) (b)

(c)

Var.
attenuator EDFA BPF

Noise generator

10 Gb/s
Receiver

MMI -SOA

10 Gb/s

@ 1554 nm
RZ Tx

MMI -SOAMMI -SOA

Back-to-back

Var.
attenuator EDFA BPF

Noise generator

10 Gb/s
Receiver
10 Gb/s
Receiver

MMI -SOAMMI -SOA

10 Gb/s

@ 1554 nm
RZ Tx

10 Gb/s

@ 1554 nm
RZ Tx

10 Gb/s

@ 1554 nm
RZ Tx

MMI -SOAMMI -SOA

Back-to-back

(a)

Figure 7.14: (a) Setup for experimental evaluation of MMI-SOA 2R regenerator at 10 Gb/s. (b-c)
Comparison of input and output eye diagrams for −38 dBm of signal power into noise generator.

system. The ER improvement obtained by using the MMI-SOA is observed to
be significant, and may be ascribed to the efficient noise redistribution of the pdf
corresponding to the "0" level, as indicated in Fig. 7.14 (b-c).

The noise redistribution of the MMI-SOA is quantified in Fig. 7.15 (b) where
the receiver sensitivity is shown with and without regeneration, as a function of
the input power to the EDFA. As the input power is decreased, corresponding
to decreasing the input OSNR, the sensitivity improvement increases. From
Fig. 7.15 (a) it is seen that an input power to the EDFA of −27.5 dBm gives rise
to an ER of ≈ 13 dB without regeneration and ≈ 14.5 dB with regeneration. This
modest ER improvement does not by itself give rise to any noticeable sensitivity
improvement, so it is clear that the improvement of more than 10 dB observed
in Fig. 7.15 (b) is predominantly due to noise redistribution.

7.6 High-speed interferometric regenerators

All the interferometric switches described in Chapter 5 have a nonlinear transfer
function, and thus posses the ability to regenerate the control signal. They are all
based on a MZI structure, which means that the static3 power transfer function,
in terms of induced nonlinear phase shift ∆φNL may be expressed as (see e.g. eq.
(5.8))

T (∆φNL) =
1

2
[1 + cos (∆φNL − Φ0)] (7.7)

3For the differential-mode switches, a static transfer function cannot be measured, and T
represents an input vs. output pulse energy transfer function.
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where Φ0 is a phase bias, obtained and tuned in different ways depending on the
specific switch architecture. Notice that gain modulation is neglected in (7.7) for
simplicity. Fig. 7.16 shows the relative transfer function vs. the nonlinear phase
shift for Φ0 = π. The transfer function is plotted along with a linear function,
and it is observed that the interferometric switches provide some degree of noise
redistribution.

In [63] the nonlinearity of a MZI is estimated to a modest γ ≈ 0.64, which
should be compared to the BER-evolution curves in Fig. 7.3. In addition, the
transfer function in (7.7) is only valid for static (or steady-state) input signals.
Taking patterning effects into account, by noting that ∆φNL depends on the
preceding bit-pattern, the nonlinearity also becomes bit-pattern dependent. The
effect of patterning on the BER evolution has been investigated for the DISC
regenerator [165], and the regenerative advantage, compared to the linear gate,
is found to decrease with the bitrate. In [165], the analysis was carried out for
bitrates up to 40 Gb/s, for which a nonlinear phase shift ∆φNL of π is still real-
istic. However, for bitrates exceeding 40 Gb/s, each control pulse cannot induce
a phase shift of π, since the carrier density does not recover fully between excita-
tions. Recent experimental results demonstrate a phase shift of ≈ π at 40 GHz
periodic excitation [166]. However, the probe power was only −15 dBm, which
is unrealistically low for excitation by a control signal modulated with random
data, due to pattern effects. A lower peak phase shift implies that the signal does
not experience the entire transfer function, which translates into a poor or non-
existing noise redistribution in the mark-level. Although saturation will change
the appearance of the transfer function in Fig. 7.16 somewhat, it seems clear that
for an intermediate peak phase shift of around 0.5 π, the interferometric switch
actually broadens the pdf of the mark-level, which is expected to have a detri-
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Figure 7.16: Relative transmission of MZI-based regenerator [eq. (7.7)] vs. nonlinear phase shift.

mental effect on the BER evolution in a cascade. Regardless of the magnitude of
the phase shift the noise in the "0" level, or space-level, is decreased.

An expression providing the dependence of the phase shift∆φNL on a number
of key parameters is given in [127] for a periodic control signal

∆φNL ∝
IΓ

fHW
(7.8)

where I is the bias current (assuming constant SOA length), f is the repetition
frequency, and H and W are the height and width of the active region. From
(7.8) it is clear that ∆φNL is inversely proportional to the repetition frequency,
which may be substituted with the bitrate B without loss of generality. Thus, as
the bitrate is increased, the reduced phase shift must be compensated through an
increase of the bias current, a reduction of the optical waveguide area HW/Γ, or
by increasing the SOA length, while keeping the current density constant [127].
The absolute phase shift induced by a control pulse also depends on the input
probe power, which determines the minimum level of saturation. As already
discussed in Chapters 4 and 5, a large probe power is needed to reduce patterning
effects, and may lead to a trade-off between efficient noise redistribution in the
mark-level and low patterning for the "regenerated" signal.

The problems outlined here may be some of the reasons why all-optical re-
generation with SOA-based devices has not been demonstrated in recirculating
loop experiments at bitrates exceeding 40 Gb/s. The only loop demonstration of
SOA-based 3R regeneration not employing a MZI, is described in [96] and uses a
DISC, as well as two NLF-based 2R regenerators and a saturable absorber. The
role of the DISC in this experiment was wavelength conversion and retiming only,
whereas the reshaping functionality was left to the NLF-regenerators. The latter
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do not introduce patterning effects, and the phase shift scales linearly with the
peak power.

So far, the maximum bitrate at which an SOA-based gate has been employed
as a 3R regenerator is 84 Gb/s, which was obtained using a PD-MZI (UNI) [93].
In this experiment, the tolerance towards timing jitter was investigated, but noise
redistribution was not. Thus, the potential of SOA-based regenerators at bitrates
above 40 Gb/s is still unclear.

7.7 Clock extraction from 40 Gb/s NRZ data

Clock recovery is a critically important part of optical receivers, as well as ad-
vanced all-optical functionalities such as e.g. Boolean logic, and all-optical re-
generation [p13], [13]. The recovery of the base frequency f = B (B: bitrate)
from RZ data signals may be implemented using electronic, optoelectronic or
all-optical techniques, using e.g. a high-Q electrical filter as in section 7.4, op-
tical gates combined with a phase-locked loop (PLL) [167], and self-pulsating
lasers [168], respectively. However, these techniques do not directly apply to the
NRZ data format, since they depend on the existence of a frequency component
in the RF spectrum at the bitrate frequency f = B, which does not exist for
NRZ data.

An electronic solution to this problem is to detect the signal, band-pass filter
it around f/2, i.e. in this case 20 GHz, followed by frequency doubling and
subsequent high-Q filtering around 40 GHz [36]. This approach is quite power
consuming and bulky, although parts of NRZ clock recovery circuits operating at
40 Gb/s have been integrated [38], and are now commercially available.

An alternative, all-optical solution is to pass the NRZ data through an ‘edge
trigger’, which only allows transmission of the leading and/or trailing edges of
succeeding ‘1’s. The result is a so-called Pseudo-Return-to-Zero (PRZ) signal
[169], which contains a spectral peak at f = B that may be used to lock an
oscillator, such as e.g. a mode-locked laser [170].

This type of signal has been generated by exclusive OR’ing (XOR’ing) 10
Gb/s NRZ data with itself, delayed by half a timeslot, using PM fiber [169] and
a fiber-based asymmetric Mach-Zehnder interferometer [170]. A similar PRZ
signal has been obtained by passing 5 Gb/s NRZ data through an SOA, and
subsequently suppressing the optical carrier with an FBG [171]. A PRZ signal
containing only the leading edges of the NRZ data, has been generated by cross-
gain modulating a 10 Gb/s NRZ data signal with itself in an SOA, operated
in a counter-propagating configuration [172], and by chirping (red-shifting) the
leading edges of a 2.5 Gb/s NRZ signal by passing it through an SOA, and
subsequently filtering out the red-shifted part [173].

Here, PRZ signals containing the leading or trailing edges of 40 Gb/s NRZ
data are generated, using a scheme similar to those presented in [171] and [173].
Most of the results presented here are published in [p14].
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7.7.1 Principle of operation

The experimental setup is shown in Fig. 7.17, which also aids in explaining the
principle of operation. An optical 40 Gb/s transmitter, consisting of a 40 Gb/s
PPG, a 40 Gb/s LiNbO3 modulator, and an ECL, emits an NRZ PRBS of word
length 231 − 1, at a wavelength of 1549.5 nm. This is combined with CW probe
light at 1559.5 nm in a 50/50 coupler, before the signals are launched into a
highly confined (Γ = 0.6), 4 mm long SOA.

Inside the SOA the data signal modulates the carrier density, which leads to
an enhancement of the leading edge of the data signal itself due to gain saturation,
accompanied by a SPM-induced spectral red-shift and blue-shift of the leading
and trailing edges, respectively. The probe signal is cross-gain and cross-phase
modulated by the data signal, and acquires a data pattern, which is inverted
compared to the data signal, but with similar temporal distortions of the wave-
form. Moreover, the leading and trailing edges of the probe are also red and
blue-shifted, respectively.

Before going into details about the effect of the band-pass filter (BPF) fol-
lowing the SOA, it should be mentioned that the data and probe signals at the
output, illustrated in the two upper waveforms in Fig. 7.17, both contain a 40
GHz spectral component without any further processing. This was demonstrated
in [171] for the data signal (no probe input), and is due to the asymmetry intro-
duced by the enhanced leading edge of the waveform, which prevents the tone
at f = B from canceling out. However, significant improvement in terms of
the Carrier-to-Modulation Ratio (CMR) may be obtained through optical filter-
ing [171]. By detuning the 0.3 nm wide (FWHM) BPF after the SOA, the red
or blue-shifted edges of the data signal or the wavelength converted probe sig-
nal may be selectively filtered out, thereby converting the frequency modulation
(FM) into amplitude modulation (AM), and generating the ‘edge trigger’ signals
labeled Red-PRZ and Blue-PRZ in Fig. 7.17.
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The CW probe not only allows for a wavelength converted PRZ signal, which
may be a useful functionality, as it adds the ability to route the PRZ signal to
a specific destination or simply adapt to the optimum operating wavelength of
a mode-locked laser. It also serves as a holding beam [45, 174] that reduces the
effective carrier lifetime to a level, which enables operation at 40 Gb/s. Actually,
without the holding beam, the scheme does not work at 40 Gb/s.

7.7.2 Results

The SOA used in the experiment is very long by any standard, but it should be
stressed that the results obtained here could have been obtained with a signif-
icantly shorter device. As an example, the 40 Gb/s wavelength conversion ex-
periment presented in section 6.1, which exploits the same principle as explained
here, was carried out with an 800 µm long SOA.

Fig. 7.18 (a-c) shows the results, in terms of pulse patterns measured with a
50 GHz photo diode, for the case where the SPM of the data signal is exploited.
Thus, in this scenario the probe signal only works as a holding beam, and is not
used at the output of the SOA. Fig. 7.18 (a) shows the 40 Gb/s NRZ data at
the input (dashed), and the corresponding output pulse pattern (solid), which
is measured using a wide 1.3 nm (FWHM) BPF centered on the optical carrier
(1549.5 nm). A wide filter is used in this case to prevent shaping the waveform,
thereby getting a true picture of the amplitude modulation. Notice that for
succeeding ‘1’s a steady-state is reached after only ≈ 25 − 30 ps of the leading
edge, and that the variation of the ‘1’-level is very low. Both observations are
due to the fast carrier recovery, which is a direct consequence of the strong CW
holding beam of ≈ 10 dBm. The average data power is ≈ 7 dBm. Fig. 7.18
(b) and (c) show the results of detuning a 0.3 nm wide filter by ≈ ±0.25 nm



7.7. CLOCK EXTRACTION FROM 40 GB/S NRZ DATA 165

1558.5 1559.0 1559.5 1560.0 1560.5
-50

-40

-30

-20

-10

0

After BPF

Before BPF

Probe signal(d)

Po
w

er
 (d

B
m

 / 
0.

01
 n

m
)

Wavelength (nm)

0.0

0.5

1.0

1.5

2.0
40 Gb/s NRZ input

O
pt

ic
al

 p
ow

er
 (a

.u
.)

0.0

0.5

1.0

1.5
Wavelength converted red-shifted edge (Red-PRZ)

0 100 200 300 400 500 600 700 800 900 1000
0.0
0.5
1.0
1.5
2.0

(c)Wavelength converted blue-shifted edge (Blue-PRZ)

Time (ps)

(b)

(a)

Figure 7.19: (a) 40 Gb/s NRZ input signal, (b) wavelength converted, red-shifted PRZ signal, and (c)
blue-shifted PRZ signal. (d) Output probe spectrum before and after BPF for detuning to both red and
blue side of the spectrum.

towards longer (red) and shorter (blue) wavelengths, respectively. The reason
for the equal optimum detunings is that the spectrum is almost symmetrical.
This is illustrated in Fig. 7.18 (d), which shows the optical spectrum of the data
signal at the output of the SOA, and the corresponding spectrum after the BPF,
shown for a detuning towards longer wavelengths. The symmetry is a result of
the large holding beam power, which limits the spectral broadening. As observed,
Fig. 7.18 (b) and (c) represent the leading and trailing edges of the NRZ signal,
respectively. Even though no two pulses are closer than 50 ps, the timeslot is still
25 ps, which gives a strong 40 GHz component.

Fig. 7.19 shows the equivalent of Fig. 7.18 for the case where XPM of the
probe is exploited. Thus, here the holding beam is optically filtered to obtain the
PRZ signals. The average power levels used in this case are also ≈ 7/10 dBm,
respectively, for the probe and data, but a larger filter detuning of ≈ ±0.45 nm
was required here. This is due to a smaller spectral broadening of the probe,
as observed in Fig. 7.19 (d). Thus, in order to obtain the necessary StC ratio
for suppressing the DC contents of the probe signal, the filter must be detuned
further.

The electrical power spectra in Fig. 7.20 correspond to the input NRZ signal
(a), the blue-shifted PRZ data signal (b) and the blue-shifted PRZ probe signal
(c). Only spectra of the blue-shifted signals are shown here, but the spectra of the
red-shifted signals are close to identical. As indicated in Fig. 7.20 (a), the 40 GHz
spectral component is missing from the input signal, whereas a clear component
is observed in the spectra of the PRZ signals in Fig. 7.20 (b) and (c). In both
cases, the CMR, measured from the peak of the clock to the peak of the remaining
signal, is around 20 dB. This is equal to the figures obtained at 2.5 Gb/s in [173]
and at 5 Gb/s in [171], and far exceeds the CMR at 10 Gb/s presented in [170]
and [172]. Moreover, unlike the approach in [172], the performance of this scheme
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is not limited by the transit time effects of counter-propagation [119], and is thus
expected to work at bitrates in excess of 100 Gb/s.

The good results are believed to rely on the application of the holding beam,
as well as choosing an optimum width and shape for the FM-to-AM conversion
filter.

7.8 Summary

All-optical regeneration and enabling subsystems were investigated in this Chap-
ter.

The principle of 2R regeneration, and the influence of the gate nonlinearity
was explained, and it was noted that even a perfect "step-function" regenerator
cannot reduce the BER. The effect of the regenerator is shaping the probability
density functions to minimize the accumulation of errors, which is inevitable as
noise is added by EDFAs. Single-regenerator experiments vs. loop experiments
was discussed, and it was stipulated that a single regenerator does indeed provide
insight into the noise redistributing properties of a nonlinear gate, as long as a
noise source is inserted between the gate and the receiver. In practice this is
always the case, as the receiver contains several noise sources.

As an example, the 2R regenerative capabilities of an active-passive MZI
were investigated at 10 Gb/s. In addition, the tolerance of a 3R regenerator
towards accumulated dispersion at 10 Gb/s was analyzed using an all-active
MZI. A reduction of the power penalty of approximately 6 dB was achieved after
transmission on 50 km of SMF. A 3R regenerator consisting of a cascade of a XGM
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wavelength converter and an active-passive MZI, operated in the standard-mode,
was tested in a recirculating loop experiment at 40 Gb/s. Mechanical fluctuations
prohibited BER measurements beyond 50 laps of 80 km, and at this distance a
power penalty of 4 dB was recorded.

A novel type of pass-through 2R regenerator, based on an all-active MMI-
SOA, was described and tested at 10 Gb/s with reasonable results, and finally
all-optical 40 GHz clock extraction from a 40 Gb/s NRZ signal was demonstrated
by exploiting SPM and XPM in a long SOA, combined with FM-AM conver-
sion in a detuned optical band-pass filter. In combination with a mode-locked
semiconductor laser, the clock extraction scheme is a promising candidate for a
high-speed, format transparent all-optical clock recovery circuit.



Chapter 8

All-optical logic

In future communications networks, optical solutions to simple logic function-
alities are expected to present an alternative to present-day electronic signal
processing. Optical logic is very immature compared to electronic logic, but po-
tentially faster. Thus, the first optical logic functionalities in the networks are
expected to be simple, i.e. consisting of relatively few Boolean logic gates, but
operating at a very high bitrate.

In this Chapter, the implementation of the Boolean logic functions NOT, OR,
AND, and XOR, using primarily interferometric switches, will be discussed. An
experimental demonstration of logic AND at 20 Gb/s, using an all-active MZI is
presented. Then, the MZI implementation of the exclusive-OR (XOR) function
is analyzed in detail, experimentally as well as theoretically. In particular, the
dependence of the XOR performance on the passive phase shift in the MZI, as well
as the tolerance towards imperfect temporal pulse synchronism, is investigated
numerically. Logic XOR with NRZ input data signals is also analyzed, and
fundamental problems are identified.

The logic functions are combined to obtain slightly more advanced function-
alities that may be applicable to all-optical networks. A 3− input XOR gate,
implemented using two MZI-XOR gates is demonstrated experimentally. In addi-
tion, the two XOR gates also realize an all-optical encryption/decryption scheme.
Then, a combination of Boolean AND and XOR in a single MZI-XOR gate is used
to demonstrate all-optical bit-pattern recognition in segments of 10 Gb/s data.
Finally, a compact, all-optical parity calculator, based on a MZI-XOR gate with
a feedback, is demonstrated numerically and experimentally.

8.1 Boolean logic

Boolean logic gates are the fundamental building blocks of digital electronics,
and realizing the Boolean functions all-optically is therefore a natural first step
on the way to more complex digital optical functionalities. The obvious strength
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Figure 8.1: Equivalent symbols and truth tables for the Boolean logic gates (a) NOT, (b) OR, (c) AND,
and (d) XOR.

of electronic logic is the ability to integrate thousands, or even millions, of gates
on a single chip, enabling very advanced functions in a compact device. Before
optical logic components reach a level of maturity enabling large scale integration,
a number of fundamental problems must be solved. First, the size of the gates
must be reduced. Currently, the smallest optical logic gates are still 1 − 4 mm
long, not counting necessary external hardware such as filters and polarization
controllers. The second hurdle is the need for optical filtering. Most optical gates
are switches driven by an optical control signal on a wavelength different from that
of the switched signal. This implies the need for an optical filter at the output to
distinguish the switched signal from the control signal, which adds significantly
to the integration complexity. Moreover, filter tunability is needed when the
gates are operated in a WDM environment. In addition to these two problems,
which are particularly serious for high-scale integration, the optical gates must
of course be able to operate at bitrates exceeding the limits of electronics, and
be polarization independent, etc.

In the following, the pros and cons of different all-optical implementations of
Boolean logic gates are discussed, with special focus on SOA-based gates.

8.1.1 The NOT gate

Together with the AND and OR gates, the NOT gate - the inverter - forms a set
universal gates, from which all other Boolean functions can be formed.

All-optical implementations include all wavelength converters able to provide
a polarity-inverted output, e.g. interferometric wavelength converters operated in
out-of-phase mode. For the MZI, this is illustrated in Fig. 7.7 (j), which represents
the logic NOT function of the data signal in Fig. 7.7 (g). In this example, the
inverted signal is sampled by a clock, thereby preventing "dark" pulses, which
may cause problems at the inputs of subsequent gate. Using a semiconductor
based MZI as a NOT gate by launching a clock signal into the common arm, and
data into one of the interferometer arms, was proposed as early as 1984 [175].
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The simplest realization of the NOT gate is the XGM wavelength converter, or
alternatively the DISC, if very high speed operation is required. Using the UNI,
all-optical NOT has been demonstrated at 100 Gb/s [176]. Fig. 8.1 (a) shows the
symbol for the NOT gate, along with its truth table.

8.1.2 The OR gate

The symbol and truth table for the OR gate is shown in Fig. 8.1 (b). Since
the two-input OR gate only gives a "0" at the output if both input are "0",
the function may be realized with a saturable device, i.e. a device for which
the output power level is independent of whether the input level increases by a
factor of two. The inverted OR gate, the NOR gate, may be realized by simple
XGM [177, 178]. The two data signals participating in the NOR operation are
launched into an SOA along with a probe signal at a different wavelength. The
power level in the two data signals is such that if just one of the two goes high,
the SOA gain is completely saturated, which pulls the output probe power low.
If both inputs are high at the same time the outcome is the same.

Interferometric switches are also compatible with OR and NOR due to the
nonlinear transfer function, which is flat around the maxima. The NOR function
is obtained by operating on the negative (inverting) slope of the transfer function
(see Fig. 5.3 (b)), whereas OR is realized by operating on the positive slope. Both
functions have been demonstrated at 10 Gb/s using a UNI gate [179]. In addition,
optical OR has been obtained with an all-active Michelson interferometer, also
at 10 Gb/s [180].

8.1.3 The AND gate

As illustrated in Fig. 8.1 (c) the AND gate is unbalanced like the OR gate, as
it only gives a "1" at the output in the event that both inputs are "1". From
the truth table it is clear that the AND operation corresponds to sampling one
signal with the other, and thus all-optical sampling techniques may be applied
to obtain the AND function. For example, interferometric switches used for 3R
regeneration may be configured as two-input AND gates by simply replacing the
clock signal with another data signal. This has been demonstrated with a MZI
at 10 Gb/s [181] using PRBS data, and at 20 Gb/s using short periodic 4−bit
data patterns [182]. Again, this particular application of the MZI was suggested
in 1984 [175].

Here, a demonstration of all-optical AND using an all-active MZI at 20 Gb/s,
using PRBS data of word length 27 − 1, is demonstrated. The experimental
setup is shown in Fig. 8.2. The two 20 Gb/s RZ data signals are generated from
two mode-locked locked lasers, emitting 10 GHz trains of ≈ 2 ps wide (FWHM)
pulses at 1550 nm and 1544 nm, respectively. The pulse trains are independently
modulated with 10 Gb/s PRBS data of word length 27 − 1, then combined in a
3 dB coupler before being multiplexed up to 20 Gb/s in a fiber-based interleaver
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Figure 8.2: Setup for experimental demonstration of logic AND at 20 Gb/s using a MZI. MLL: mode-
locked laser.

(MUX). At the output of the MUX, the wavelengths are separated by band-
pass filtering, and the timeslots of the two 20 Gb/s data streams are aligned by
means of an optical delay line. Both signals are amplified in EDFAs before being
launched into ports 30 and 2 of the MZI. Inside the switch, which is the same
device used for the experiment in section 7.3, the signal launched into port 2 (D2)
interferes destructively at the output when no signal is applied to port 30 (D1
off). In other words, the interferometer is biased to in-phase operation. Turning
D1 on opens the switching window, allowing transmission of D2, and thereby the
function D1 AND D2 is obtained at the output of the MZI, after suppression of
D1 in a BPF. Operating the MZI in out-of-phase mode does not provide the logic
NAND, but represents the hybrid function NOT(D1) AND D2 [181].

The average input powers used were 3 dBm and 7 dBm for D1 and D2,
respectively. The AND output is demultiplexed to the two 10 Gb/s tributaries in
the NOLM, described in section 6.2.1, before pre-amplified reception and error
detection. Boolean AND is unbalanced, i.e. the mark density is only 0.25, and the
function D1 AND D2 is not a PRB sequence, which means that the error detector
must be programmed. The correct sequence may be calculated on a computer
and transferred to the error detector via the GPIB1 interface. However, software
for such an operation was not available, which means that the error detector must
be programmed by manually keying in the calculated bit pattern. For practical
reasons, this limited the word length to a relatively small number of bits, and in
this case 27 − 1 = 127 was used.

The input pulse patterns at 1550 nm (D1) and 1544 nm (D2) are shown in
Fig. 8.3 (a) and (b), respectively. The output D1 AND D2 at 1544 nm is given

1GPIB: General Purpose Interface Bus
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in Fig. 8.3 (c). As can be observed, the extinction ratio is very high (> 13 dB),
and an OSNR of 32 dB/0.1 nm is measured. The BER performance is illustrated
in Fig. 8.3 (d), where the 10 Gb/s back-to-back (btb) curve is compared to the
two BER curves of the two demultiplexed tributaries of the AND signal. The
large sensitivity improvement of ≈ 4.5−5 dB observed in Fig. 8.3 (d) has several
contributions. First, the 10 Gb/s btb signal is a PRBS 27 − 1 with a mark
density of 0.5, whereas the AND tributaries have a mark density of 0.25. Thus,
for equal pulse energies (or eye opening) the average received power is a factor of
2 (3 dB) lower for the AND signal, which by itself gives rise to 3 dB sensitivity
improvement. In addition, since the dominant noise source in the pre-amplified
receiver is signal-spontaneous beat noise [158], and the power in the "0" level
is very small, the variance of the pdf representing the "0" level, σ0, is expected
to be significantly smaller than the corresponding pdf, σ1, for the "1" level.
Consequently, by lowering the density of "1"s the total overlap between the pdfs,
and thus the BER, decreases. Theoretically, a change of mark density from 0.5
to 0.25 reduces the BER by a factor not exceeding 2, which does not by itself
give rise to the remaining sensitivity improvement. This is seen by noting that,
assuming Gaussian pdfs, the BER may be expressed as

BER = (1− p1)p1/0 + p1p0/1 (8.1)

≈
1− p1
2

erf c

µ
zD −E0√
2σ0

¶
+

p1
2
erf c

µ
E1 − zD√
2σ1

¶
where p1 is the mark density, p1/0 and p0/1 are the probabilities of detecting
a ”0” as a "1" and a "1" as a "0", respectively, and zD, E0, and E1 are the
decision threshold and "0" and "1" bit energies, respectively. For zD = E0
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the second term of (8.1) can be neglected, giving BER change of a factor of
(1 − 0.25)/(1 − 0.5) = 1.5, i.e. an increase of 50%, when changing p1 from 0.50
to 0.25. Analogously, the first term of (8.1) may be neglected for zD = E1, which
modifies the BER by a factor of 0.25/0.5 = 0.5, corresponding to a 50% decrease.
The minimum BER is obtained for a value of zD in between the two extremes, and
by solving (8.1) for the optimum zD numerically, it is found that for σ1 >> σ0 the
minimum BER is reduced by close to 50% by reducing p1 from 0.50 to 0.25. The
improvement of the sensitivity, which is not already accounted for, is attributed
to a dependence of the receiver on RF-spectral distribution of the signal.

All-optical AND has also been realized with 10 Gb/s RZ input signals using
an EAM [183], in a setup that has also demonstrated 3R regeneration with si-
multaneous clock recovery [184]. A partial demonstration of logic AND between
a 100 Gb/s data signal and a 100 GHz clock signal has been carried out with a
UNI gate [176]. Finally, FWM in an SOA has been used to demonstrate AND at
10 Gb/s with NRZ input signals [185].

8.1.4 The XOR gate

The XOR gate, shown in Fig. 8.1 (d) including its truth table, gives a "1" at the
output if one, and only one, of the two inputs is a "1". More generally, an XOR
gate with an arbitrary number of inputs gives a "1" at the output if the parity of
the input bits is 1, i.e. if the number of "1"s is odd. This property of the XOR
gate makes it suitable for a wide variety of applications related to bit-comparison
and encryption, which will be demonstrated in section 8.2.

As for the NOT and AND gates, the MZI implementation of the XOR gate was
also suggested in 1984 [175]. The first experimental proof-of-principle demonstra-
tion of XOR with an integrated interferometric wavelength converter was made
in 1997 with an SOA-based MZI using 5 Gb/s NRZ input data. Since then, op-
eration at 10 and 20 Gb/s has been demonstrated with an all-active MZI [186],
including BER measurements at 10 Gb/s with negligible power penalty, as well
as with an all-active MI, employed in a label-swapping scheme at 10 Gb/s [22].
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Fig. 8.4 (a) illustrates the principle of operation of an MZI-based XOR gate.
The interferometer is biased ti in-phase operation, which causes the probe - either
CW or pulsed - to interfere destructively at the output when both data signals
(D1 and D2) are off. Hence, when the data is turned on, a pulse in either data
signal opens a switching window, allowing transmission of the probe. In the event
that pulses in D1 and D2 are synchronized, equal phase shifts are introduced in
both arms, which causes no net change of the phase difference. Thus, as detailed
in Fig. 8.4 (b), two "1"s at the input gives rise to destructive probe interference
at the output, which complies with the XOR truth table in Fig. 8.1 (d). Using
the same arguments as above, one would think that the logic XNOR function,
i.e. NOT(XOR), may be realized by operating the MZI on the inverting flank
of the transfer function. However, this requires that the output remains "1" for
(D1, D2) = ("1", "1"), and this is not possible, due to XGM in the interferometer
arms.

The all-active MZI, used to demonstrate the AND function above, has also
been employed as an XOR gate at 10 Gb/s. The experimental setup is sketched
in Fig. 8.5, where EDFAs, attenuators, and polarization controllers at the inputs
have been omitted for clarity. A gain-switched DFB laser emits a 10 GHz train
of ≈ 25 ps wide (FWHM) pulses at 1554.7 nm, which is modulated with 10 Gb/s
PRBS data of word length 27 − 1. By splitting the data signal, and delaying
one with respect to the other, the two data inputs D1 and D2 (see Fig. 8.4 (a))
are formed. The timeslots of D1 and D2 are aligned with a optical delay line,
inserted into the path of D1. The probe signal can either be a clock signal or
CW light, and the two options are compared by turning the gain-switching RF
signal to a DFB laser at 1559.7 nm either on or off, respectively. When the laser
is gain-switched it emits a 10 GHz pulse train of ≈ 25 ps wide (FWHM) pulses,
which are aligned to the data pulses using an optical delay line. The BPF at
the output of the MZI suppresses the data signals, and passes the XOR probe
signal at 1559.7 nm on to a sampling oscilloscope and a receiver. As for the AND
demonstration, the error detector is programmed to receive the XOR function
between PRBS 27 − 1 signals, delayed by 4 bits. However, PRB sequences are
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Figure 8.6: (a,b) Input signals at 10 Gb/s, (c) XOR output with CW probe, (d) XOR output with
pulsed probe, (e,f) comparison of XOR eye diagrams employing CW and pulsed probe, respectively. (g)
BER curves.

obtained by XOR’ing two or more outputs from a shift register, and feeding the
result back to the input. In particular, the sequence of length 27 − 1 is obtained
likeXn = Xn−7⊕Xn−6 [187], where X is the output bit and ⊕ denotes XOR. Had
the delay between D1 and D2 been chosen as 6 (or 7) bits, the output of the MZI
XOR gate would have been Yn = Xn⊕Xn−6 = Xn−7⊕Xn−6⊕Xn−6 = Xn−7, i.e.
a PRB sequence of length 27−1, delayed by 7 bits. This technique has been used
to make BER measurements on a 10 Gb/s XOR result with two PRBS 231 − 1
inputs [188].

The experimental results are given in Fig. 8.6, in the form of bit patterns,
eye diagrams and BER measurements. Figs. 8.6 (a-b) show the pulse patterns of
input data signals D1 and D2, and Figs. 8.6 (c) and (d) show the output pattern,
D1 XOR D2, for a CW probe and a pulsed probe, respectively. It is clear from
the eye diagram in Fig. 8.6 (e), which corresponds to the pattern in Fig. 8.6 (c),
that the CW probe gives rise to broadened, slightly asymmetric output pulses,
due to the finite modulation bandwidth of the SOAs. Substituting the CW beam
with a pulsed signal corresponds to sampling the eye diagram in Fig. 8.6 (e) with
the clock pulses, and the result is given in the eye diagram of Fig. 8.6 (f) for
comparison. However, as illustrated in the BER measurements in Fig. 8.6 (g),
the receiver is insensitive to the minor variation of the pulse symmetry and width;
both XOR signals are detected with no power penalty. The input powers and
bias currents in the present experiment were PC,3/PC,4/PP /I1/I2/I3’/I4’/I3/I4 =
3 dBm/1.6 dBm/5.6 dBm/100/80/40/40/280/400 mA, and the OSNR at the
output was 33 dB/0.1 nm.

As explained above, the MZI must operate in-phase. For a MZI based on 1x2
and 2x1 power splitters with no passive phase offset, the only way to obtain this
is by introducing a π phase shift in one of the arms by biasing the long SOAs in
the interferometer arms asymmetrically. This implies that the gain, and hence
the effective carrier lifetime, is different in the two interferometer arms, which
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Figure 8.7: XOR with NRZ input data. (a,b) Input 10 Gb/s NRZ signals, (b) XOR output with CW
probe, (d) XOR output with pulsed probe. (e-h): zoom on (a-d) in the range 1200− 2000 ps.

presents a problem when the MZI is employed as an XOR gate. In the following,
the different lifetimes in the arms will be verified by considering NRZ input data,
where the implications are the most noticeable. The interferometer arm with the
highest/lowest bias current will be referred to as the fast/slow arm.

Fig. 8.7 (a-d) shows the equivalent of Fig. 8.6 (a-d), with RZ input data
replaced by NRZ data. The pattern in Fig. 8.7 (c) represents D1 XOR D2, but
by close inspection it is observed to be distorted by specific combinations of bit-
transitions at the input. More specifically, problems occur when D1 goes from
"0" to "1" while D2 goes from "1" to "0", and vice versa, during which the output
is expected to remain "1". However, the phase shift associated with a "0"→ ”1”
transition occurs on a time scale defined by the signal rise time and the stimulated
carrier lifetime, whereas the phase shift brought about by a "1"→ ”0” transition
is limited by carrier recovery. Thus, a "dip" in the output power is inevitable
during the transition. This is clearly illustrated in Fig. 8.7 (e-h), which is a zoom
on Fig. 8.7 (a-d) on the time span 1200− 2000 ps.

Moreover, since the carrier density in one interferometer arm recovers faster
than in the other, the phase difference φ3 − φ4 changes on three different time
scales. This is illustrated in Fig. 8.8 (a), where the probe phase in the two
arms, φ3 and φ4, as well as the absolute phase difference |φ3 − φ4| is sketched.
The different phase recovery times of φ3 and φ4 are indicated by a dashed/dash-
dotted exponential for φ3 and φ4, respectively. From the bottom trace of Fig. 8.8
(a) it is clear that the phase difference, and consequently the output signal,
contains three distinct time constants. By close inspection of the experimental
eye diagram in Fig. 8.8 (b) three distinct traces are visible, particularly in the
rising flank, which verifies the existence of three different time constants. The
phenomenon leads to pattern dependent timing jitter, which causes a BER floor
around 10−7. Decreasing the carrier lifetime by increasing the MZI arm length
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and/or CW input power, and modifying the MZI design to facilitate equal SOA
gains in the two arms, while maintaining a π phase offset, will equalize the "fast"
and "slow" recovery times, and bring them closer to the stimulated lifetime.

By sampling the XOR switching window with a clock signal the pattern de-
pendent jitter is reduced. Fig. 8.8 (c) shows the eye diagram corresponding to the
pulse pattern in Fig. 8.7 (d), and the serious distortion is reduced to a double-
trace. As explained previously, the RZ format gives rise to a better receiver
sensitivity than NRZ, with a power penalty depending on the duty cycle. Ac-
cording to the BER measurements presented in Fig. 8.8 (d), the sampled NRZ
XOR signal is detected with a power penalty of 2.3 dB compared to the 10 Gb/s
RZ baseline, but only a 0.5 dB penalty compared to the NRZ baseline. In other
words, due to the NRZ→ RZ format conversion, the power penalty for the some-
what distorted signal represented by the eye diagram in Fig. 8.8 (c), is only 0.5
dB, compared to the input NRZ signal.

Synchronization

In the experiments presented above, the two data signals were synchronized man-
ually with an optical delay line. In a practical implementation however, synchro-
nization must be handled by an optical or optoelectronic subsystem, and the
performance of these systems may be critical to the overall performance of the
logic gate. These issues are investigated numerically in [p15] for an XOR gate
based on a MZI with SOAs in the interferometer arms only, by evaluating the tol-
erance of the gate towards imperfect synchronism of the two signals participating
in the XOR operation.

Fig. 8.9 (a) shows the excess power penalty vs. synchronization delay of the
data signal to the slow interferometer arm for the XOR result between two 40
Gb/s RZ data signals. The signals consist of 5 ps wide (FWHM) Gaussian pulses
modulated with PRB sequences of word length 25− 1. The parameter in Fig. 8.9
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signals, with the passive phase shift as a parameter. (b,c) signals to the fast and slow arms of the MZI,
respectively, and (d) the corresponding XOR output.

(a) is the passive phase shift ∆φt. Not surprisingly the power penalty increases
as ∆φt is decreased from π, due to the reduced extinction (see e.g. Fig. 5.3).
In addition, the penalty curve is observed to be symmetric for ∆φt = π, but
asymmetric for ∆φt < π. The symmetry is obtained because the SOAs are biased
equally for ∆φt = π, which means that the carrier lifetime is identical in the two
arms. Thus, it makes no difference which of the SOAs is excited first. However,
for ∆φt < π the SOAs must be biased asymmetrically to obtain a π phase offset.
As explained above, this leads to a "slow" and "fast" arm. Fig. 8.9 (b-d) shows
part of the signal to the fast arm (b), slow arm (c), and the resulting XOR signal
(d), for ∆φt = 0.6 π. The signal to the slow arm is delayed by −5 ps (dashed), 0
ps (solid), and +5 ps (dash-dotted) compared to perfect timeslot synchronization
to the signal in the fast arm.

As observed in Fig. 8.9 (d), the temporal misalignment leads to satellite pulses
in the timeslot from 50− 75 ps, and the pulses contain more energy for positive
delays. Since the SOAs are strongly saturated by a CW probe of 26 dBm, and
data signal powers of around 20 dBm, the phase shift introduced in the two arms
is almost identical. Thus, the difference observed for delays of +5 ps and −5 ps
between the satellite pulses right after t = 50 ps in Fig. 8.9 (d) are solely due
to patterning. The phase shift in the slow arm ‘subtracts’ from the trailing edge
of the response in the fast arm for a negative delay, whereas for a positive delay
the phase shift induced by the second pulse in the fast arm simply adds to the
phase difference. Hence, whether the peak of the satellite pulse after t = 50 ps is
higher for positive or negative delays depends on the bit patterns at the inputs.
For long bit sequences this is completely symmetric, and consequently does not
contribute to the asymmetry observed in Fig. 8.9 (a). However, if the signal to
the slow arm arrives a little early (negative delay) the trailing edge of the "slow"
phase response may cancel the trailing edge of the "fast" response, as shown by
the dashed curve of Fig. 8.9 (d), corresponding to a delay of −5 ps. For the
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Figure 8.10: (a) Experimental (squares) and simulation (solid curve) of excess power penalty of 10 Gb/s
XOR operation in MZI with RZ signals vs. synchronization delay. (b,c) experimental XOR eye diagrams
for delay of −10 ps and 8 ps, respectively.

positive delay, +5 ps, the trailing edges of the "slow" and "fast" responses are
misaligned, which causes the additional satellite peak around t = 75 ps, shown
in the dash-dotted curve of Fig. 8.9 (d). This explains the asymmetric penalty
curves in Fig. 8.9 (a).

Fig. 8.10 (a) shows a comparison at 10 Gb/s between the measured and
simulated synchronization tolerance. The simulation is carried out for ∆φt = π,
and overestimates the tolerance, which may in part be due to the choice of receiver
parameters. Notice that the measured penalty curve is asymmetric as predicted
in Fig. 8.9 (a), indicating that the passive phase difference is not equal to π. This
is furthermore supported by the choice of bias currents, which is listed previously
in this section. Fig. 8.10 (b) and (c) shows the measured XOR eye diagrams
corresponding to delays of −10 ps and +8 ps, respectively. The before mentioned
satellite peaks are visible, and more pronounced for positive delays, confirming
the modeling results.

Alternative implementations

Boolean XOR may be obtained from Boolean AND and OR by the following
operation

A XOR B = AB OR BA (8.2)

where the underline denotes logical inversion (NOT). The equivalent diagram is
shown in Fig. 8.11 (a).

Using (8.2), an all-optical XOR gate has been implemented in the Michelson
interferometer structure shown in Fig. 8.11 (b) [189]. However, the principle of
operation does not rely on interference. In the upper SOA, signal A is cross-gain
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Figure 8.11: (a) Implementation of XOR gate from AND and XOR gates. (b) Optical equivalent with
SOAs.

modulated (XGM’ed) by signal B, which yields AB at the output on the right-
hand side. At the same time, signal B is XGM’ed by signal A in the lower SOA,
whereby BA is obtained. Since no combination of A and B exists, for which AB
and BA are both "1", the OR operation may be realized by simply merging the
two products in a fiber coupler. This approach has been used to demonstrate
XOR between 4 bit words at 10 Gb/s. Potential problems related to this scheme
include bandwidth limitations due to transit-time effects, and the fact that two
circulators or four isolators are required to implement the right-hand side of
Fig. 8.11 (b). The requirement for circulators or isolators effectively prevents
integration. Merging the two sub-products in a coupler presents a problem if A
and B are at the same wavelength, since fluctuations may arise from interference
if the extinction ratio is not large enough [p15],[p16]. In addition, the scheme
requires synchronization at four interfaces, compared to just two for the MZI
operated with a CW probe. However, unlike the MZI and other interferometric
switches, no additional probe signal is needed, which is an advantage as it saves
the cost of the additional laser.

Other interferometric switches are capable of carrying out the XOR operation.
The UNI gate presented in section 5.2.3 may be configured as an XOR gate by
injecting an additional data signal (see Fig. 5.15) aligned to the leading of the
two delayed, orthogonal clock pulses. However, if the response time exceeds the
timeslot, the phase shift imposed on the leading clock pulse is also experienced
by the trailing pulse. Consequently, the UNI gate does not rely on a differential
phase shift when operated as an XOR gate. This is inherent for single-SOA
interferometric switches; the speed limitation is ultimately defined by the carrier
recovery time, just as for the MZI implementation described above. This is the
reason why XOR has only been demonstrated at moderate bitrates, using 20
Gb/s data and a 20 GHz clock signal as the two inputs [190], and at 40 GHz
where the signal consisted of combinations of a 40 GHz clock and no signal (logic
"0") [191]. In comparison, wavelength conversion and Boolean AND, where only
one of the two split clock pulses is addressed, thus enabling a real differential
phase shift, has been demonstrated up to 100 Gb/s [176].

The TOAD switch, illustrated in Fig. 5.14, suffers from the same speed limita-
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tions when operated as an XOR gate, which is described in detail in [192]. So far,
the TOAD has been used to demonstrate XOR at bitrates up to 10 Gb/s [193].

A novel scheme enabling Boolean XOR in an MZI operated in the differential
mode, thus alleviating the speed limitation caused by linear patterning, has been
proposed [194]. The principle is demonstrated at 10 GHz in [195], and verified
with 40 Gb/s input data in [196], with significant patterning effects, however.
The scheme involves launching both participating data signals into each data
port (30 and 40), with a differential delay of +τ in one port and -τ in the other.
According to [194] this technique allows for all-optical XOR up to 100 Gb/s.

In a very recent demonstration, FWM in an SOA between differential phase
shift keying (DPSK) modulated RZ data signals was exploited to obtain all-
optical XOR at up to 20 Gb/s [197]. Since the gain modulation in the SOA is
periodic, patterning effects are avoided. At higher bitrates the scheme is expected
to benefit from using increasingly narrow pulses, since this will enhance intraband
dynamic effects that are effective on a much shorter time scale (see eq. (3.1)).

Finally, it should be mentioned that by replacing the nonlinear element in the
UNI or TOAD with a nonlinear fiber, XOR is feasible at higher bitrates, at the
cost of increased switching energy. E.g., in a folded version of the UNI gate with
DSF as the nonlinear medium, XOR was demonstrated at 40 Gb/s [188].

8.2 Logic functionalities for all-optical networks

By themselves, the logic gates presented in the previous section represent only
limited functionality. However, by combining just a few gates it is possible to
obtain functions that may be applicable in a future all-optical network. The
literature contains plenty of examples of fairly advanced logic functions com-
prising only a few SOA-based gates, and in some cases, an optical feedback.
Examples include regenerative all-optical memories [198—200], binary half- and
full adders [201—203], a binary counter [204], Circulating Shift Registers (CSRs)
[205—209], a pseudo-random number generator [192], a parity checker [210], all-
optical flip-flops [211—214], and all-optical packet synchronization with address
comparison [17]. Apart from the flip-flops, almost all the demonstrations listed
above were carried out with fiber/SOA hybrid UNI or TOAD gates. However, all
functions could equally well be implemented with integrated SOA-based switches,
such as MZIs, which adds the advantage of reduced footprint.

This section describes experiments, giving examples of all-optical functional-
ities obtained by combining MZI-based logic gates are demonstrated. All exper-
iments are carried out with the all-active MZIs used for the demonstrations in
sections 7.3 and 8.1.4. These devices are designed for operation at 10 Gb/s [215],
and although they are capable of operating at 20 Gb/s, the focus was on demon-
strating functionality, rather than uncovering the speed potential. First, two
MZIs are combined to form a 10 Gb/s 3-input XOR gate, which may be used to
check the parity of 3-bit words, or to realize a 2-input XNOR gate. Moreover,
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Figure 8.12: Applications of 3−input XOR gate: (a) parallel parity calculation, (b) serial parity calcu-
lation, and control of output polarity of 2−input XOR gate (XOR/XNOR). (d) Experimental setup for
optical implementation of 3−input XOR gate.

the two XOR gates also simulate encryption and decryption. Then, a single MZI
demonstrates bit-pattern recognition in segments of input data, defined by an
external gating signal. Finally, an attempt is made at demonstrating all-optical
parity calculation as in [210], employing a single all-active MZI with the periph-
eral SOAs used as feedback amplifiers. Logic and physical modeling assist the
experiments in verifying the potential of the MZI for this application.

8.2.1 3-input XOR gate

This section demonstrates a 3-input XOR gate operating at 10 Gb/s. Parts of
the results were published in [p16].

Fig. 8.12 (a-c) illustrates how the third input may be used to calculate the
parity of 3-bit words defined by the three parallel data streams D1, D2, and
D3, as shown in Fig. 8.12 (a). Alternatively, a single data stream, D1, can be
parallelized as in Fig. 8.12 (b) by splitting it in three branches, and introducing
an incremental delay of one timeslot between them. In this scheme, the output
represents the parity of the bits within a 3-bit window of D1, which may be
considered as a low level check of the data integrity, if D1 is coded accordingly.
In other words, the function represented by Fig. 8.12 (b) could serve as a building
block in a very primitive optical Forward Error Correction (FEC) scheme. As
illustrated in Fig. 8.12 (c), the third input may also be used to invert the result
of XOR between two other inputs, D1 and D2, to obtain the XNOR function.

As shown in the experimental setup in Fig. 8.12 (d) the 3-input XOR is
realized by cascading two individual MZI-XOR gates: D1 XOR D2 XOR D3 =
(D1 XOR D2) XOR D3. EDFAs and polarization controllers are omitted in the
figure for simplicity. The three data signals (D1, D2, and D3) participating in the
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Figure 8.13: (a-c) Three 10 Gb/s input signals (D1, D2, and D3), (d) D1 XOR D2, (e) D1 XOR D2
XOR D3. (f,g) Eye diagrams corresponding to D1 XOR D2 and D1 XOR D2 XOR D3, respectively.

XOR operation all originate from the same gain-switched DFB laser (GS-DFB
1). This source emits a 10 GHz train of ≈ 25 ps wide (FWHM) pulses at a
wavelength of 1554.7 nm, which is subsequently modulated with a PRB-sequence
of word-length 27− 1. Variable delay lines in the arms carrying D2 and D3 align
the data signals temporally, before they are coupled into the gates, denoted MZI
1 and MZI 2, respectively.

Focusing first on MZI 2, the XOR operation between D3 and the output of
MZI 1 is obtained as explained in section 8.1.4, and the XOR switching win-
dow is probed by a CW signal at 1551 nm, which is launched into the common
arm. It is important that the data signals launched into MZI 2 are of compa-
rable pulse widths [p15], in order to obtain a high extinction for "1" XOR "1".
Consequently, the output signal D1 XOR D2 from MZI must consist of pulses of
width comparable to that of D3, i.e. ≈ 25 ps. As shown in Fig. 8.12 (d), this
is ensured by launching a 10 GHz clock signal consisting of ≈ 25 ps wide pulses
at a wavelength of 1559.4 nm from another gain-switched DFB laser (GS-DFB
2), into the common arm of MZI 1. This effectively samples the broader and
asymmetrical pulses making up D1 XOR D2, as explained in section 8.1.4, and
ensures that the pulse width of the output signal is defined by the width of the
clock pulses.

Fig. 8.13 (a-e) show the results in terms of pulse patterns detected with a
40 GHz photodiode. The three inputs, D1, D2, and D3, are shown in Fig. 8.13
(a), (b), and (c), and Fig. 8.13 (d) and (e) show D1 XOR D2, and D1 XOR D2
XOR D3, respectively. Notice that the width of the pulses out of MZI 1 is indeed
comparable to the width of the input pulses. This is also clear from Fig. 8.13
(f) and (g), which show the eye diagrams corresponding to D1 XOR D2 and D1
XOR D2 XOR D3, respectively. The fact that the "1"-level in Fig. 8.13 (g) is
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Figure 8.14: (a) Principle of encryption/decryption using XOR. (b,c) Input signal and encryption key,
(d) encrypted data, and (e) decrypted data.

well-defined, and only consists of one "trace”, is additional evidence that the two
data inputs to MZI 2 consist of equally shaped pulses. The extinction ratio of
D1 XOR D2 XOR D3 is ≈ 11 dB, and the OSNR at the output of both MZIs is
33 dB/0.1 nm.

The two all-active devices originate from the same wafer, and as expected
they perform similarly. MZI 1, which is the same device used for the exper-
iments in section 8.1.4, was biased at PC,3/PC,4/PP/I1/I2/I3’/I4’/I3/I4 = 3
dBm/1.6 dBm/5.6 dBm/100/80/40/40/280/400 mA, and the bias conditions for
MZI 2 are very similar: PC,3/PC,4/PP/I1/I2/I3’/I4’/I3/I4 = 2 dBm/2.5 dBm/3.2
dBm/110/100/60/70/190/430 mA.

By considering MZI 1 as being part of a transmitting node (A), and MZI 2
as being part of a receiving node (B), the setup in Fig. 8.12 (d) can be used to
demonstrate the scheme depicted in Fig. 8.14 (a). At node A, the data to be
transmitted is encrypted by bit-wise XOR’ing with a key bit-stream before being
transmitted onto the fiber link. If an unauthorized party at any point along the
link should tap the fiber, the data will be safe, assuming the key is unknown to
the perpetrators. At the receiving node B, XOR’ing the received signal with the
same key used at the transmitting node decrypts the data.

The results are shown in Fig. 8.14 (b-e), again in the form of pulse patterns.
From the top down, the two first rows (b, c) show the data signal at 1554.7 nm
before encryption and the key stream, also at 1554.7 nm, respectively. The next
row (d) shows the output of MZI 1, that is, the encrypted signal Data XOR
Key. The bottom row shows the decrypted data signal, and it is confirmed that
the pattern is logically identical to the originally transmitted data signal. As in
the case of the 3-input XOR, a clock signal at 1559.4 nm is used as probe in
MZI 1, whereas CW light at 1551 nm is used in MZI 2. It is clear that pulse
broadening due to dispersion on the fiber link causes a potential problem to the
decryption process, so a combination of dispersion compensation and adaptation



8.2. LOGIC FUNCTIONALITIES FOR ALL-OPTICAL NETWORKS 185

of the key-stream pulse width may be necessary for realistic fiber spans.

8.2.2 Bit-pattern recognition in data segments

Bit comparators can be implemented using either the Boolean AND or XOR gate,
both of which have been demonstrated optically at bit rates ≥ 20 Gb/s using
e.g. SOA-based interferometric switched, as mentioned earlier in this chapter. In
[216], all-optical address recognition of 6-bit words at 100 Gb/s was demonstrated
with an AND gate based on FWM in an SOA, and in [17] a UNI-XOR2 gate
was used as an address comparator at 12.5 Gb/s employing the pulse position
modulation (PPM) format. There are advantages and disadvantages related to
using the AND gate as well as the XOR gate as a comparator, which will be
detailed in the following. To overcome these drawbacks, a novel bit-comparison
scheme will be presented, which is based on a combination of AND and XOR that
eliminates the disadvantages of the individual gates. The comparator is operated
at 10 Gb/s, and is realized using a single all-active, polarization independent
MZI. The concept was originally proposed in [181], and the results presented
here are published in [p13].

Bit-wise comparison between an input pattern and a comparator sequence is
shown in Fig. 8.15 using (a) an AND gate, (b) an XOR gate, and (c) a combination
of the two gates. The input pattern is expected to contain the sequence “1011” at
a specific time, indicated by the hatched area, but for some reason the second “1”
bit is incorrect, and the timeslot contains a “0” instead (indicated by the dashed
pulse). In all three implementations in Fig. 8.15, the comparators produce a
pulse at the output for each erroneous bit detected. The output is detected by
a photo detector (P.D.), and thus a surge in the photo current will correspond
to an error. A high-bandwidth P.D. will be able to identify individual errors,
whereas a cost-effective low-bandwidth solution will simply reveal the presence
of errors, which may be sufficient for some applications.

When using an AND gate as a comparator for bit error detection, the com-
parator sequence must be the inverted of the expected sequence. In the present
example this is a single pulse synchronized to the expected “0” in the input se-
quence. Fig. 8.15 (a) reveals the disadvantage of the AND-comparator: it is
insensitive to bit-errors synchronized to “0”s in the comparator sequence. This
means that the probability of detecting a single bit-error will be given by the ratio
of “0”s to “1”s of the input sequence to be identified (in this case 25%). Using an
XOR gate instead, as shown in Fig. 8.15 (b), with a comparator sequence equal to
the expected sequence in the input pattern, all bit-differences are identified and
result in a pulse at the output. However, since the XOR comparator sequence
consists of “0”s outside the time span containing the expected sequence, all bits
in the input pattern outside this time window will be transmitted to the output.

2 the UNI gate was biased as an AND gate, but due to the PPM format, the gate performs
the complementary XOR function
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Consequently, a simple detection of P.D. power surge will not reveal the presence
of errors. An additional gate is needed at the output to suppress the bits outside
the window of interest, before the result can be detected. This gating procedure
is obviously not needed with the AND-comparator, since the output is inherently
“0” outside the time window of interest. This property of the AND gate can be
exploited as shown in Fig. 8.15 (c), where the output of the XOR comparator
is gated by a pulse equal in duration - and synchronized to — the time window
of interest. Rather than using a separate AND gate, the gating function has
been implemented using the same MZI that performs the XOR operation, thus
reducing complexity and increasing cost-effectiveness.

The experimental setup is sketched in Fig. 8.16, where EDFAs and polariza-
tion controllers are omitted to maintain clarity. The MZI, which is the all-active
device used to obtain the results in section 8.1.4, is biased to the in-phase oper-
ating condition, thereby enabling the XOR function between the two data inputs
D1 and D2, launched into the upper and lower arm of the interferometer, re-
spectively. The gating signal, G, launched into the common arm samples the
switching window generated by D1 and D2, and consequently it is seen that the
logic function obtained at the output of the filter is G AND (D1 XOR D2). The
function depicted in Fig. 8.15 (c) can hence be realized with a single MZI, by
injecting the synchronized gating pulse into the common arm.

As indicated in Fig. 8.16, the AND-XOR data segment comparator is demon-
strated using two 10 Gb/s PPGs to drive two modulators independently. PPG 1
modulates a PRB-sequence of word length 27− 1 onto a 10 GHz train of ≈ 25 ps
wide pulses emitted from a gain-switched DFB laser (GS-DFB 1) at a wavelength
of 1554.7 nm. This signal is split in two, and forms the two input data signals D1
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and D2. A variable delay in the lower arm ensures synchronization between D1
and D2. PPG 2 modulates a periodic signal consisting of 63 NRZ “1”s followed
by 64 “0”s onto a CW beam from a DFB laser (DFB2) at a wavelength of 1559.4
nm. This is the gating signal, G, which passes through a synchronizing optical
delay line before being injected into the common arm of the MZI.

The result is shown in Fig. 8.17 (a-d) in the form of data pulse patterns,
where the 3 rows from the top contain (a) D1, (b) D2, and (c) the gating signal
G. The bottom row (d) shows the gated XOR-compared output G AND (D1
XOR D2). The output pulses are observed to be somewhat broader than the
input pulses, but this may be compensated for by letting G consist of RZ pulses
of width comparable to the input data signals.

The output extinction ratio is 10 dB and the OSNR is ≈ 30 dB/0.1 nm, which
are indicators of a good signal quality. Measurement of BERs was not possible
due to a technical problem with PPG 2. The BER performance of the gated XOR
signal is expected to be slightly degraded compared to using a CW probe. The
reason for this is that the peak power in the gating pulse cannot be as high as the
(optimum) power of a corresponding CW beam, since the large contrast in the
“0” to “1” transition gives rise to a gain-saturation induced temporal overshoot
of the output, which leads to increased patterning. An average gate power of 1.1
dBm was used to obtain the pattern in Fig. 8.17 (d), which should be compared
with the CW probe power of 5.6 dBm used in the XOR demonstration in section
8.1.4. This enhanced patterning could be reduced be injecting a holding beam
into the common arm along with the gated probe, in order to reduce the available
gain and speed-up the recovery. Fig. 8.17 (e) illustrates G AND (D1 XOR D2)
on a larger time scale, where the 64 bit long segment constitutes the comparator
window, and the remaining 63 bits of the period are efficiently suppressed.
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Figure 8.17: Two 10 Gb/s input signals (a,b) and gating signal defining comparator window (c), and
(d) corresponding output of MZI. (e) Ouput on a larger time scale.

8.2.3 All-optical parity calculator

As mentioned in the introduction to section 8.2, optical switches based on SOA
/fiber hybrid interferometers have been used to demonstrate advanced function-
ality incorporating memory in the form of an optical delay line, which feeds the
output of an optical logic gate back to the input. The examples include an all-
optical parity checker based on two TOADs [210], and a UNI based circulating
shift register with an inverter [205,209]. In both configurations, an EDFA ampli-
fies the output, which is fed back to the switch as a control signal. Since an EDFA
contains many meters of fiber, it represents the main contribution to the latency
of the circuit. This was identified as a problem in [210], and a bit-differential
design was employed, in which the m-bit input word was injected m times into
the circuit before the parity of the word could be detected at the output. This is
clearly not feasible in a real system, so for this type of scheme to be practical the
total time-of-flight (TOF) of the switch and the feedback loop must be reduced
— ideally to below the bit timeslot.

The only solution to this problem is integration, which leaves SOA-based
interferometers as the prime candidates for the switches. Moreover, a feedback
amplifier with a minimum TOF, but still with sufficient output power to facilitate
the switching must be employed. Again, the natural choice is the SOA, since
ultimately integration with the switch and the feedback waveguide is desirable to
further minimize the total TOF. The replacement of the EDFA with an SOA has
already been successfully demonstrated using a UNI as the switch [209], reducing
the TOF in the feedback loop of an all-optical shift register to below 10 ns.

In this section the potential of the all-active MZI as an adjacent-bit parity
calculator, i.e. a parity calculating circuit with a total TOF < 1 timeslot, is
investigated experimentally and through simulations. In order to reduce the
TOF the peripheral SOAs provide the necessary amplification in the feedback
path. The results presented here are based, in part, on [p17].
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Fig. 8.18 (a) illustrates an application of a bit-parity calculator. A data word,
e.g. a packet, preceded by its parity bit is launched into an optical circuit that
re-calculates the parity of the word, while a fraction of the input power bypasses
the parity calculator. The original and re-calculated parity bits are synchronized
and compared using e.g. the scheme outlined in Fig. 8.16, and the output of the
bit comparator is an error signal representing a low-level check of the integrity
of the data word. However, if an even number of bits are interpreted erroneously
by the parity calculator, it will not be detected by this system.

A parity calculator may be realized by a single XOR gate with a feedback
through a delay, as illustrates in Fig. 8.18 (b). Depending on the TOF of the
feedback, the circuit has different applications. For a total delay DT (incl. TOF
through XOR gate) of one timeslot, the circuit is an adjacent-bit parity calcu-
lator/checker, where the 1st bit is XOR’ed with the 2nd, the result of which is
XOR’ed with the 3rd, etc. Assuming instead that the data consists of slotted
packets of fixed length N (in number of bits) and that DT is adjusted to match
the TOF of one packet, bit #n in one packet will be XOR’ed with bit #n in the
next packet etc., so that bit #n of the output packets contains the accumulated
parity of the preceding input packets. Gating out the bit accounting for the par-
ity of payload bit #n in packets # . . . .,X − 2,X − 1,X and inserting it into the
header of packet #X before transmission, using a header re-writing technique
such as described in e.g. [22] or [217], it will be possible to re-calculate the parity
at the receiver side, and compare it to the control bit in the header of packet
#X, as illustrated in Fig. 8.18 (a). A discrepancy is an indication of an error,
and this information may be used to monitor the signal quality.

The function represented by Fig. 8.18 (c) will be referred to as a gated parity
calculator/checker, since the output from the XOR gate is sampled by a clock
signal, CLK, before being fed back through an N -bit delay. The gated parity
calculator is introduced here because the sampling of the XOR output is a neces-
sary part of the MZI implementation presented below, in order to maintain the
pulse shape and width of the feedback signal. In addition, the parity checker with
bit-differential delay described in [210], which is the main source of inspiration
for this work, is actually implemented exactly as shown in Fig. 8.18 (c). In [210],
the N -bit delay was adjusted to fulfill N = m+ 1, with m being the input word
length, so that the 1st bit of the 1st period is synchronized to, and XOR’ed with,
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Figure 8.19: Experimental setup for MZI-based parity claculator.

the 2nd bit of the 2nd period, etc.
Fig. 8.19 shows the experimental setup. A gain-switched DFB laser (GS-DFB

1), emitting a 10GHz clock of≈ 25 ps wide pulses at 1556.8 nm is modulated with
a sequence consisting of ND bits at 10 Gb/s from pulse pattern generator 1 (PPG
1), and the periodic signal denoted IN is launched into port #3’ of the all-active
MZI. The active interferometer arms are 1200 µm long, while all peripheral SOAs
are 400 µm long. Another GS-DFB (GS-DFB 2) emits a 10 GHz clock of ≈ 25 ps
wide pulses at 1560.1 nm, which is modulated with a gating sequence of period
NG, containing just a single "1", effectively reducing the clock frequency of CLK
to (10/NG) GHz, before it is injected into port #1 of the MZI switch, which it
traverses in a counter propagating orientation compared to IN . Disregarding the
feedback loop, the output from port #2 represents the logic function IN AND
CLK, which has a period of LCM(ND,NG) (LCM : Least Common Multiple).

By coupling this result into port #4’ via the feedback fiber loop, exploiting
the amplification of SOA #2 and SOA #4’, and synchronizing the bits to the
input sequence using an optical delay line, the output of the circuit will represent
the adjacent-bit parity calculator if NG = 1 and DT = 1 (in timeslots of 100 ps).
Alternatively, by setting NG = DT = packet length N , the output will be the
accumulated parity of a specific (payload) bit, and unlike shown in Fig. 8.18 (c),
it will not be necessary to gate the output signal in an external AND gate, since
this functionality is already included, due to the sampling by the gated clock.
In [210], the additional TOAD gate was not used to reshape the pulses in the
feedback loop, but it was needed to wavelength convert the XOR signal before
launching it back into the TOAD-XOR gate, in order to facilitate distinction of
the control signal and switched probe pulses. The MZI implementation does not
encounter this problem, since the input signal and the sampling probe counter
propagate, and consequently exit through different ports.

In general, the output will represent a non-trivial logic function F

F = f (ND,NG,DT , synch.) (8.3)

depending on ND, NG, DT , and the relative synchronization between IN and
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CLK. Since the input signals are periodic, it is clear that F represents a periodic
sequence as well. A small piece of software has been made to investigate F
logically, using the algorithm illustrated in Fig. 8.18 (c). This provides useful
insight into the periodicity of F, as well as a being a means of verifying the
output of the physical model. In order for the feedback to be active, the gating
period NG must divide the total delay DT (in number of bits). This requirement
corresponds to the output from port #2 arriving at port #4’ synchronized to
CLK at port #1, and if it is not fulfilled, F will simply be given by IN AND
CLK, since the result of the XOR function will not be sampled by CLK.

The length of the fiber memory loop was ≈ 20 m, and no attempt was made
to reduce it, since this would require an irreversible customization of a 3-fiber
ribbon, while still not reducing DT to below 1 timeslot. The TOF of the MZI is
≈ 35− 40 ps, which by a rough estimate leaves 60− 65 ps or 10− 15 ps for the
TOF of the feedback loop for adjacent-bit parity calculation at 10 and 20 Gb/s,
respectively. This is an estimate, since the fact that IN and CLK counter prop-
agate adds to the latency of the circuit. This is explained further in connection
with a discussion of the simulation results, where the exact latency is calcu-
lated. Integrating a waveguide between SOAs #2 and #4’ with a delay as low as
10−15 ps would be very challenging. Alternatively, the MZI could be placed in a
planar lightwave circuit (PLC) containing a photonic crystal waveguide with suf-
ficiently low loss, enabling very sharp bends. However, as indicated in Fig. 8.19
an isolator is required in the memory loop to prevent CLK from entering SOA
#2. Although progress is being made in integrating optical isolators using non-
reciprocal magneto-optic waveguides [218], an integration with SOAs remains to
be demonstrated. Apart from hindering integration, the isolator also adds a sig-
nificant delay, which makes it difficult to obtain a single-bit delay at high bitrates.
One solution to this problem could be the DOMO-MZI, shown in Fig. 6.21, since
in this design the counter propagating clock signal would traverse the MZI as
a fundamental mode, and be guided exclusively towards SOA #2 by the mode
couplers. Thus, ideally, CLK would only exit at SOA #2, and an isolator would
not be required.

Another speed limiting factor is the counter-propagation induced transit time
effects, explained in section 4.1.2. However, successful operation at 20 Gb/s in
counter-propagation, also using a 1200 µm long SOA, has been demonstrated
[219].

In order to visualize the output pulse pattern on a sampling oscilloscope the
period NF of the pattern must divide the trigger period Ntr. The sampling
oscilloscope can be triggered by either PPG 1 (Anritsu MP1701A) or PPG 2
(HP 40843), which transmit trigger signals with periods of LCM(ND, 128) and
LCM(NG, 256), respectively. Satisfying this requirement implies an optimization
of DT by means of the optical delay line in the memory loop, while changing the
periods ND and NG of the input and gating sequences to meet the triggering
requirement of one of the two PPGs. At best, this is very challenging, so to
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Figure 8.20: (a) 8−bit input sequence, (b) 3−bit gating signal, and (c) corresponding output sequence
without synchronization between input and feedback signal.

visualize the output the combination (ND, NG) = (8, 3) was chosen, which fulfills
the triggering requirements using the trigger output from PPG 2, for an output
period of IN AND CLK of LCM(8, 3) = 24.

Fig. 8.20 shows pulse traces of IN (a), CLK (b), and the output sequence F
(c), which represents IN AND CLK. Fig. 8.20 does not by itself prove that the
feedback loop is active, since the output sequence is the same as if the input to
port #4’ is disconnected. Changing the input to a PRBS of word length 27−1, the
output sequence no longer satisfies the triggering requirements, and the output
can only be visualized as an eye diagram. However, by varying the optical delay
in the memory the effect of the feedback can be investigated by monitoring the
eye diagram.

This is illustrated in Fig. 8.21 (a), which shows the gated pulses in the feed-
back, synchronized to the timeslot of the 10 Gb/s input signal IN, as well as
to CLK, indicated by the dashed rectangular windows. If the feedback is syn-
chronized to the timeslot of IN , but not to CLK an open eye diagram corre-
sponding to IN AND CLK is expected, and this is illustrated in Fig. 8.21 (b)
for a misalignment ∆DT , compared to the gating window, of 1 timeslot (100
ps). In Fig. 8.21 (c) and (d) ∆DT is 70 ps and 60 ps, respectively, and the eye
diagram closes. It re-opens for ∆DT = 0, illustrated in Fig. 8.21 (e), which cor-
responds to perfect synchronization of the feedback signal. Decreasing the delay
further to ∆DT = −25 ps, the eye diagram begins to close again, as shown in
Fig. 8.21 (f). This evolution of the eye diagram proves that the feedback loop is
active, since no change of eye diagram would have been observed otherwise. The
transition of eye diagrams in Fig. 8.21 (b-f), and the fact that a similar transi-
tion occurs as the current to SOA #4’ is varied, are clear indications that the
XOR function is working, and that the output does indeed represent the accu-
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mulating bit parity function. The eye diagrams in Fig. 8.21 were obtained with
the bias condition PC,3/PC,4/PP /I1/I2/I3’/I4’/I3/I4 = 1.1 dBm/−4.8 dBm/6
dBm/100/180/60/150/290/400 mA, where it should be noticed that an average
power of −4.8 dBm, measured at the input of SOA #4’, is sufficient to obtain
switching when SOA #4’ is biased at I40 = 150 mA.

A numerical investigation has been undertaken to verify the experimental
observations. In the model, the output power from port #2 was large enough to
provide switching in SOA #4 without amplification in the peripheral SOAs, and
thus in the following, only SOAs #3 and #4 are active. The passive phase shift
in the MZI, ∆φt, is set to π to obtain symmetric bias conditions. Referring to
Fig. 3.2, the coupler at port #4’ with coupling ratio rFB40 , is tuned to obtain the
same pulse energy at the input of SOA #4, as at the input of SOA #3. A perfect
isolator is assumed in the feedback path to prevent clock-wise propagation in the
loop. All physical dimensions of the active waveguides are equal to those of the
device used in the experiment. Both signals consist of 25 ps Gaussian pulses, and
the MZI is biased to I3 = I4 = 300 mA.

Fig. 8.22 shows a comparison between the result of the logic model (upper
traces) and the physical model (lower traces) for (a) DT = 3 bits, (b) DT = 4
bits, (c) DT = 5 bits, and (d) DT = 6 bits. In all cases, the input signal is
the periodic 8-bit word ’11010010’ (ND = 8) and the gating signal is ’100’, i.e.
NG = 3. The gating pulse is synchronized to the second bit in IN . As observed
in Fig. 8.22, the output patterns obtained with the two models are in agreement.
Moreover, as explained above, the patterns only deviate from the IN and CLK
pattern for total delays equal to multiples of NG, in this case DT = 3 and 6



194 CHAPTER 8. ALL-OPTICAL LOGIC

0 2 4 6 8 10
0.0

0.5

1.0

1.5

2.0

O
ut

pu
t p

ow
er

 (m
W

)

Time (ns)

(a)DT = 3 bits

 

  

0 2 4 6 8 10
0.0

0.5

1.0

1.5
DT = 4 bits 

Time (ns)

(b)

 

  

0 2 4 6 8 10
0.0

0.5

1.0

1.5
(c)DT = 5 bits 

Time (ns)

 

  

0 2 4 6 8 10
0.0

0.5

1.0

1.5

2.0
(d)DT = 6 bits 

Time (ns)

  

0 2 4 6 8 10
0.0

0.5

1.0

1.5

2.0

O
ut

pu
t p

ow
er

 (m
W

)

Time (ns)

(a)DT = 3 bits

 

  

0 2 4 6 8 10
0.0

0.5

1.0

1.5
DT = 4 bits 

Time (ns)

(b)

 

  

0 2 4 6 8 10
0.0

0.5

1.0

1.5
(c)DT = 5 bits 

Time (ns)

 

  

0 2 4 6 8 10
0.0

0.5

1.0

1.5

2.0
(d)DT = 6 bits 

Time (ns)

  

Figure 8.22: Logic simulation (upper) and physical simulation (lower) of parity calculator output for a
total feedfack delay of (a) 3 bits, (b) 4 bits, (c) 5 bits, and (d) 6 bits.

bits. In these simulations, the average power of IN and CLK was −10 dBm
and −13 dBm, respectively. The optimum relative delay between IN and CLK
was 28 ps, which is slightly surprising considering the analytic results presented
in section 4.1.2. There, the phase shift induced on a counter-propagating probe
was found to peak at the output a time 2L/vg after the delta-function pump
pulse was launched from the opposite facet. This means that the a probe pulse
should be injected L/vg = 13.2 ps after the pump pulse to sample the maximum
phase shift, which corresponds to the probe pulse entering the SOA as the pump
pulse exits. However, in this simulation the pulses have finite widths (20 ps),
which implies that the phase response functions, illustrated in Fig. 4.7, should be
convoluted with the pump pulse in order to obtain the phase shift imposed on the
counter propagating probe. This clearly broadens the response, which increases
the optimum delay of the CLK signal. Physically, this corresponds to delaying
the probe pulse until the entire3 pump pulse has left the SOA.

The quite large relative delay between IN and CLK puts very demanding
restrictions on the TOF of the external part of the feedback loop. Adding up
the total internal latency amounts to 28 ps for the relative IN/CLK delay +
1.2 mm/vg (= 13.2 ps) + 0.4 mm/vg (= 4.4 ps) for the propagation delay of the
1.2 mm long interferometer arms and the 400 µm long SOA #2, respectively.
This gives a total delay of 45.6 ps, relative to the time the first pulse in the
IN signal entered SOA 30. This leaves only 54.4 ps for the external feedback
at 10 Gb/s, if an adjacent-bit parity checker is to be realized. Fig. 8.23 (a)
and (b) show IN and the corresponding output, F, for a single-bit delay at 10
Gb/s, obtained by introducing an external delay of 54.4 ps. By inspection it may
be verified that Fig. 8.23 (b) represents the accumulated parity of Fig. 8.23 (a).
From the calculation of the internal delay above, only 4.4 ps is left for the external
delay at 20 Gb/s, which is not realistic in practice. Moreover, due to distortions
introduced by patterning effects at 20 Gb/s, it turns out to be advantageous
for the feedback signal to arrive a few picoseconds early, which actually reduces

3This is a slightly simplistic view, since the carrier recovery actually begins before the pulse
has completely left the SOA.
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Figure 8.23: Simulation of adjacent-bit parity calculation at 10 Gb/s (a,b) and 20 Gb/s (c,d). Input
signals (a,c) and accumulated parities (b,d).

the external delay to 1 ps. The results, in the shape of input and output pulse
patterns, are shown in Fig. 8.23 (c) and (d), respectively.

The simulations of the adjacent-bit parity calculator above show that oper-
ation at 20 Gb/s is not possible with a MZI of the dimensions proposed here.
Reducing the length of the interferometer arms reduces the internal latency, while
at the same time alleviating the transit-time effects. On the other hand, the ef-
fective carrier lifetime increases, and will become the limiting factor if the arm
length is decreased sufficiently, as illustrated in Fig. 4.5 (a). Thus, the interfer-
ometer arm length is a subject for optimization.

As explained in section 8.1.4, a misalignment of timeslots at the input of a
MZI-XOR gate leads to distortion of the output pulses. When feeding the dis-
torted output back to the input, the distortion will either accumulate or stabilize,
depending on the amount of initial distortion. This is investigated by varying the
external delay around the optimum at 10 Gb/s. The result is given in Fig. 8.24 as
the ER of the adjacent-bit parity output vs. the delay relative to 54.4 ps. An ER
' 10 dB can be maintained for a relative delay between −4 ps and +8 ps, giving
a total synchronization tolerance of 12 ps. This value has been found to depend
highly on the input power to port 40, and the power giving rise to the best ER
for perfect synchronization does not necessarily provide the best synchronization
tolerance. However, the 12 ps represents the highest obtained value.

8.3 Summary

This Chapter reviewed the current state of all-optical logic, and presented ex-
perimental examples of logic gates and functionalities, based on SOA-based MZI
gates.

Implementations of the Boolean logic gates NOT, OR, AND, and XOR were
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Figure 8.24: Tolerance towards variation of feedback delay for adjacent-bit operation at 10 Gb/s.

discussed with special attention to the realization by MZIs. In particular, logic
AND was demonstrated at 20 Gb/s, whereas the XOR function was investigated
at 10 Gb/s, using RZ as well as NRZ input data, with CW and pulsed probes.
A pulsed probe ensures that the pulse shape and width is maintained across
the gate, which is critical for the cascadability of logic gates. Whereas operation
with RZ data works well, NRZ input data introduces a form of pattern dependent
jitter, which is particularly pronounced if the carrier lifetime is high. Employing
a pulsed probe in connection with NRZ input data enhances the performance
considerably, at the expense of NRZ → RZ format conversion.

The tolerance of a MZI-XOR gate towards synchronization of RZ input data
was investigated numerically at 40 Gb/s. The results depend on the passive phase
shift between the arms of the interferometer, since this leads to a necessary asym-
metric biasing. For a passive phase shift of π, the bias currents are symmetric,
and the ≤ 1 dB power penalty tolerance becomes ≈ ±2 ps. Asymmetric bias cur-
rents reduce the tolerance if the signal to the ’slow’ arm (low current) is lagging
the signal to the ’fast’ arm (high current). This was verified experimentally at
10 Gb/s.

Logic functionalities involving more than a single Boolean gate have been
demonstrated with all-active MZIs. A 3-input XOR gate for parallel or serial
parity calculation/checking was demonstrated at 10 Gb/s by cascading two 2-
input MZI-XOR gates. The same setup was used to demonstrate all-optical data
encryption/decryption. In another scheme, bit-pattern recognition in segments
of data was demonstrated at 10 Gb/s by implementing a logic function combin-
ing AND and XOR in a single MZI. Finally, the potential for implementing an
all-optical adjacent-bit parity calculator/checker, capable of providing the par-
ity bit of a data word by launching it only once into a MZI-based circuit, was
investigated. This required using the peripheral SOAs as amplifiers for the feed-
back signal, which was illustrated experimentally. Simulations revealed a bitrate
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limitation for adjacent-bit operation of below 20 Gb/s, due to a combination of
internal latency in the chip and counter-propagation induced transit-time effects.
The requirement of an isolator in the feedback path poses another problem, which
may be resolved by using the DOMO-MZI.



Chapter 9

Conclusions

It has been argued that a potential increase of the line rate, from the current
maximum of 10 Gb/s to 40 Gb/s and beyond, offers a reduction in the cost
per bit. For this reason alone, it is very likely that implementation of 40 Gb/s
systems will be initiated when the telecom market recovers, since operators will
require cost-effective solutions for upgrading the network capacity, in order to
remain competitive.

With an upgrade to 40 Gb/s and beyond, it becomes increasingly advan-
tageous to move functionality from the electrical to the optical domain, since
unnecessary termination of WDM channels consumes an increasing amount of
power, and consequently takes up more space, as the bitrate increases, which is
unsustainable as the need for capacity grows. Technologies such as optical MEMS
space switches, and at a later stage, all-optical wavelength converters, regener-
ators and simple optical logic processors, provide solutions that may overcome
the limitations of optoelectronic approaches, ensuring transparency and better
scalability of future networks.

This thesis has investigated all-optical approaches to high-speed switching,
based on Semiconductor Optical Amplifiers (SOAs), theoretically as well as ex-
perimentally. The main focus of the theoretical work has been on explaining the
phenomena limiting the performance of different SOA-based switch configura-
tions, in terms of speed, and point to potential solutions. On the other hand, the
experimental studies have primarily aimed at demonstrating functionality and
providing a means of verifying trends observed theoretically. Combining the two
disciplines has been an invaluable help, since the modeling has benefitted from
laboratory experience, and vice versa.

The basis for the theoretical work was described thoroughly in the beginning
of the thesis. Then, a simpler model was employed to analytically investigate the
small-signal response of a continuous wave (CW) probe signal co-propagating
or counter-propagating through an SOA with a modulated control signal. The
influence of waveguide loss on the evolution of the modulation bandwidth was
analyzed, and analytical formulas for the bandwidth were given for both co-
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and counter-propagating signals. Large-signal modeling of cross-gain modulation
(XGM) was shown to comply with the small-signal modeling. In particular, for
co-propagation, small-signal modeling predicted a −3 dB bandwidth of 70 GHz
for a 3 mm long SOA, and the power penalty of cross-gain modulated probe at
80 Gb/s decreased to a minimum around 4.5 dB at a length of 3.5 mm. However,
for longer SOAs, ASE was found to limit the performance, which cannot be
predicted by a small-signal analysis. An equivalent analysis confirmed small-
signal predictions that the modulation bandwidth is reduced to below 40 Gb/s
when the signals counter-propagate.

Patterning effects were introduced and divided into linear and nonlinear con-
tributions, where the former is related to the finite rate of carrier recovery, and
the latter to the effect of saturation. It was argued that linear patterning can
be completely compensated for by employing the so-called differential control
scheme, and that nonlinear patterning may be alleviated using holding beam
techniques.

Three types of interferometric switches, the MZI operated in standard-mode
(SM-MZI), differential-mode (DM-MZI), and the Delayed-Interference Signal Con-
verter (DISC) were investigated numerically at 80 Gb/s. Compared to XGM, the
SM-MZI switch represents a significant improvement due to the nonlinear trans-
fer function, which provides an enhanced extinction ratio. As an example, the
minimum power penalty obtained with 2 mm long SOAs was reduced from 7 dB
to 3.5 dB. The limiting factor for the SM-MZI switch is the linear patterning
effects, which manifest as intersymbol interference. Operating the MZI in the
differential mode, by launching a delayed and attenuated copy of the data signal
into the other interferometer arm, the trailing edge of the phase response may
be cancelled out, thus eliminating linear patterning effects. In this case, the per-
formance is limited by the remaining nonlinear patterning, which materializes as
fluctuations of the mark-level.

The DISC is found to be fundamentally different from the DM-MZI in several
regards. The phase response in the arms of the asymmetric MZI (AMZI) are
equal, and thus the trailing edges do not fully cancel. As a consequence, a
detrimental satellite pulse is introduced after each switched pulse. The amplitude
of the satellite pulses may be reduced by limiting the input data power, but this
is at the expense of the switched output power. However, due to a very effective
ASE filtering, compared to the DM-MZI, the low output power from the DISC
translates into an acceptable OSNR. An analytical expression for the ratio of
transmitted ASE power for the DM-MZI and DISC switches was presented, and
the ratio was found to be around 10 dB, independently of the bitrate. In my
personal opinion, the comparison of the DM-MZI and DISC switches is one of
the main results of the thesis.

Using the DISC as an example, analytical formulas relating the parameters
of the SOA and AMZI to the obtainable small-signal bandwidth were derived.
A bandwidth enhancement factor, was defined as the factor by which the AMZI
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improves the small-signal modulation bandwidth of an SOA, and the factor was
expressed analytically. A new approach to small-signal analysis, based on the
analysis of the field envelope, was presented and applied to all-optical switches
based on a single SOA and an optical filter. This approach provided a convenient
means of analyzing the effect of an arbitrary filter on the small-signal frequency
response. In particular, the importance of the filter phase response was demon-
strated by showing that the bandwidth enhancement effect of the asymmetric
MZI filter relies on a discontinuous phase shift of π. Moreover, for a filter with a
continuous phase response, such as e.g. a Band-Pass Filter (BPF), it was shown
that the highest bandwidth is obtained by suppressing one of the sidebands. The
predictions of the small-signal analysis should be regarded as upper limits, since
nonlinear patterning and the OSNR degradation that follows from e.g. detuning
a filter at the output of an SOA, was not included in the analysis. For all filter
types, and particularly for BPFs, a clear trade-off between modulation bandwidth
and OSNR exists.

The small-signal analysis of the DISC and the generalization to arbitrary
filters is considered a main result of the thesis.

Following the theoretical description, an account for the experimental results
obtained with wavelength converters was given. A simple wavelength converter
based on a single SOA and a commercially available BPF, detuned 0.5 nm towards
the blue side of the probe spectrum, was demonstrated at 40 Gb/s with only 3 fJ
of data pulse energy. The data polarity and the RZ format was preserved, and the
experiment verifies the theoretical predictions based on the small-signal analysis.
An active-passive and an all-active MZI, both operated in the standard-mode,
were demonstrated at 40 Gb/s with good results in terms of fast response and
large tunability. For the all-active MZI, a narrow BPF, slightly detuned towards
the blue-side of the spectrum, enhanced the response and provided narrow pulses
for the converted signal. An attempt was made at realizing 80 Gb/s standard-
mode wavelength conversion with an all-active MZI with subsequent pulse shap-
ing by a narrow BPF, but a bit error-rate (BER) floor at 10−9 was encountered
due to a low extinction ratio. The all-active MZI was also used to demonstrate
2x20 Gb/s to 40 Gb/s WDM-to-OTDM translation and multiplexing with good
results. A numerical investigation, using the two-dimensional FD-BPM, of the
dual-mode (DOMO) wavelength converter operated in XGM, was presented. Due
to the inherently larger cross-section area of a dual-mode waveguide, the DOMO
wavelength converter is found to be slightly inferior compared to the single-mode
SOA, since the gain recovery time scales with the optical area. One of the claimed
advantages of the DOMO wavelength converter is its ability to ’convert’ to the
same wavelength. However, for small wavelength detunings between the data and
probe signals a mode-beating induced cross-talk mechanism was identified, and
found to be detrimental for detunings below a certain critical detuning, which was
expressed analytically. The cross-talk mechanism is able to explain previously
published experimental results. The effect of transverse carrier diffusion was in-
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vestigated and found to reduce the cross-talk by averaging out asymmetries in
the carrier distribution. It was concluded that the effect of cross-talk could be
reduced by employing DOMO-SOAs in an interferometer, since this reduces the
required data power, and thus the absolute cross-talk power.

All-optical 2R and 3R regeneration was also addressed theoretically and ex-
perimentally. The principle of 2R regeneration - reshaping - and the influence
of the gate nonlinearity on the accumulation of the BER was explained. In par-
ticular, it was noted that a regenerator, regardless of the nonlinearity, cannot
reduce the BER. The validity of single-regenerator experiments was discussed,
and it was concluded that a single regenerator does indeed provide insight into
the noise redistributing properties of a nonlinear gate, as long as a noise source
is inserted between the gate and the receiver. To some extent this will always
be the case, since the receiver itself adds noise. The reshaping capabilities of
an active-passive MZI was verified at 10 Gb/s, and the tolerance of an all-active
MZI-based 3R regenerator towards accumulated chromatic dispersion was ana-
lyzed, also at 10 Gb/s. Moreover, a 3R regenerator consisting of a cascade of a
XGM wavelength converter and an active-passive SM-MZI, was evaluated at 40
Gb/s in a recirculating loop experiment. After 50 laps of 80 km, a power penalty
of 4 dB was recorded. For regenerators based on interferometric switches, such
as e.g. the MZI, regeneration is accompanied by wavelength conversion, which
may present a problem for some applications. A novel type of pass-through 2R
regenerator, based on a compact all-active 2x2 Multi-Mode Interference (MMI)
coupler, where regeneration is not accompanied by wavelength conversion, was
evaluated at 10 Gb/s, and the reshaping effect was verified through BER mea-
surements. Furthermore, a subsystem capable of extracting the 40 GHz harmonic
from a 40 Gb/s NRZ signal was demonstrated by exploiting Self-Phase Modula-
tion (SPM) and Cross-Phase Modulation (XPM) in a 4 mm long SOA, combined
with Phase Modulation (PM) to Amplitude Modulation (AM) conversion in a de-
tuned BPF. Operation at 40 Gb/s was enabled by the use of an intense holding
beam.

Finally, implementation of the Boolean logic gates, and realization of optical
logic functionalities involving combinations of Boolean gates, was discussed and
illustrated through simulations and experiments. In particular, an all-active MZI
was used to demonstrate Boolean logic AND at 20 Gb/s, and XOR at 10 Gb/s,
using both RZ and NRZ input data. XOR operation with RZ data works well,
and power penalty-free operation at 10 Gb/s was demonstrated, whereas NRZ
input data introduces a pattern dependent jitter. The tolerance of a MZI-XOR
gate towards synchronization of RZ input data was investigated numerically at
40 Gb/s. The result was found to depend on the passive phase shift between
the interferometer arms, since this determines the level of asymmetry of the
gains in the two arms. For a passive phase shift of π, the bias currents are
symmetric, and the ≤ 1 dB power penalty tolerance is found to be ≈ ±2 ps.
For asymmetric bias currents the tolerance is smaller if the signal to the ’slow’
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arm (low current) is lagging the signal to the ’fast’ arm (high current). This was
verified experimentally at 10 Gb/s.

Functions made up of several Boolean gates were demonstrated with all-active
MZIs. A 3-input XOR gate for parallel or serial parity calculation/checking was
demonstrated at 10 Gb/s by cascading two 2-input MZI-XOR gates. The same
setup was used to demonstrate all-optical data encryption/decryption. In addi-
tion, bit-pattern recognition in data segments was demonstrated at 10 Gb/s by
implementing a logic function combining AND and XOR in a single MZI. Fi-
nally, an all-optical adjacent-bit parity calculator/checker, capable of providing
the parity bit of a data word by launching it only once into a MZI-based circuit,
was investigated. Adjacent-bit operation was found to be limited to below 20
Gb/s, due to a combination of internal latency in the chip and counter propaga-
tion induced transit-time effects. The requirement of an isolator in the feedback
increases the latency further, but by employing a DOMO-MZI the isolator may
be avoided.

Just a few years back, integrated SOA-based MZIs were obvious choices for
possible implementation of optical signal processing. However, new solutions
have emerged, such as e.g. the PD-EAM, which appears very attractive in terms
of footprint, power consumption, and performance. Moreover, progress in exist-
ing technologies, such as PPLN waveguides, is making these approaches realistic
alternatives for e.g. wavelength conversion. Nonetheless, SOA technology re-
mains one of a few serious candidates for future commercialization. A number of
challenges must be faced before SOA-based devices can be turned into products.
Since optical signal processing is unlikely to offer significant cost savings at 40
Gb/s, optical solutions may need to operate at 80 or 160 Gb/s to make economic
sense. At bitrates of this magnitude nonlinear patterning effects pose a serious
challenge, and additional research is needed to solve this problem. As mentioned
in Chapter 5, exploiting the correlation between the pulse energy, chirp, and
polarization state of pulses switched by an SOA-based configuration could po-
tentially eliminate nonlinear patterning, and pave the way for ultra-high speed
all-optical signal processing with SOA-based devices.



Appendix A

Model interfaces

The interfaces to the switch model are shown in the block diagram in Fig. 3.1,
and include an optical input signal generator, a signal processing toolbox, and a
receiver model. In the following the contents of the three blocks will be reviewed.

A.1 Optical input signals

The signal generator part generates up to 4 independent optical signals, one per
input/output of the switch. The options for each input signal is listed in Table
A.1 where A/N denotes "any number". The entries in Table A.1 should be self-
explanatory.

Apart from the parameters in Table A.1, the relative timing of the 4 in-
put signals may also be adjusted. This is crucial for simulating e.g. the MZI
differential-mode of operation, 3R regeneration and logical functionalities, and
will be used extensively in Chapters 5 and 8. When operated in the differential-
mode, where the data signal is launched into both port 30 and 40, the ’Average

Parameter Value
Average power A/N (dBm)
OSNR A/N (dB)
Wavelength 1490-1590 nm
Bitrate A/N
Data format RZ/NRZ/CW
Pulse shape (RZ) Gauss/Sech2/Square
Pulse width (RZ) 0-1/Bitrate (ps)
Data type PRBS/Clock/Code word
PRBS pattern length 2n − 1. n = 3 - 9
Rise/fall time (NRZ and RZ square) 0-1/Bitrate (ps)
Extinction ratio >0 dB

Table A.1: Options for signal generator
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Figure A.1: Illustration of MZI switch with optional fiber spans and filters at the input and output.

power’ entry in Table A.1 for input port 40 is replaced by a ’relative attenuation
compared to input 30’, which allows for simpler optimization.

A.2 Signal processing toolbox

The signal processing toolbox is capable of propagating the input signals on fiber
before they are launched into the all-optical switch, which is either a MZI or
a single SOA, as well as propagate the switched signal, in order to simulate the
effect of chromatic dispersion. In the treatment of the signals, fiber nonlinearities
and loss is neglected, and consequently the effect of dispersion on the complex
field amplitude is governed by the operation [48]

Aout(t) = F
−1
·
F {Ain(t)} exp(−j Dλ2

4πc0
ω2L)

¸
(A.1)

where Ain(t) is the field envelope at the input of the fiber, and Aout(t) is the
corresponding output after propagating a distance L on a fiber with dispersion
parameter D. Nonlinear effects may be introduced in a straight-forward manner
by using a split-step approach [48].

As illustrated in Fig. A.1, the optional fiber spans may be placed before input
30 and at the output, but when the MZI is operated in the differential-mode, the
dispersed signal is injected into port 40 as well. Since narrowband filtering has
a beneficial effect on dispersed signals, the output of the fiber may be passed
through an optional filter before entering the MZI. If the OSNR is finite the
width of the filter should be equal to ∆λF , cf. eq. (3.48), but is otherwise
unrestricted. At the output of the MZI, another optional filter of width ∆λPS
shapes the switched pulses (PS : pulse shaping).

The dispersion parameter D and the fiber length L can be set independently
for the two fibers spans, i.e. D = Dpre and L = Lpre for the input span, and
D = Dpost and L = Lpost for the output fiber. For the optional filtering at the
input and output, a total of six filter shapes have been implemented: Lorentzian
(Lor), Gaussian (Gaus), Trapezoid (Trpz), Square (Sqre), second-order Polyno-
mial on a logarithmic scale (LogPoly), and Asymmetric MZI (AMZI), where the



A.3. RECEIVER MODEL 205

Parameters/Filter shapes Lor. Gaus. Trpz. Sqre. LogPoly AMZI
∆λBW (nm) x x x x x -
∆λDET (nm) x x x x x -
Gauss-order - x - - - -
Decay (10n dB/decade) - - x - - -
Suppression ratio (dB) x x x x x -
AMZI phase offset (u.o.π) - - - - - x
AMZI rel. delay (ps) - - - - - x
AMZI output coupling - - - - - x

Table A.2: Available filter types and parameters

parentheses correspond to the abbreviations in Table A.2, which summarizes ad-
justable parameters for the different filter shapes. A ’x’ in Table A.2 indicates
that a parameter applies to the particular filter.

In the table, ∆λBW and ∆λDET are the bandwidth (FWHM) and detuning
from the carrier, respectively, which apply to all filter types except the AMZI.
The Gauss-order sets the order of the super-Gaussian filter shape, Decay is the
slope, in multiples of 10 dB/decade of the Trapezoid filter, the suppression ratio
sets the maximum contrast between the maximum and minimum transmission of
all the BPFs, and the phase offset, relative delay, and output coupling ratio of
the AMZI obviously only apply to the AMZI filter.

A.3 Receiver model

A simple model for calculating the Bit Error-Rate (BER) in a direct detection
system consisting of an ideal photodiode, an electrical low-pass filter, and a sam-
pling/decision circuit, is presented. The noise terms responsible for erroneously
detected bits are listed, and the method for determining the optimum sampling
time is explained.

Without optical amplification, there are two contributions to the noise inci-
dent on the photodiode: thermal noise and shot noise from the incident signal.
These may be described in terms of the corresponding variance of the Equivalent
Photo Current (EPC) [158]

σ2th = NthBe (A.2)

σ2s−shot = 2eBeis (A.3)

where Nth is the thermal noise spectral density, Be is the bandwidth of the
electrical filter, e is the elementary charge, and is is the EPC of the input signal
power Pin(t), defined as is = |[RrecPin(t)]⊗ hrec(t)| , where hrec(t) is the impulse
response corresponding to the transfer function Hrec(f) of a 4th order Bessel
low-pass filter

Hrec(f) =
105

105 + 105s+ 45s2 + 10s3 + s4
(A.4)
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Here, s = 2.11j f
Be
, which leads to a -3 dB electrical power bandwidth of Be. If

an optical amplifier, as e.g. an SOA, precedes the photodiode three additional
noise terms come into play, namely shot noise from spontaneous emission, signal-
spontaneous beat noise, and spontaneous-spontaneous beat noise, here quantified
by the variances of the EPC [158]

σ2sp−shot = 2eBeisp (A.5)

σ2s−spon = 4isisp
Be

Bo
(A.6)

σ2sp−sp = i2spBe
2Bo −Be

B20
(A.7)

Here, isp is the EPC of the ASE power, i.e. isp = |[RrecPsp(t)]⊗ hrec(t)| , where
Psp(t) is the ASE power in the optical bandwidth Bo. Expressing Psp as Psp =ePspB0, where ePsp is the spectral density of the ASE, it becomes clear that σ2sp−shot
and σ2sp−sp may be reduced by filtering the ASE as tightly as possible, whereas
σ2s−spon is independent of Bo. For a non-preamplified receiver as the one described
here, the thermal noise σ2th and signal-spontaneous beat noise σ

2
s−sp dominate,

but including all the five terms the total noise variance becomes

σ2tot = σ2th + σ2s−shot + σ2sp−shot + σ2s−spon + σ2sp−sp (A.8)

Assuming that the noise distributions are Gaussian, the minimum BER may
be approximated with [158]

BER =
1√
2π

exp(−Q2/2)
Q

(A.9)

where the Q value is defined as

Q =
is,1 − is,0q

σ2tot,0 +
q
σ2tot,1

(A.10)

with is,0, is,1, σ
2
tot,0, and σ2tot,1 being the EPCs and the total noise variances

corresponding to the "0" and "1" levels of the signal, respectively, for a specific
delay of the sampling process. In order to find the optimum sampling delay,
corresponding to sampling where the eye diagram is the most open, the expected
bit sequence is first identified in the incoming signal, and the Q value is calculated
for the 1st sample of the 1st timeslot, 1st sample of the 2nd timeslot, etc, and 2nd

sample of the 1st timeslot, 2nd sample of the 2nd timeslot, etc. For each delay
the lowest Q value, corresponding to the most pessimistic eye opening for that
particular delay, is noted, and the highest of these Q values is used to calculate
the BER. This way the BER is based on the worst-case eye opening, i.e. the
lowest "1" level and the highest "0" level, but sampled with the optimum delay.

By attenuating the signal and ASE power and recalculating the optimum
BER repeatedly, the receiver sensitivity at BER = 10−9, i.e. the input signal
power corresponding to a BER of 10−9 (Q ≈ 6), is identified.
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Gain model

The material gain model is taken from Agrawal and Dutta [104], and includes
contributions from recombination of electron-light hole, as well as electron-heavy
hole pairs

g(λ,N) = glh(λ,N) + ghh(λ,N) (B.1)

Both contributions are given by

gγ(λ,N) =
e2 |Mb|2 λ

4π2ε0m2
0nac

2
0

ργ(λ) (fc(Ec,γ) + fv(Ev,γ)− 1) (B.2)

where γ = lh, hh, m0 is the free electron mass, na is the refractive index of the
active region, |Mb|2 is the average matrix element for the Bloch states, ργ is the
joint density of states, and fc and fv are the Fermi distributed occupation prob-
abilities of electrons and holes in the conduction and valence bands, respectively.
The arguments to the Fermi functions are the energies of the electrons Ec,γ and
holes Ev,γ , which form electron-hole pairs satisfying the ∆k = 0 selection rule,
with an energy difference of hc0/λ. The matrix element is given by

|Mb|2 = Eg(Eg +∆)m
2
0

6(Eg +
2
3∆)mc

(B.3)

where Eg, ∆, and mc is the bandgap energy, the spin-orbit splitting energy, and
the effective electron mass in the conduction band (parabolic bands are assumed).
The joint density of states can be expressed

ργ(λ) =

s³
h
c0
λ
−Eg

´µ8π2
h2

mr,γ

¶3
(B.4)

with mr,γ being the reduced masses

mr,γ =
mcmv,γ

mc +mv,γ
(B.5)
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and mv,γ is effective light-hole or heavy-hole mass. The Fermi distributions are

fc(Ec,γ) =

µ
exp

µ
Ec,γ −EqF,c

kBT

¶
+ 1

¶−1
(B.6)

fv(Ev,γ) =

µ
exp

µ
Ev,γ −EqF,v

kBT

¶
+ 1

¶−1
where kB is the Boltzmann constant, T is the absolute temperature, and Ec,γ

and Ev,γ are the electron and hole energies, which can be expressed

Ec,γ =
mr,γ

mc

³
h
c0
λ
−Eg

´
Ev,γ =

mr,γ

mv,γ

³
h
c0
λ
−Eg

´
(B.7)

The quasi-Fermi levels EqF in (B.6) are approximated by the empirical formulas

EqF,c = kBT

lnµ N

Nc

¶
+

N

Nc

Ã
64 + 0.05524

N

Nc

Ã
64 +

r
N

Nc

!!−1
4


EqF,v = kBT

lnµ N

Nv

¶
+

N

Nv

Ã
64 + 0.05524

N

Nv

Ã
64 +

r
N

Nv

!!− 1
4

(B.8)
where Nc and Nv are the effective density of states

Nc = 2

µ
2πmckBT

h2

¶3/2
(B.9)

Nv = 2

µ
2πkBT

h2

¶3/2 ³
m
3/2
v,lh +m

3/2
v,hh

´
and N is the carrier density, under the assumption of charge neutrality, i.e. equal
hole and electron concentration in the active region. The temperature T enters
explicitly into (B.6) and (B.9). In steady state operation, recent measurements
show that the temperature is a linear function of the carrier density N [220]

T = aTN + T0 (B.10)

with parameters aT = 52 · 10−24 K
m3 , and T0 = 230 K. Since this may not be

an accurate description for dynamic calculations, the feature can be turned on
and off from the input files. The bandgap energy Eg shrinks at high carrier
concentrations due to an increasing overlap of the electronic wave functions [104]

Eg = e
³
Eg,0 − 1.3 · 10−10N1/3

´
(B.11)
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where Eg,0 is the bandgap energy at zero doping

Eg,0 = e
¡
1.35− 0.72Y + 0.12Y 2¢ (B.12)

and Y is the mole fraction of As in lattice matched In1−XGaXAsY P1−Y . The
mole fraction Y ofGa is connected toX through the lattice matching requirement

X =
0.4526Y

1− 0.031Y (B.13)

The mole fractions are calculated based on the desired bandgap energy, and
once they are known the band structure parameters introduced above can be
determined as [104]

na =
p
(1− Y ) (8.4X + 9.6 (1−X)) + Y (13.1X + 12.2 (1−X))

∆ = e
¡
0.11 + 0.31Y − 0.09Y 2¢

mc = (0.080− 0.039Y )m0

mhh = ((1− Y ) (0.79X + 0.45 (1−X)) + Y (0.45X + 0.4 (1−X)))m0

mlh = ((1− Y ) (0.14X + 0.12 (1−X)) + Y (0.082X + 0.026 (1−X)))m0

(B.14)
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Implementation of numerical
models

In this appendix, details about the implementation of the one and two dimen-
sional models, described in Chapter 3, are provided. The one-dimensional model
includes ASE, which propagates in both directions, and this requires an itera-
tive approach before the carrier density in each section attains a stable value.
The two-dimensional model does not include ASE, and if diffusion is turned off,
Dx = 0, the steady-state carrier density associated with a specific grid point only
depends on the intensity at this point. However, for Dx 6= 0, the carrier density
at that point also depends on the density in the neighboring points, which again
calls for an iterative approach.

C.1 One-dimensional model

The dynamic input signals always begin with a number of logic "0"s, where the
exact number is an input parameter to the model. Based on the average power,
data format, rise/fall time for NRZ, pulse shape for RZ, pulse width for RZ, and
extinction ratio, the steady-state power corresponding to a logic zero is calculated.
This result represents the initial condition for obtaining the steady state solution.
As shown in the left part of the flow chart in Fig. C.1, the calculated power, as
well as all SOA-specific parameters such as physical dimensions, confinement
factor, and bias currents, are inputs to the process labeled "Propagate 1 time
step". The process propagates all input signals one time step through SOA #i of
the MZI structure, and is repeated for all 6 SOAs. The time step assumes a value
much larger than the transit time ∆t of a single section, in order to accelerate
convergence towards a steady-state solution.

The propagation step contains several sub steps, which is illustrated in Fig. C.2.
First, based on the input power to each section j of SOA i at the time t−∆t, the
single-pass gains and phase changes of all Nz sections are calculated. This is done
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Figure C.1: Flow chart of the algorithm. The static part to the left obtaines a steady-state solution,
before the input signals become dynamic in the right part of the figure.
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Figure C.2: Flow chart of the propagation procedure.

very fast, since, as a start-up procedure, the program creates dense (N,λ) look-up
tables for the material gain and spontaneous-emission factor. Then, the existing
signal powers, ASE spectra, and carrier densities at each section boundary are
copied, before the optical powers are updated using the newly calculated section
gains and phase shifts. Finally, the carrier densities are updated, using the old
values to calculate the time derivative. If the MZI contains less than 6 SOAs, the
missing amplifiers are simply made transparent by setting the single pass gain in
all sections to unity. Only phase changes stemming from the propagation itself
are included.

As illustrated in Fig. C.1, propagation of the signal powers corresponding to
t = 0 is repeated until the carrier density in all sections of the MZI has converged.
This is obtained by requiring

X
i

X
j

¯̄̄̄
¯Ni,j −Nold

i,j

Nold
i,j

¯̄̄̄
¯ < K (C.1)

where K is chosen significantly low.
The input signals now become time dependent, and the arrow is followed to

the right part of the flowchart in Fig. C.1. Here, the simulation procedure is
repeated with a time step equal to ∆t, until the time exceeds the duration of the
input signal. As shown in Fig. C.1, the fields and ASE powers can be saved with
a user defined (approximate) resolution ∆t0.

The transit time ∆t of one section is the elementary time constant, as all time
spans are integer multiples of ∆t. This means that no phenomenon varying on a
time scale smaller than τ can be resolved. However, this is not a limitation, since
∆t can be made infinitely small by simply increasing Nz. The real limitation
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comes from the fact that only interband carrier dynamics is taken into account,
which set a lower limit for the pulse width, given by (3.1). The integration of the
carrier rate equation is approximated by the linear expression in the bottom of
Fig. C.2, which is good approximation as long as ∆t is significantly smaller than
the time scale on which the carrier density varies.

C.2 Two-dimensional model

An overview of the algorithm of the two-dimensional model given by the flowchart
in Fig. C.3. Based on the definition of the two-dimensional refractive index the
lateral confinement factor Γy is calculated, as outlined in section E.2. Moreover,
the transversal input field distributions are calculated as eigenmodes of an access
waveguide with user-defined dimensions.

For dynamic calculations the approach is similar to what was described in sec-
tion C.1 The field distributions of the control signal and the probe are launched
into the multi-moded waveguide containing power corresponding to a logic zero
and the fixed CW power, respectively. The carrier density profile of the first row
j = 0 is calculated based on the input distributions, and the corresponding gain
and phase changes are used to propagate the field to the second row, etc. When
the field have propagated through the structure twice, it is tested whether the
carrier densities have converged, using the criterion in (C.1), where i represents
the transversal grid points in the core of the waveguide. The fields are propagated
through the structure until the criterion is fulfilled.

Propagation of the dynamic signal is handled in the same way as in the
one-dimensional model, except that the retarded time frame (3.58) allows for
propagating the time-incremented input signal through the entire structure.
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Figure C.3: Flow chart of the two-dimensional model.



Appendix D

Simulation parameters

Here, simulation parameters not specified in the text for the one- and two-
dimensional models, and the receiver model, are provided.

D.1 One-dimensional model
Parameter Symbol Unit Value
Mode index n - 3.2
Group index ng - 3.3
Differential core index ∂ncore/∂N m−3 -2 · 10−26
Reference wavelength λr µm 1.55
Reference carrier density Nr m−3 1.5 · 1024
Bandgap energy (hc0/Eg,0) λg,0 µm 1.57
Free electron mass m0 kg 9.11 · 10−31
Loss coefficients a1_1 m−1 5600
a1 = a1_1 − a1_2L a1_2 m−2 1.33 · 106
a2 = a2_1 − a2_2L a2_1 m2 4.35 · 10−21

a2_2 m 1.33 · 10−18
a3 m−1 3 · 103

Recombination coefficients c1 s−1 1 · 108
c2 s−1m3 9 · 10−16
c3 s−1m6 5 · 10−41

Coupling ratios r1 - 0.50
r2 - 0.50

r
0
3 - 0.50

r
0
4 - 0.50

Power reflection coefficients R1 - 0
R2 - 0

Temperature T K 293
ASE spectrum resolution ∆λ nm 10
Coupling loss ξL dB 0
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D.2 Two-dimensional model
Parameter Symbol Unit Value
Differential gain ∂g/∂N m2 5 · 10−20
Linewidth enhancement factor α - 5.0
Carrier density at transparency Ntr m−3 1 · 1024
Loss coefficient al m−1 3 · 103
Recombination coefficients c1 s−1 1 · 108

c2 s−1m3 9 · 10−16
c3 s−1m6 5 · 10−41

Cladding index nclad - 3.17
Reference index n0 - 3.17
Number of transversal grid points Nx - 97
Propagation step ∆z µm 1.0
Fundamental transversal grid size dcore µm 0.10
Maximum transversal grid size increase Rmax - 2.0
Group refractive index ng - 3.3

D.3 Receiver parameters

Parameter Symbol Unit Value
Thermal noise spectral density σ2th A2Hz−1 2.2 · 10−22
Electrical −3 dB bandwidth Be − Bitrate
Photodiode responsivity Rrec A/W 1.0



Appendix E

Effective index method

The effective-index method (EIM) is a way of solving a 2D waveguide problem
by dividing it into two 1D problems. In the present context the EIM will be
used to eliminate one of the dimensions of a rectangular waveguide. This is
done by ascribing an effective index to every point on the remaining axis, in
order to account for the wave-guiding in the eliminated dimension. Eliminating
a dimension reduces the level of complexity, and consequently the amount of
CPU-time necessary for obtaining a result. It is important to stress, however,
that the EIM is an approximation, which means that the reduction of complexity
comes at a price.

E.1 Derivation of eigenmodes

The starting point is the scalar wave equation introduced in (3.54)

∇2E + n2k20E = 0 (E.1)

where E is the Fourier transform of the electric field, and n is the refractive index,
which is assumed to be a real number, corresponding to a passive waveguide.
The free-space wave number k0 is defined as k0 = 2π

λ0
, λ0 being the free-space

wavelength. The electric field is assumed to be separable in x and y as in (3.51)

E = φ(y)ψ(x) exp(iβz) (E.2)

where β is the propagation constant. By using the method of separation of
variables, and assuming that the refractive index profile is z−invariant, (E.1) can
be expanded to

∂2φ

∂y2
+ k20

£
n2(x, y)− n2eff (x)

¤
φ = 0 (E.3)

∂2ψ

∂x2
+ k20

£
n2eff (x)− n2

¤
ψ = 0 (E.4)
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The effective index neff is the separation variable, and n =
β
k0
is the mode-index

of a specific eigenmode. A waveguide with a rectangular cross section of (W,H)
will now be considered. The longest dimension W is along the x-axis, which
means that (E.3) must be solved for the effective index for all values of x [221].
The general solution of (E.3) is given by

φ(y) =

½
A1 cos(κyy) +B1 sin(κyy) ; |y| ≤ H/2

A2 exp
£−γy(|y|−H/2)

¤
; |y| > H/2

(E.5)

where κy is the lateral propagation constant, γy is the lateral attenuation con-
stant, H is the height of the waveguide, and A1, A2, and B1 are arbitrary con-
stants to be determined by the boundary conditions. κy and γy are related to
the refractive indices in the following way [104]

κ2y = k20(n
2
core − n2eff ) ; γ2y = k20(n

2
eff − n2clad) (E.6)

ncore and nclad being the refractive indices of the core and cladding, respectively.
Here, H is small enough to support only the fundamental mode in the y-direction.
Since the fundamental mode is even, B1 = 0 in (E.5). The rest of the constants
are found from the boundary conditions that the electromagnetic field must obey
on any surface where the constitutive parameters undergo discontinuous changes.

Assuming the electric field is polarized along the x - axis, it is completely
tangential to the boundary, and thus φ(y) is continuous across the discontinuities
at ±H/2. The tangential z-component of the magnetic flux density H is propor-
tional to ∂φ

∂y , and is continuous as well, assuming there are is no current on the
surface [222]. These two conditions yield the eigenvalue equation that determines
the effective index

γy = κy tan(κyH/2) (E.7)

In order to find the mode-indices n̄ and the corresponding field distributions in
the x-direction, (E.4) is solved. The solution is identical to (E.5), except that
ncore, neff , andH have to be replaced by neff , n̄,andW, respectively, whereW is
the width of the waveguide. Since the electric field is perpendicular to the surface
ψ(x) is not continuous across the discontinuities, but the electric flux density D
is, which provides the following relationship, assuming

n2cladψ(±
W−

2
, y) = n2effψ(±

W+

2
, y) (E.8)

However, in the EIM the magnitude of the electric field, and its derivative,
are assumed continuous across discontinuities along both axes, although the so-
lution obtained is inaccurate around the boundaries. The problem is of minor
importance though, as long as the mode considered is well-confined (far from
cutoff).

The eigenvalue equations determining the mode-indices are
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γx = κx tan(κxW/2) even modes
γx = −κx cot(κxW/2) odd modes

(E.9)

where κx and γx are defined like (E.6) with the substitutions described above.
Now the eigenmodes in the x-direction can be found by inserting the solutions
to (E.9) into the x-equivalent of (E.5). This approach is used in section 6.4 to
calculate the input field distributions to the dual-moded SOA.

E.2 Confinement factor

From the equations in the previous section, an expression for the lateral optical
confinement factor Γy can now be found. Γy is defined as the fraction of the
modal power which overlaps with the core of the waveguide

Γy =

RH/2
−H/2 |φ(y)|2 dyR∞
−∞ |φ(y)|2 dy

(E.10)

Using (E.5) and (E.10), Γy can be expressed as

Γy =
H/2 + sin(κyH)/(2κy)

H/2 + sin(κyH)/(2κy) + cos2(κyH/2)/γy
(E.11)

This expression is used in all the simulations of the DOMO wavelength converter.
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