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Preface 

 
 

Biophotonics can be defined as the study of the interaction of light with 
biological material. With the recent advances in biomedical science, our 
understanding of the mechanisms of human health and disease has extended 
into the regime of cellular and molecular structure and function. The ability to 
image, analyze, and manipulate living tissue at this level (and to do so in a 
minimally- or noninvasive manner) has become essential for continued 
progress in biomedical research and development. Light is unique in that it 
can be utilized to perform exactly these functions; and as a consequence 
biophotonics is widely regarded as the basis for the next generation of clinical 
tools and biomedical research instruments.  
 
 
With bioimaging the impact and amount of information contained in visual 
data is going to be huge. For this reason, imaging remains one of the most 
powerful tools in biomedical research.  
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Quantifying composition of human tissues from 
multispectral images using a model of image formation 

Ela Claridge, Dzena Hidovic-Rowe, Felipe Orihuella Espina, Iain Styles 

School of Computer Science, The University of Birmingham, Birmingham B15 2TT, U.K. 
{E.Claridge,D.HidovicF.O.Espina,I.B.Styles}@cs.bham.ac.uk 

Abstract. This paper describes a novel method for quantitative interpretation of 
multispectral images. By constructing an optical model of a tissue and by mod-
elling the image formation process we predict the spectral composition of light 
remitted from the tissue. The parameters characterising the tissue are varied to 
represent the entire range of tissue instances. The modelling of image formation 
is used in place of statistical modelling in which training is performed using 
measured data with known parameterisation. In this way the method overcomes 
a common problem in medical imaging where “ground truth” data can be im-
possible to obtain. The paper shows application of the method to the recovery 
of histological parameters characterising the skin, the eye and the colon. 

1 Introduction 

Colour plays an important role in the clinical diagnosis of many conditions. However, 
the receptors in the clinician’s eye, as well as the sensors in a standard RGB camera, 
provide only a limited representation of the visible spectrum. Research in medical 
spectroscopy has shown that spectral data can yield information beyond what is pos-
sible by observation or photography. One well known example is pulse oximetry 
which uses two spectral measurements to determine blood oxygenation. Although 
very useful, spectroscopy is inherently one-dimensional and lacks the ability to show 
spatial variations, which are an important diagnostic factor. Abnormalities often show 
themselves as unexpected patterns or distortions of regular features and colours. 

Multispectral imaging can combine these two important indicators: spectral signa-
tures and spatial variations. Suitable imaging systems exist, but interpretation of mul-
tispectral data is an open problem. One common approach is spectral classification 
whose objective is to distinguish between the spectra of normal and abnormal tissues. 
Based on the classification, false-coloured “diagnostic” images are then presented to a 
clinician. However, there is a well recognised lack of enthusiasm amongst the clini-
cians for such “black box” systems. Our earlier research has shown that images which 
reveal information on the basis of which diagnosis can be formed with high confi-
dence, are much more acceptable.  

Light which enters the tissue interacts with its components, and through these in-
teractions (mainly absorption and scatter) the spectral composition of light is altered 
in a characteristic way. Thus remitted light bears an imprint of tissue properties. How 
can we derive information related to these properties from the spectra? If the parame-

MICCAI 2006 Workshop on Biophotonics Imaging 7



ters describing composition of the imaged tissue were known a priori, the spectral 
information could be correlated with these known parameter values using statistical 
analysis (e.g. multivariate techniques). A statistical model constructed through train-
ing using this “ground truth” data could be then used to estimate the parameter values 
associated with the image spectra. However, most tissues are too complex and the 
parameters of interest,  for example the level of blood supply, cannot be easily deter-
mined. Moreover, linear methods are not very appropriate in this domain because the 
light scatter in tissue makes the relationships between the tissue composition and its 
spectra highly non-linear. 

In recent years we have developed a methodology which overcomes the problem 
caused by the lack of the “ground truth” data. Instead of training a model on known 
measured spectral data, we train it on the spectral data generated by a physics-based 
model of image formation applied to an optical model of a tissue. We construct a non-
linear multi-dimensional model, parametrised by those tissue components which have 
been found to affect the spectral variability. Fortuitously, we have found that usually 
the same parameters carry diagnostically relevant information. Moreover, the analysis 
of spectral variability as a function of the parameter changes allows us to define a 
small number of spectral bands which contain the bulk of information pertaining to 
the parameters. Following image acquisition in these chosen bands, the parameters are 
recovered from the multispectral image data through the “model inversion”. The re-
covered parameter values are represented in the form of parametric maps, one for 
each parameter. The maps show both spatial variations and variations in the magni-
tude of the parameters, and have been found useful in diagnosis. 

We have applied this method of quantitative parameter recovery to multi-spectral 
images of the skin [5], the eye [6] and the colon [2]. This paper draws on that earlier 
work, explains the general principles of our method and shows examples of the clini-
cal applications.  

2 Image formation model 

Tissue model. Although in this paper we concentrate on human tissues, our method-
ology is applicable to any material which is composed of a number of optically ho-
mogenous layers occurring in a known and pre-determined order. The generic re-
quirements are that each layer’s composition and the optical properties of its compo-
nents must be known across a range of wavelengths, as must be the typical ranges of 
the layer thickness and component concentrations. Optical responses from all the 
layers under consideration must be detectable.  

Typical tissue components of interest are pigments (e.g. haemoglobins in the 
blood) and structural fibres (e.g. collagen), membranes and cells. Their optical proper-
ties are specified by the wavelength dependent factors: the refractive index, the ab-
sorption coefficient, the scatter coefficient and the anisotropy factor. These properties 
are treated as the model “constants” and have to be specified a priori. The model 
variables are typically the quantities of the above components which vary from one 
instance of the tissue to another, for example haemoglobin concentration, thickness of 
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a collagenous layer or density of collagen fibrils. These variables are the parameters 
which we would like to recover from multispectral images of the tissue. 

Light interaction model. A spectrum remitted from a tissue is the result of interac-
tion of incident light with the tissue components. Any absorbers (pigments) will at-
tenuate light at specific wavelengths, and the degree to which light is attenuated will 
depend in part on the pigment concentration. Any scatterers will selectively alter 
paths of the incident photons at different wavelengths and in this way change the 
shape of the remitted spectra. These interactions can be modelled and for a given 
tissue composition (as defined above) the corresponding diffuse reflectance spectrum 
can be computed by solving a light transport equation, normally using an approximate 
method (e.g. Kubelka-Munk). In this work we use Monte-Carlo method [4], a sto-
chastic approach which simulates the interactions of a large number of photons (of the 
order of 104-5) with tissue. It does so by computing the probability that a photon of a 
specific wavelength is reflected, absorbed or scattered in a given tissue layer. A re-
flectance curve is generated by carrying out simulations for all the wavelengths. 

Imaging system model. The final step in the model of image formation is the process 
of image acquisition. The tissue is illuminated using a light source with a given spec-
tral profile (I0(λ)). The remitted light is then separated into narrow-band spectral 
components, normally using filters with known transmission properties (Fn(λ)). The 
filtered light is recorded by a camera whose sensors (e.g. CCD) have a particular 
quantum efficiency characteristics (Q(λ)). The imaging model can be expressed as 

{ ∫ I0(λ) Fn(λ) Q(λ) dλ } n=1,…,N (1) 

3 Tissue reflectance model: the ground truth 

Given the optical model of a tissue and a method for modelling of the light interaction 
we can predict the spectra remitted from the real tissue. Further on, given a model of 
the imaging system, including spectral filter definitions, we can predict values in the 
multispectral image data. This forward model of image formation provides us with the 
means of relating tissue parameter magnitudes to image values. In section 4 we shall 
describe the methods for carrying out the inverse process, that is obtaining the pa-
rameter magnitudes from image values. In this section we shall outline the algorithm 
for computing the tissue reflectance model and discuss the essential details related to 
its implementation. 

Building the model. A generic algorithm for constructing the tissue reflectance 
model is shown below. In the essence, for a given tissue it computes the range of all 
possible reflectance spectra, and then their multispectral representations. In order to 
implement this algorithm we have to choose which tissue components (parameters) to 
represent in the model; and for each parameter we have to define its range and sam-
pling (discretisation). In the last step we have to define the filters which implement 
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the transition from spectra to image values through the application of the imaging 
system model (Eq. 1). 
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Tissue related parameters. Each tissue has specific and unique composition in terms 
of the optical layers, their arrangement and quantities. This information is normally 
obtained from histology textbooks. The composition of superficial tissues is limited to 
a relatively small number of absorbing pigments and scatter-originating connective 
tissues. Their optical properties can be found from research publications (e.g. see [8]).  

Some quantities stay constant; some quantities vary, but have little effect on the 
spectra. Prior to making a commitment to a particular parameterisation it is useful to 
carry out preliminary modelling for all the known parameters in order to determine 
their role as a variable or as a constant: the more of the variable parameters the more 
complex the model and the subsequent parameter recovery. The choice of granularity 
for parameter discretisation is not critical as normally the spectra change smoothly as 
a function of the parameter changes. We have found empirically that having around 
5±1 discrete values within a given range gives satisfactory results.  

Spectrum related parameters. By acquiring multi-spectral images we represent a 
continuous spectrum by a set of discrete values. As the image acquisition is imple-
mented through bandpass filtering, it is necessary to define the number and the spec-
tral locations of the filters, and for each filter its bandwidth and transmittance. A sim-
ple solution is to choose uniform sampling throughout the entire visible range. How-
ever, this may lead to increase in computational effort. We have implemented a 
method for optimal filter selection which defines a small number of filters, M (for N 
variable parameters M=N or M=N+1) with the objective to minimise the error with 
which the parameters can be recovered from image values. The method also ensures 
that with the chosen filters there is a one-to-one, unique, correspondence between all 
the parameter vectors and all the image vectors. The details are given in [1,5]. 

Formalised description of the model. The tissue reflectance model is constructed for 
N variable parameters which have been found to affect the shape of the remitted spec-
tra. Each specific instance of tissue can thus be defined by an N-dimensional parame-
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ter vector p=<p1,...,pn>. The range of each parameter is discretised to kn levels, giving 
in total K=k1 x k2 x ... x kn parameter vectors which, together, define all the possible 
instances of the given tissue (within given discretisation). Through modelling of the 
light interaction with tissue and of the image acquisition process we associate with 
each parameter a spectrum and an M-dimensional image vector i=<i1,...,iM>. The 
parameter vectors together with the image vectors form the tissue reflectance model: 
i = f(p). This model is used in the next step to derive parameters from multispectral 
images of tissue. 

4 Image interpretation 

The model captures the relationship between the tissue parameters and the corre-
sponding image vectors. In this sense it is equivalent to a statistical model obtained by 
training using images with known ground truth. We now can proceed with the main 
objective of this work, which is to find the parameters given multispectral image 
values. We shall refer to this process of parameter recovery as the “model inversion”. 
In general, this is a very difficult task, especially when the model is highly non-linear. 
We have explored three different inversion methods, as described below. 

Direct spectral matching. The simplest method of inversion is to find a model spec-
trum which best matches the given measured spectrum. The parameters used to gen-
erated the model spectrum are then assumed to correspond to the parameters which 
represent the measured spectrum. The method of finding the best match was imple-
mented as a distance minimisation problem. In addition to the parameter values, this 
method can return additional useful quantities, for example the scale factor, which is a 
function of the distance between the camera sensor and the imaged tissue and which 
helps to appreciate the shape of the colon surface. 

Model inversion via multidimensional interpolation. As the forward model is con-
structed using a numerical solution to the radiative transport equation, it is not possi-
ble on its basis to formulate an analytical inverse function which would return the 
parameters given the spectra. We can exploit the fact that, formally, the model is a 
vector-valued function on a vector domain (i = f(p), see Sec. 3). If a given measure-
ment vector î corresponds exactly to a model image vector i, the parameter vector p 
can be obtained via a simple look-up. In all other cases we need to find an approxi-
mate solution. Given that the mapping between image vectors and parameter vectors 
is unique, and the density of the data points is sufficiently high, we can employ the 
inverse function theorem and compute parameter vector p̂ for an arbitrary measure-
ment vector î using a truncated Taylor expansion. 

Neural network. Using the discretised model we have trained a two-layer, radial-
basis neural network. The image vectors generated by the model were used as inputs, 
and the corresponding model parameter vectors were provided as the target outputs 
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[7]. After training, the input to the network were the measurement vectors obtained 
from the image, and the output were the estimated parameter vectors. 

5 Experimental results 

The parameter recovery methods described above were applied to a range of multis-
pectral medical images [2,5,6]. In this section we show examples of applications for 
three tissues: the skin, the eye and the colon.  

Before showing the results we briefly outline a typical image acquisition process. 
Multispectral imaging is implemented using a liquid crystal tuneable filter VarSpec 
(C.R.I., USA) which allows the selection of narrow Gaussian shaped filters of half-
width 5-7nm in the range from 400 to 700nm. The filter is mounted on front of a high 
sensitivity monochrome camera Retiga Exi 1394 (QImaging, Canada). The individual 
spectral images forming the multi-spectral data set are acquired serially. The acquisi-
tion time is chosen to ensure that the images are correctly exposed.  

Prior to quantitative interpretation the acquired image data is pre-processed to re-
move the effects of the image acquisition system. Individual images are normalised to 
an exposure time of one second, a gain of one and offset of zero. Spectrum at each 
pixel is then deconvolved with the imaging model spectrum to give a “pure” tissue 
reflectance spectrum which can then be compared to the model spectrum. 

Skin. The skin imaging work was carried out with the purpose of early detection of 
skin cancers, and in particular malignant melanoma. The skin model comprises three 
layers, and variable parameters include the haemoglobin concentration, melanin con-
centration in the epidermal and the dermal layers, and the thickness of the dermis 
[5,6]. Only small areas of the skin are imaged and for this reason the imaged skin area 
can be assumed to be flat and thus to get uniform illumination. This removes the need 
to carry out spatial normalisation of the illuminant, resulting in a fairly simple model 
where spectra are represented by four optimally selected spectral bands [5]. The four 
parameters are derived from the model using linear interpolation. Figure 1 shows an 
example of quantitative parametric maps of a skin cancer. The parameter recovery 
method has been used clinically for several years and it has proved to be a powerful 
tool for cancer diagnosis and other applications [3]. 

Eye. We have developed a four-layer model of the eye structure, parametrised by five 
parameters: the concentration of the haemoglobins and the melanins (separately) in 
different layers, and the concentration of the macular pigment. The back of the eye 
(ocular fundus) is imaged through an ophthalmic microscope (called a fundus cam-
era). The passage of light through the eye, including the pupil, and the curvature of 
the fundus, make it impossible to determine the spatial distribution of the incident 
light. For this reason the model uses the normalised spectral representation (image 
quotients [5,7]). Each spectrum is represented by six narrow spectral bands, one of 
which acts as a normalising factor. As the eye cannot stay still during image acquisi-
tion, the images in the individual spectral bands have to be registered prior to the 
parameter extraction. Inconsistent illumination caused by the movement sometimes 
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causes problems with the parameter recovery, and is the subject of work in progress. 
The two parameters of clinical interest, the levels of the retinal blood and the levels of 
the macular pigment, are derived from the image data using neural networks. Figure 2 
shows the examples of the parametric maps of retinal blood and Macular Pigment.  

Colon. The colon has three optically distinct layers. The layers are parameterised by 
haemoglobin concentration and its saturation, and by three parameters characterising 
the connective tissue: the size of collagen fibres, their density and the layer thickness. 
As the colon surface is uneven, an additional parameter estimates the distance be-
tween the point on the surface and the CCD sensor and acts as a scaling factor on the 
magnitude of each spectrum. The images are obtained from ex-vivo colon samples 
and 33 narrow band spectra are recorded. The parameters are recovered using the 
direct spectral matching. Figure 3 shows the parametric maps  of the colon in which 
clear differences between the normal and the cancerous tissue can be seen. 

6 Discussion and conclusions 

This paper has described a novel method of quantitative interpretation of multispectral 
images and showed its application to the recovery of histological parameters from 
images of the skin, the eye and the colon. The novelty of the method lies in the way it 
constructs and encodes the relationship between the parameters of interest and the 
image data. In traditional statistical methods such relationships are constructed ex-
perimentally. This requires the availability of the “ground truth”, which most often is 
a physical entity (object) for which parameter values are known. The object proper-
ties, such as for example its spectral reflectance, are measured and related to the 
known parameters through a statistical model. In our work, which involves imaging 
of living human tissues, it is virtually impossible to obtain the ground truth through 
measurements. In their place we have constructed a virtual experimental set-up which 
is based on a detailed model of image formation. The optical model of tissue provides 
the required ground truth for the subsequent inversion process through which the 
quantitative tissue parameters can be recovered.  

One disadvantage of our method is that it  requires a great deal of a priori informa-
tion, including detailed parametrisation of tissue properties, as well as the develop-
ment of high-fidelity light propagation models. However, if quantitative results are 
required, the effort in researching parameters and refining models is worthwhile. 

As the method is based on physics, it is genuinely quantitative. The images shown 
in this paper provide visual representation of the recovered data, but behind the pixels 
there are true physical quantities for concentration, density and thickness of the tissue 
components. We believe that such results provide objective information about tissues, 
even in the presence of inevitable errors, and are more clinically valuable than, for 
example, classification based on spectral data. 
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(a)  (b) (c) (d) 
Fig. 1.  (a) Colour image of a skin cancer melanoma; parametric maps showing levels of 
(bright=more) (b) dermal melanin, (c) collagen thickness and (d) dermal blood 

(a) (b) (c) (d) 
Fig. 2. (a) and (c): RGB images and their parametric maps (bright=high level) showing (b) 
Macular Pigment; arrow points to fovea where elevated levels of MP can be seen. (d) retinal 
blood; retinal vessels can be clearly seen; arrow points to fovea with decreased levels of blood 

(a) (b) (c)  (d) 
Fig. 3. (a) RGB image of the colon with cancerous area outlined; parametric maps showing 
levels of (dark=high level) (b) haemoglobin in mucosa, (c) thickness of mucosa and (d) the 
scaling factor (proportional to the elevation)  
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Multi-spectral recordings and analysis of
psoriasis lesions

Line H. Clemmensen and Bjarne K. Ersbøll

Informatics and Mathematical Modelling, Technical University of Denmark, DK-2800
Lyngby, Denmark. lhc@imm.dtu.dk and be@imm.dtu.dk

Abstract. An objective method to evaluate the severeness of psoriasis
lesions is proposed. In order to obtain objectivity multi-spectral imaging
is used. The multi-spectral images give rise to a large p, small n problem
which is solved by use of elastic net model selection. The method is
promising for further studies of larger data sets including more patients
than the four regarded here.

1 Introduction

Traditionally, evaluation of psoriasis lesions are performed subjectively by trained
staff using the PASI (psoriasis area and severity index, [1]). This evaluation form
is limited with regards to large-scale studies. In 2001 SAPASI (self-administrated
PASI) was proposed where the evaluation is performed by the patients them-
selves [2]. This study concluded that objective methods for clinical evaluation of
psoriasis is needed.

The ratings of the four patients considered here have been performed accord-
ing to the severity index of the PASI. It’s scale is from 0 (none) to 4 (maximum).
The severity of the lesions are measured by the degree of erythema and the de-
gree of infiltration of the lesions. Erythema is the redness of the skin caused by
dilatation and congestion of the capillaries. This is often a sign of inflammation
or infection. Infiltration refers to the thickness of the psoriasis lesion1.

To obtain an objective method of evaluation multi-spectral imaging is con-
sidered. Each multi-spectral image consists of nine spectral bands. Hence, a large
amount of data is present for each of the few observations. Such constitutions
are referred to as large p, small n problems. To analyze the problem at hand
we use least angle regression - elastic net which introduces a sparsity into the
solution and in this way selects a subset of features [3].

2 Method

This study considers four patients each with two lesions imaged. Two to five
images have been acquired of each lesion area. This amounts to a total of 26
images. The lesions have been valuated in the range from 0 to 2, i.e. the variance
1 Psoriatic skin is thicker than healthy skin, [1].
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regarding the severity index is small within the four patients. The segmentation
of the ROIs (regions of interest) of the inflammations and the scales of the lesions
is illustrated in Figure 1.

(a) RGB representation. (b) Relation between 5th
and 7th spectral bands.
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(c) Histogram of (b) with
threshold 0.9 for inflamma-
tion ROI.

(d) ROI for inflammation
obtained from (c).

(e) Dilation of (d) with a
disk kernel of size 8 and ero-
sion with 5.

(f) ROI for scales obtained
as (e)-(d).

Fig. 1. Illustration of the segmentation of the ROIs in the images. The pairwise relation
between the 5th (amber) and 7th (red) spectral bands, (b) is used since this emphasizes
the red inflammations. Two ROIs are segmented: One containing the inflammation (d)
and another containing the scales (f).

From the original spectral bands and from the pairwise ratios between the
spectral bands the following features are extracted from both the inflammation
ROI and the scale ROI: The 1st, 5th, 30th, 50th, 70th, 90th, 95th, and 99th
percentiles. This amounts to 1458 features.

LARS-EN (least angle regression - elastic net) model selection, proposed in
[3], combines Ridge regression [4] and Lasso model selection [5, 6] and hereby
obtains sparse solutions with the computational effort of a single ordinary least
squares fit. This method is used to analyze the large p, small n problem at hand.

3 Results and discussion

Patient number three is not included in the analysis since both the RGB image
and the further analysis imply that this is an outlier. The analysis is performed
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using LARS-EN with leave-one-out cross-validation [7]. Only two features are
needed to describe the degree of erythema and of infiltration, respectively. The
results are illustrated in Figure 2. The variables give a good ordering of the
evaluations. Furthermore, the standard deviations for the training and the test
are: 0.4/0.5 and 0.5/0.6 for erythema/infiltration.
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(a) Erythema, evaluations: {1,2}.
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(b) Infiltration, evaluations: {0,1,2}.

Fig. 2. Scatter plots of the two most frequently selected variables with leave-one-out
cross-validation for erythema and infiltration, respectively.

Summing up, the results are promising as variables are selected which give
a good ordering of the patients according to the severity index ratings. Further-
more, the standard deviations of the leave-one-out cross-validation are relatively
small for only two variables. The next step will be to evaluate the method on
larger data sets.
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Abstract 
 

An imaging concept for acquiring high quality multispectral images is 
presented. Information in the multispectral images is focused on properties 
originating in the surface chemistry through an integrating sphere illumination. 
This enables the creation of very detailed surface chemistry maps with a good 
combination of spectral anmd spatial resolution. A few illustrative exmaples are 
presented. 

1. Introduction 
Imaging and machine vision have now for several decades been an obvious choice for 
the characterization of non-homogeneous materials. Geometric measurements like 
counting and assessment of size and size distribution is now implemented as 
inexpensive off-the-shelf systems. The same goes for detection of highly standardized 
patterns like machine printed characters, bar codes and datamatrix codes. Many 
systems can also do shape measurement and - to some degree - color measurements. 
However, doing proper radiometric measurements – including color measurements – 
with vision systems requires effective handling of a number of critical issues that 
arises from the inherent properties of such systems 
 

 The pixel values is typically a composite of many different optical effects, 
like diffuse reflectance, specular reflectance, topography, fluorescence, 
illumination geometry, spectral sensitivity etc. The precise composite will 
typically depend on pixel position.  
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 The systems have to deal with heterogenous materials which disables making 
useful assumptions – like smoothmess - about the above effects. 

 The combination of geometry and radiometry in every measurement adds a 
great deal of complexity, but also offers a huge measurement potential. 

 
 
 
 
 
An effective way of dealing with these issues is a twofold strategy 
 

 Carefully design the vision system with respect to the task at hand. Optimize 
illumination geometry. Focus on reproduceability and traceability of the 
measurements. 

 Provide the necessary redundancy in the imaging system to enable 
meaningful statistical analysis of the image data. 

 
There are two powerful means of obtaining an effective redundancy: using multiple 
wavelengths or spectral sensitivity curves, and using multiple multiple illumination 
geometries.  In the first situation we talk about multispectal vision and in the second 
situation we talk about multiray vision. While multispectral techniques mainly focus 
on surface chemistry and color in a general sense, multiray techniques are more 
oriented towards physical surface properties like shape, topography, and gloss. A 
wellknown technique for estimation shape from shading, photometric stereo, is a 
special case of multiray vision. Multispectral vision and mulriray vision can obviously 
be combined to further enhance redundancy. 
 
Multispectral vision technology is the topic of this paper. 

2. Multispectral imaging 
Figure 1 shows an illumination principle that is highly suitable for reflectance 
measurements. The camera is looking through an integrating sphere and the sample or 
object is placed in an opening on the opposite side of the sphere. The object then 
receives a very uniform and diffuse light. Shading effects, shadows,  and gloss-related 
effects are minimized. Further the geometry of the illumination system is relatively 
simple to apply in an optical model. This means that the errors that are inherent in the 
system can be estimated and corrected for. One of the important error sources is the 
systematic error of self-illumination. The sample will contribute to its own 
illumination since light is reflected back into the sphere from the sample. A red object 
will thus receive more red light and a blue object will receive more blue light. This 
effect can at first sight be surprisingly large, due to the properties of the integrating 
cavity. However, modeling and correction for such effects is possible and highly 
enhanced the applicability of the system. The system has to be geometrically and 
spectrally calibrated as well. The implementations of this patented technology has 
shown that it is possible to make highly accurate and reproducible multispectral vision 
measurements with relatively inexpensive systems. 
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Figure 1: Principle of imaging with integrating (Ulbricht) sphere illumination. The 
illumination of the object will come from reflections from the white coating on the 
inner surface of the sphere. This illumination will be very uniform and diffuse if the 
size of the lower opening is not too large compared to the diameter of the sphere. 
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Figure 2: VideometerLab is one of the implementations of the multispectral vision 
technology. The right image shows the positioning of the different diodes. 
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The multispectral measurements are easily obtained by strobing light emitting diodes 
(LED) with different spectral characteristics. Figure 2 shows the illumination system 
of a laboratory system for multispectral vision measurements.  With standard off-the-
shelf inexpensive systems measurements in the range 380-1000 nm can be done with 
high resolution. UV systems and NIR/IR systems above 1000 nm are also available 
basically at the extra cost of the sensor and optics. 

3. Examples 
For many applications measuring 10 or 20 different bands including NIR will provide 
a much more specific information about the sample than a trichromatic (e.g. RGB)  
image.  The relative presence of some wavelengths and relative absence of others is a 
very specific characteristic of many material properties, and this can be applied to 
many different kinds of problems e.g. 
 

 to characterize materials 
 to characterize components of composite materials 
 to remove irrelevant material from the analysis 
 to find defects and foreign matter 

 
In Figure 3 we see how the use of a NIR band kan make it easy to isolate a coffee spot 
and a textile fabric. The enables precise characterization of the spot or the textile or a 
combination of the two. 
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Figure 3: Textile fabric with coffee spot. Above: traditional color  image. Below: 
same image region taken at 875 nm, where only the textile structure is visible. 
Multispectral  images are highly suitable for separating different kinds of surface 
chemistry in a heterogenous material. 

In Figure 4 we see how NIR bands can be used to separate skin from hair. This could 
be applied in dermatological applications. 

 

 
Figure 4: Skin image. Spectral analysis analysis using NIR bands is very powerful in 
separating the skin from the hair thus enabling a characterization of skin pigmentation 
without a need to shave the skin. 
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In Figure 5 with see a bread image. Figure 6 and Figure 7 shows how the crust and the 
crumb structure can be separated spectrally. 

 
 

 
Figure 5: Traditional color image of bread. 

 
Figure 6: 472 nm (blue) band showing the crust. 
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Figure 7: 940 nm (NIR) showing the crumb structure. 

 

 

Figure 8: Example of using multispectral imaging to idendify fungal species and  
even isolates within species. From [1]. 

 
Figure 8 shows results of a classification system for fungal species and for isolates 
within species. The results of this system are also very convincing. 
 
Other applications are measurements on e.g. fur, seeds, fruit, meat, grain, paper, 
metal, and printed matter. 
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4. Conclusions 
 
Multispectral vision will be a key technology in future measurements of non-
homogeneous samples. High-performing and relatively non-expensive systems are 
already available providing both accurate results in a broad range of applications and 
the reproduceability that enables useful database generation and data mining. 
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Cardiovascular physiology changes during embryonic development in a 
highly complex and carefully orchestrated manner. The developing heart 
undergoes simultaneous structural and functional maturation as it 
transforms in a dynamic process from a straight tube to a four-
chambered heart (Fig. 1). Even minor negative factors or triggers could 
disrupt critical processes of heart development resulting in many forms 
of heart defects (1). In the past various imaging techniques have been 
employed by us and others to visualize the intricate processes of 
cardiovascular development in 2 or 3 dimensions in order to achieve a 
better understanding of the underlying mechanisms for the genesis of 
congenital heart defects during embryonic development (2, 3). In the 
first part of the talk a short overview will be given on some new imaging 
modalities, including a newly constructed environmental chamber with 
an integrated high-speed video microscope system, to image embryonic 
chick hearts. 
 
 

c-loop 

primitive s-loop

mature s-loop

straight heart tube 

4-chambered heart 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1: Schematic drawing illustrating cardiac development in the chick embryo from 
the stage of the straight heart tube (Hamburger-Hamilton (HH)-stages 9+/10- (day 1 ½) 
up to the stage of the four-chambered heart (HH-stage 35/36(day 9)). Adapted from 
Männer (4).  
 
In the second part of my talk, I’ll focus on our collaborative research 
work with colleagues from Risø National Laboratory (Optics and Plasma 
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Research Dept.), Denmark, on imaging the developing heart in chick 
embryos by using High-Resolution Optical Coherence Tomography 
(OCT). OCT is an emerging non-invasive real-time 3D imaging 
modality to serve best for visualization of semi-transparent and highly 
lightscattering structures in biological materials at micron-scale level 
(5). We have conducted studies to visualize the embryonic chick 
development in 3D in very early stages by following the same embryo 
over time (4D). Most recently we have completed another study on in 
vivo visualization of coronary artery development by using a new mobile 
OCT system, developed by our colleagues from Risø National 
Laboratory. 
Coronary artery (CA) development is one of the most critical but poorly 
understood processes during cardiovascular development. It is currently 
impossible to visualize this complex dynamic process on living human 
embryos. Not only that, but also in living animal embryos this intriguing 
process could not be unveiled yet due to methodological limitations. We 
have only recently acquired to the best of our knowledge the very first in 
vivo images of developing CAs in chick hearts from embryos grown in 
shell-less cultures at three critical stages during development (day 8 
through 10; Fig. 2 and Fig. 3). We have been also able to generate in 
vivo OCT recordings by use of the functional extension of our system 
for Color Doppler imaging to demonstrate blood flow in CAs and 
vitelline vessels of the chick embryo. 
 
 
 
 
 RA PA A LA  
 
 
 
 
 RV L 
 
 
 
 
 
 
Fig. 2: Ventral view of a day 9 chick heart in original size and with higher 
magnification on the right. Dashed line indicates sagittal section plane for OCT 
scanning. Bar = 0,5 mm. Ao indicates Aorta; LA, left atrium; LV, left ventricle; PA, 
pulmonary artery; RA, right atrium; RV, right ventricle. 
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The real-time OCT system we used for the above mentioned studies is a 
mobile fiber-based time-domain real-time OCT system operating with a 
center wavelength of 1330 nm, and a typical frame rate of 8 frames/s. 
The axial resolution is 17 µm (in tissue), and the lateral resolution is 30 
µm. The OCT system is optimized for in vivo chick heart visualization 
and enables OCT movie recording with 8 frames/s, full automatic 3D 
OCT scanning, and blood flow visualization, i.e., Doppler OCT imaging. 
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Fig. 3: Images from an in vivo recording of a OCT scan demonstrating the clearly 
established blood flow in right coronary artery (RCA) arising from the ascending aorta 
in a day 9 chick heart in systole (A) and diastole (B) in the sagittal plane as depicted in 
Figure 2 with the dashed line. Note the filling of RCA during diastole in B when the 
vessel becomes fully visible. Bar = 0,6 mm. Ao indicates Aorta; LV, left ventricle; RV, 
right ventricle; star, aortic valve cusp; arrow in red, course of RCA. 
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Abstract Optical imaging using voltage-sensitive fluorescence dye can record 
cardiac electrical activity with sub-millimeter resolution that is unattainable 
with conventional electrode systems. The interpretations of activation 
recordings are often limited by the two-dimensionality of the maps obtained 
from the 2D optical images, and little has been done to overcome this 
limitation. We present a novel method to simultaneously estimate the activation 
patterns derived from fluorescence images and the 3D geometry of the heart by 
using a stereo camera configuration. Our results suggest that the stereo 
reconstruction is feasible in large hearts and may enable a more realistic 
visualization of propagation of cardiac electrical waves.  

1   Introduction 

Optical imaging using voltage-sensitive fluorescence dye has become a powerful 
research tool in studying cardiac arrhythmias [1]; however, the reconstructed maps of 
the action potential (AP) propagation on the epicardium are often limited to 2D 
projections. Moreover, the speed of propagation depends on the curvature polarization 
front, which cannot be correctly estimated from a 2D projection. Recently, this 
limitation was overcome by using 2 CCD cameras: one mapping the changes in AP 
and the other capturing the 3D geometry of the heart [2,3]. Simultaneously recovering 
the 3D epicardial geometry with the AP propagation patterns allows this information 
to be mapped onto theoretical 3D models of cardiac electrical activity. We present a 
novel method to simultaneously estimate the activation patterns derived from 
fluorescence images and 3D geometry of the heart by using a stereo camera 
configuration. The realistic 3D reconstruction could potentially allow for the 
validation of 3D theoretical predictions of AP propagation in a point-by-point 
comparison of simulation results against experimental measurements. 
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2 Method 

We begin by describing the methodology used to record the optical fluorescence 
images, and then detail the steps used to reconstruct the epicardium in 3D from the 
stereo optical image pairs.  

2.1 Optical Imaging 

Optical fluorescence images of the AP propagation were obtained in swine hearts 
(approximately 8cm long), using a Langendorff ex-vivo perfusion preparation at 
37ºC. A schematic of the experimental set-up is shown in Figure 1. The hearts were 
paced at 60 beats per minute via a bipolar electrode placed inside the ventricle, at the 
apex. The fluorescence dye (0.2ml sol. di-4-ANEPPS, Biotium Inc.) was dissolved in 
20ml of perfusate, and injected continuously over 10 minutes into the coronary 
system. The dye was excited at 531nm ±20nm through a green filter (FF01-531/40-
25, Semrock Inc., Rochester, NY, USA) with two 150W halogen lamps (MHF 
G150LR, Moritek Corp., Japan). The lamps were controlled by shutters (labeled ‘S’ 
in the schematic below) to avoid dye photo-bleaching. The emitted signal was passed 
through a >610nm high-pass filter and recorded with 2 high-speed CCDs (MiCAM02, 
BrainVison Inc., Japan).  

 
Figure 1. The experimental set-up used for stereo optical fluorescence imaging, with the 
halogen light sources labeled ‘S’. 

 
Fluorescence images of the epicardial surface were captured at 270 frames per 

second over 192x128 pixels, yielding a spatial resolution of less than 0.7mm, and a 
temporal resolution of 3.7ms. The action potential is given by the inverse of the 
relative change in fluorescence.  

2.2 Stereo reconstruction 

The stereo reconstruction process requires that both cameras capture overlapping 
areas of the epicardium, hence their parallel alignment, shown in the schematic in 
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Figure 1. The stereo camera pair was jointly calibrated using images of a planar 
calibration checkerboard in a large variety of positions [6], of which samples are 
shown in Figure 2.  We first resolve the intrinsic and extrinsic parameters of each 
camera, and then for the rotation and translation between the pair [5].   

  
(a) (b) 

Figure 2. Sample images of the calibration grid in approximately (a) fronto-parallel and (b) 
tilted and rotated views. 

 
The camera calibration parameters were used to rectify all the stereo image pairs 

collected during fluorescence and normal imaging, so that point correspondences 
from matching image pairs could be found by searching along horizontal scan lines 
[4]. Normalized cross-correlation was used to compare the 11 x 11 patch centered at 
each pixel in the left rectified image, to candidate patches in the right rectified image, 
centered on the same horizontal scan line. For a pixel coordinate (x,y) in the left 
image, and stereo disparity estimate, d, the normalized correlation, ψ, can be 
calculated as: 
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The validity of disparity estimates was then verified through the use of left-right 
consistency checking [8]. This process compares the disparities estimated when using 
the left image as the reference image during the correspondence search, against the 
corresponding disparities estimated when using the right image as the reference 
image. Under ideal circumstances, the estimated disparity values should vary by a 
sign change. However, half-occluded points that appear in one image of the stereo 
pair but not the other result in different disparity estimates depending on the reference 
image used. We identify image points as potentially half-occluded if the left-right 
consistency check produces disparity estimates for corresponding pixels that fall 
outside a tolerance of 2 to 3 pixels. 
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3   Results and Discussion 

The optical imaging results shown below are taken from a single camera, although the 
corresponding results are available from the other camera in the stereo pair.  We then 
present the results of the stereo reconstruction, and finally combine pseudo-colored 
fluorescence images with the 3D epicardium surface by texture mapping.  

3.1 Optical Imaging 

Illustrated in Figure 3 are AP waveforms for a 4s acquisition, shown after denoising 
with a soft-cubic filter (BV Analyzer, BrainVision Inc., Japan), beside a 2D 
projection of the activation pattern at one instance in time. The average duration of 
the action potential measured at 90% repolarization (APD90) is approximately 
350ms, a reasonable value for healthy ventricular tissue paced at 1Hz. The 
depolarization front (in red) propagates from the bottom left of the heart toward the 
upper right side. The activation times can be represented by isochrones, lines 
connecting pixels of equal activation time. Figure 4 shows maps of pixel activation 
time from two different heart specimens paced with the stimulating electrode 
positioned inside the heart at the apex of the right ventricle.  

 
Figure 3. Action potential waveforms for four sample pixel locations of the epicardium. The 
red color overlay corresponds to the depolarized phase of the action potential, while the blue 
color corresponds to the repolarized phase.  

3.2 Stereo Reconstruction 

A stereo image pair under normal lighting conditions is shown in Figure 5(a) and (b). 
The target distances from the camera to the tissue fell in the range between 35 and 
45cm, restricting the range of the disparity search to approximately 20 pixels. The 
disparity value that yielded the highest correlation value (which has a maximum of 1) 
in that range was chosen as the best disparity estimate. Disparity was used in turn to 
triangulate the 3D positions of each image point.  
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(a) (b) 

Figure 4. Activation maps from two different hearts, isochrones 20ms apart.  

 

  
(a) (b) 

Figure 5. Examples of the (a) left and (b) right stereo image pairs taken under normal lighting. 

 
In order to verify the validity of point correspondence estimates, a grid pattern was 

projected onto the heart, as shown in Figure 6, producing a set of identifiable 
landmarks in the left and right images of the stereo pair. The pixels on the top left and 
bottom right points of each grid intersection point were marked for a set of 40 
intersections in the left and right images of the gridded stereo pair. The manually 
selected disparity estimates were then compared against those of the fully automatic 
cross correlation-based technique applied to the non-gridded stereo pair shown in 
Figure 5. The resulting comparison yielded a mean difference of 1.62 pixels over the 
40 test points, with a maximum difference of 3.48 pixels.  

The range of camera to target distances used in our experiments lay between 38cm 
and 44cm, a single pixel of disparity produced differences in depth estimates between 
1.62mm and 2.11mm, with decreasing accuracy as the distance from the camera 
increases. Manual correspondence marking in test images of the calibration grid was 
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also used to measure the accuracy of 3D distance measurement between points. 
Measurements of lengths along the planar grid’s squares of up to 44mm near the 
center of the field of view in a roughly fronto-parallel orientation, were all within 
0.5mm of the known grid dimensions.  

The final disparity map obtained from the stereo pair of ungridded images under 
normal lighting conditions is shown in Figure 7(a). It is important to note that 
disparity values cannot be accurately estimated in non-overlapping image regions, 
such as those areas at the left and right borders of the heart. Furthermore, it is 
impossible to obtain valid disparity estimates in uniform image areas, such as the 
black background.  

Areas of possible half-occlusion are detected by the left-right consistency check, 
and marked regions are overlaid upon the normally lit image in Figure 7(b). 
Notwithstanding the tendency of left-right consistency checking to produce a 
significant proportion of false-positives in natural images with primarily low-
frequency characteristics [8], the left-right consistency check confirms the stereo 
system’s limited accuracy in half-occluded areas that arise due to the curvature of the 
heart.  

  
(a) (b) 

Figure 6. (a) Full scale and (b) zoomed images of the heart with a grid projected onto it. 
Overlaid annotations illustrate the 40 manually marked image points used to assess the validity 
of the cross-correlation automatic point correspondence search. 

Stereo reconstruction of the 3D surface using that image pair is shown in Figure 
8(a) and (b), with plain shading to illustrate the surface shape, and texture mapped to 
show the surface under normal lighting conditions. Figure 8(c) and (d) show the 
reconstructed surface texture mapped with pseudo-colored activation maps. These 
activation maps shows how the activation spreads diagonally when paced from the 
apex of the RV, from lower left part of the hearts to the upper right section.  
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(a) (b) 

Figure 7. (a) The disparity between corresponding points in the left and right images detected 
by the correspondence search is inversely proportional to the depth of each image point. (b) 
The left to right consistency check indicates which image regions provide accurate disparity 
estimates (shown at normal intensity) and which regions may not (shown at higher intensity), 
indicating that regions of high curvature may be poorly reconstructed. 

 

  
(a)  (b)  

  
(c) (d) 

Figure 8. Renderings of the reconstructed 3D surface of the epicardium shown in Figure 5. In 
(a), the solid surface indicates the epicardial shape, while in (b) the surface is texture mapped 
with the intensities of a normally lit image. In (c) and (d) the propagation of AP is texture 
mapped onto the 3D surface for two instances in time. The white arrow in (c) indicates the 
direction of propagation. 
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4   Conclusion 

In this work, we propose a stereo optical imaging configuration method to 
simultaneously recover the 3D epicardial geometry and estimate the electrical 
activation patterns derived from fluorescence images. Our results suggest that stereo 
reconstruction of the 3D epicardial surface is feasible for large hearts, comparable in 
size to human hearts, while avoiding the complex camera configuration required by 
existing work [3] for shape recovery. The technique enables the visualization and 
measurement of the AP propagation across the 3D geometry of the heart, providing a 
powerful tool for computer-aided diagnosis and for validating 3D simulations of 
cardiac electrical activity. Furthermore, this approach may provide more accurate 
measurements of electrophysiological parameters such as conduction velocity. 

Future work will extend the optical imaging procedures to capture the entire 
epicardium by periodically rotating the heart by a small angle, then repeating 
reconstruction and fluorescence imaging. The stereo imaging procedure could be 
immediately improved by optimizing the distance between the stereo camera pair to 
reduce the area of half-occlusion, and by manufacturing the calibration grid with 
higher precision.  
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Biomedical Applications of Terahertz Technology 

Vincent Wallace 
TeraView Ltd 

Cambridge 

The terahertz portion of the electromagnetic spectrum lies between the infrared 
and microwave regions and until the invention of the photoconductive switch1,2 
had been relatively unexplored. Improvements over the last two decades in the 
generation and detection of terahertz radiation have led to the introduction of 
terahertz pulsed spectroscopy (TPS)3,4,5 and terahertz pulsed imaging (TPI)6,7 
with applications in pharmaceutical science8,9 homeland security10 and 
medicine11,12. 

 
 

We have developed a portable TPI system for use in a clinical environment. The 
system uses photoconduction to generate and detect terahertz radiation with frequency 
content from 0.1 – 4 THz. Here, we report on a study using TPI for imaging breast 
tumours ex vivo. Several breast samples were imaged and parameters from the time 
domain impulse functions were used to provide contrast. The size and shape of 
tumour regions in the terahertz images were compared with the corresponding 
histology section. Good correlation was found for area and shape of tumour in the 
THz images compared to that of histology.13 In addition, we have also performed 
spectroscopy study comparing the terahertz properties (absorption coefficient and 
refractive index) of excised normal breast skin and breast tumor. Both the absorption 
coefficient and refractive index were higher for tissue containing tumor compared to 
normal. These changes are consistent with higher water content and structural 
changes, like increased cell and protein density.14 This study demonstrates the 
potential of TPI to image both invasive breast carcinomas and ductal carcinoma in 
situ using THz and encourages further studies. 
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Abstract. Imaging in the terahertz frequency range is a promising tech-
nology for localization and identification of hidden objects as well as for
applications in the medical sector. Functional terahertz imaging with
the capability of detecting specific chemicals such as explosives, drugs
of abuse, pharmaceutical compounds, relies on recognition of spectral
features recorded at individual pixels of an image. We discuss recent
progress in the understanding and the calculation of the lowest vibra-
tional modes in hydrogen-bonded crystalline compounds. With the newest
computational methods it is now for the first time possible to predict and
explain the terahertz vibrational spectrum of hydrogen-bonded molecu-
lar crystals.

1 Introduction

In the recent years there has been an increased interest in the exploitation of
the far-infrared, or terahertz (THz) spectral region for applications based on
chemical recognition. The fact that on the one hand many packaging materials
are transparent for THz radiation and on the other hand the THz spectra of many
pharmaceuticals, drugs of abuse, and explosives show highly specific fingerprints
show that THz spectroscopy, combined with imaging technology, hold a strong
potential for identification of concealed substances by comparing the spectral
signatures with entries in a database.

Yet, in part due to the lack of appropriate instrumentation the far-infrared
region has for a long time remained relatively unexplored, except for a few spe-
cialized research groups working with bulky and fragile laboratory spectroscopic
equipment. Therefore only few studies of the far-infrared spectra and the charac-
ter of the vibrational modes that give rise to the characteristic spectral signatures
in this region have been reported in the past.

Recent technological developments, most notably the invention of ultrashort-
pulse lasers, have changed this situation. At present, equipment for recordings
of THz spectra in the field has become commercially available. Therefore the
understanding of the background of the wide range of suggested THz imaging
applications becomes more and more important. There is now a tremendous
activity in the field of basic and applied THz frequency research, and a sizable
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fraction of this effort has been focused on the exploitation of the rich and distinct
dielectric spectrum displayed by most organic molecules in the solid state in the
0.3–5 THz range. It has turned out that the vibrational modes found in this
particular region of the electromagnetic spectrum are highly characteristic not
only for the molecule, but also for its environment. The space group symmetry of
the unit cell as well as the content of co-crystallized solvent molecules (e.g. water)
has been shown to be the main factors forming the THz vibrational spectrum of
the material.

The richly structured dielectric spectra often observed in poly- and single-
crystal materials, including powders, are due to combinations of phonon- and
intramolecular modes of the crystallites or single-crystals. On the other hand, in
amorphous condensed-phase systems the existence of spectrally localized features
is rare because of the strong coupling between the random environment and
intramolecular modes [1]. That study showed that the long-range order of the
environment of the molecules is one of the dominating factors in the shaping of
the dielectric spectrum of the molecules.

In this work we present a generally applicable ab-initio simulation method
that is capable of predicting the position and intensity, as well as identifying
the normal modes of vibrational spectra in the THz region. The applicability of
the method is demonstrated with results of the simulation of vibrational modes
of the hydrogen-bonded molecular crystal sucrose. The experimentally deter-
mined absorption spectrum of polycrystalline sucrose has been reported earlier
by Walther et al. [1].

2 THz time-domain spectroscopy

Standard transmission THz time-domain spectroscopy has been used for the
experimental determination of the dielectric function of the crystalline systems
studied here, and in a slightly modified version for simple THz imaging experi-
ments. The technique is described for instance in [2, 1, 3].
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Fig. 1. Experimental setup for THz time-domain spectroscopy
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This method uses femtosecond excitation- and gate pulses in two synchro-
nized pulse trains from the same femtosecond oscillator to generate and to detect
ultrashort bursts of far-infrared radiation (the THz pulses). The experimental
setup is illustrated schematically in Fig. (1). Each of the excitation pulses drives
an ultrafast current in a photoconductive switch. The rapid acceleration dynam-
ics of the photogenerated charges leads to emission of a short pulse of electro-
magnetic radiation. This pulse is transmitted through the sample, and detected
in another photoconductive switch which is gated by a second replica of the
femtosecond pulse. By gradually changing the arrival time of the gate pulse with
respect to the THz pulse while recording the induced photocurrent in the detec-
tor we can measure the temporal profile of the THz pulse with subpicosecond
time resolution.

In the transmission experiments used for the recording of crystalline spectra
in Sec. (3) the sample is placed in a closed-cycle helium cryostat equipped with 6
mm thick polymer windows, transparent to THz radiation. The spectra presented
here are recorded at 10 K which make a good comparison to the zero temperature
ab initio results.

3 Modeling of THz spectra

The reliable prediction of the precise position and strength of the peaks in the
THz-frequency spectrum of crystalline compounds, as well as the assignment of
these modes to specific molecular motion, has remained an unmet challenge until
now for all but the simplest systems. Exceptions are systems of high symmetry
and with a small number of atoms in the unit cell of the crystal. The phonon spec-
tra of many inorganic semiconductors are well understood, silicon, germanium
and gallium arsenide being well known examples. Similarly, the phonon spectra
of dielectrics with simple crystal structures can be calculated, with polyethylene
and diamond as classic examples.

When the number of atoms in the unit cell increases and the interaction
between the atoms in the crystal becomes weaker than in covalent or ionic bonded
crystals the prediction of the phonon spectrum becomes an extreme theoretical
challenge. This is due to the long-range, weak interactions and the large number
of ions involved in the description.

The description of solid-state, crystalline compounds must take the periodic
arrangement of atoms in the crystal into account [4–6]. For a few, particularly
simple crystalline systems, the periodic crystal structure can be approximated
by linear strings of the molecules, and density-functional theory (DFT) applied
to isolated clusters of molecules can under special circumstances successfully
simulate the general appearance of THz absorption spectra [3]. However, in the
general case the full crystal structure must be taken into account in order to
obtain a realistic description of the lowest vibrational modes in a molecular
crystal. This is the fundamental reason why calculations on isolated molecules
or small units of molecules are quite successful in reproducing the mid-infrared
vibrational spectra of molecules even in the condensed phase, but fail to predict
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the position and intensity of low-frequency modes, typically below 5-10 THz
[7, 8]. Therefore calculations on isolated molecules should be interpreted with
extraordinary care when discussing vibrational modes in solid-state materials in
the THz region.

Recently, Korter et al. performed solid-state simulations, using the software
packages DMol, CHARMM, and CPMD, predicting the THz-frequency vibra-
tional spectra of the high explosive HMX [9] and the amino acids serine and
cysteine [10], taking the periodic boundary conditions of the crystal structure
into account. This approach has led to reasonable overall agreement between
experimental absorption spectra and simulated ones.

Our calculations are based on the plane-wave density functional method
within the generalised gradient approximation as implemented in the Castep
code [11, 12]. Norm-conserving pseudopotentials in the Kleinman-Bylander [13]
form are used to describe the electron-ion interactions. The valence electron
wavefunctions are expanded in a plane wave basis set to a kinetic energy cutoff
of 1200 eV which converges total energies to better than 0.1 meV/atom. Brillouin
zone integrations are performed using a k-point set that converges the energies to
an equivalent accuracy. Electronic minimisations are performed using a precon-
ditioned conjugate gradient scheme [14] and are converged to machine accuracy
(approximately 10−13 eV/atom). Geometry optimisations are also performed us-
ing a conjugate gradients scheme; accurate geometries were found to be essential
in order to obtain reliable values for the low frequencies of the molecular crystals.

It is important to note that obtaining frequencies in the THz region is a very
demanding task from a computational point of view. In molecular crystals there
is a wide range of bonding strengths and therefore to obtain the low frequency
modes accurately, all the self-consistent and the perturbative calculations along
with the geometries of the system considered must be converged to much tighter
tolerances than is usual in standard plane-wave pseudopotential calculations. In
general we have found that the total energy of the system (in terms of k-point
sampling, total energy convergence, etc) must be converged to almost machine
precision to finally obtain accurate low frequency modes.

Once accurate geometric and electronic structures are obtained, we perform
density functional perturbation calculations based on the formalism of Gonze,
et al. [4, 5] using the Castep code [11, 12, 6]. The zone centre phonon modes
are calculated and also the materials’ dielectric properties, bulk polarisability
and Born effective charges. From this we are able to compute the spectroscopic
intensities of the modes and compare directly with experiment.

We now present the results of the THz experimental frequencies and in-
tensities and compare to the theoretical values. The experimentally recorded
absorption spectrum of sucrose is shown as the full line in Fig. (2), scaled with
the molar concentrations of the sample. The frequencies and intensities of the
corresponding calculated modes are shown as vertical bars in the same graph.
The overall intensities have been scaled by the same factor to fit within this
representation, but the relative line strengths have not been adjusted.
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Fig. 2. Experimental (solid line) and calculated (vertical bars) vibrational spectrum of
sucrose

The intensities of the measured absorption lines are reliable since it was
ensured that the spectrometer was operated below its saturation [15]. Hence not
only the position but also the relative strengths of the absorption lines can be
compared with the simulated values. This allows a very stringent test of the
simulation results.

We find a very good agreement between theory and experiment. Basically the
position as well as the intensity of each observed absorption band in the frequency
region below 4 THz is reproduced by the DFPT simulation. The simulation
predicts only position and intensity of the normal modes of the crystal. Hence
the observed line widths cannot be compared with simulations. The simulation
results indicate, however, that for instance the broad absorption band between
3.2 and 3.8 THz is probably composed of several vibrational modes. There are
a few modes in the experimentally determined spectrum that is not reproduced
by the simulation - specifically the weak features at 2.3, 2.55, and 2.6 THz. This
may indicate that these observed modes are associated with combination bands
which are not accounted for in the simulation.

The close agreement between experiment and theory allows us, for the first
time, to assign specific normal modes to the observed vibrational frequencies. As
an example of such an assignment, Fig. (3) shows a graphical rendering of the
normal mode at 1.9 THz. The direction and relative amplitude of the motion of
each atom is indicated with arrows.

The dimensions of the optimized unit cell is indicated by the yellow scaffold
structure, and the optimized atom placement within the unit cell is shown. To
indicate the intermolecular network we show the molecules in the neighboring
unit cells, indicated by transparent colors. Carbon, oxygen, and hydrogen atoms
are colored green, red, and gray, respectively. The intermolecular hydrogen bonds
are illustrated with blue connections, and the intramolecular covalent bonds
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Fig. 3. Motion of the atoms in the sucrose crystal associated with the vibrational
frequency of 1.9 THz. The surrounding unit cells of the crystal are indicated in half-
transparent colors. Hydrogen bonds are shown in blue color while the intramolecular
covalent bonds are shown in gray color.

are shown as gray connections. The figure clearly confirms that sucrose is held
together by very a strong intermolecular network of hydrogen bonds.

The normal-mode motion indicated in the figure allows us to draw an impor-
tant and, in our opinion, quite general conclusion about the nature of the low-
frequency modes of molecular crystals. A pure intermolecular mode would lead
to motion of the atoms of each molecule to have the same amplitude and iden-
tical or at least highly aligned direction. However, inspection of Fig. (3) shows
that this is not the case. Both direction and amplitude of the motion of each
atom in the molecules is only lightly correlated to that of the other atoms. Hence
the predicted normal mode motion is neither a pure intermolecular, phonon-like
motion nor a pure intramolecular vibrational mode. In contrast there is a strong
and complicated coupling between the intra- and intermolecular motion, involv-
ing both hydrogen bonds and covalent bonds. This illustrates very clearly that
a sharp distinction between inter- and intramolecular modes in the THz range
is not possible in this case. Inspection of the other low-frequency modes of the
sucrose crystal as well as simulation results on other molecular crystals indicates
clearly that such a distinction is not possible in molecular crystals, even for the
lowest-frequency modes.
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4 Conclusions

We have demonstrated that the plane-wave DFPT method taking periodic bound-
ary conditions into account is capable of simulating the THz vibrational spectra
of different hydrogen-bonded crystals with convincing accuracy.

The detailed information available with the simulation method presented here
about the solid-state THz vibrational modes of molecules will enable researchers
to obtain new and important insight into the weak, delocalized forces that hold
hydrogen-bonded crystals together. The interplay between weak and strong in-
termolecular forces can lead to unexpected behavior of vibrational modes. An
example of this is the unusual blue-shift with increasing temperature of the fre-
quency of the lowest vibrational modes in sucrose [1]. With the identification
of the specific vibrational modes responsible for the blue-shifting absorption
line, it should be possible in the future to perform molecular dynamics simu-
lations taking the temperature of the crystal into account, and investigate the
temperature-dependent interplay between weak and strong intermolecular forces.
Similar studies could also further aid the understanding of THz anharmonicity
in biologically relevant molecules, such as biotin [16].

We acknowledge partial financial support from the EU project TeraNova and
from the Danish Research Agency.
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Abstract. We describe a novel automatic approach for vesicle traf-
�cking analysis in 3D+T videomicroscopy. The method exploits spatio-
temporal coherence of object's �uorescence to make robust detections
of moving objects in the spatio-temporal domain. Indeed, the method
�rst proceeds by identifying tra�cking zones in the 3D volume and next
analyzing at them the vesicle tra�cking. The latter is viewed as signif-
icant change in the �uorescence of a site in the image. The problem is
embedded in a model selection framework and is solved using dynamic
programming. We applied the proposed approach to analyze the vesicle
dynamics related to the tra�cking of the RAB6A protein between the
Golgi apparatus and ER cell compartments.

1 Introduction

With the advent of new live-cell imaging modalities (wide-�eld videomicroscopy,
confocal videomicroscopy, FRAP, FLIM, etc. . . ) made possible by the develop-
ment in marker technology (GFP) and �uorescence microscopes, it has become
possible to collect in vivo vast amounts of spatio-temporal data. Hence, there is
an increasing need for providing automatic tools for the analysis of such data. So
far, many techniques inspired from classical video processing have been applied
more or less successfully to videomicroscopic data processing: optical �ow (Miura
et al., 2005), indvidual tracking of vesicles (Danuser et al. 2005, 2006); kymo-
grams (Sibarita et al. , 2006); IMM �lter tracking (Olivo Marin et al., 2004))
(see [8][9] for more details). However, due to the low SNR of videomicroscopic
data (Kervrann et al., 2005), the density of objects in the scene, the complex-
ity of their dynamics (collapses, deforming shapes, appearance, disappearance),
the dynamic nature of the background (Kervrann et al., 2006), etc. . . , other
techniques taking into account all these aspects are expected. In this paper, we
present a new approach that is capable of making spatio-temporal detection of

? This work was supported by the French Ministery of Research - Project
IMBIO-MODYNCELL5D.http://www.irisa.fr/vista//ftp/ckervran/ACI-
IMPBIO/MODYNCELL5D.html
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(a) (b)

Fig. 1. (a) A volume rendering of a 3D videomicroscopic image ; (b) A packet of neighbouring

signals. The �gure shows a signi�cant simultaneous change in the �uorescence of some of the 27

voxels between instants 30 and 40 due to object passage (Colour is used for visualization only).

moving objects in 3D+T videomicroscopy. These spatio-temporal detections can
then be used to make certain estimations of the objects dynamics in the scene
such as the number, the volume, the average �uorescence of moving objects,
their movement speed and passage frequency with respect to di�erent image re-
gions. Our approach proceeds by �rst detecting activity regions of the sequence.
Next, we use an original bidimensional signal processing technique to analyze the
�uorescence of the voxels of each detected activity region. Finally, tra�cking is
detected as signi�cant simultaneous change in the �uorescence of some or whole
voxels of a given activity region. We used the developed approach to summarize
and analyze the vesicle dynamics related to the tra�cking of the RAB6A protein
between the Golgi apparatus and ER cell compartments.

2 Method description

2.1 The basic idea of the method

The basic idea of our approach to make tra�cking analysis in 3D+T videomi-
croscopic sequences is that a highly contrasted object, when crossing a given
voxel of the 3D image, makes its �uorescence intensity passing from a low to a
higher value(cf. Fig1.b) during a certain interval of time. To achieve robustness,
instead of individual signals3, packets of neighboring signals are considered. So,
tra�cking at a given voxel of the image is detected as signi�cant simultaneous
change in the �uorescence of a group of neighboring voxels. In the sequel, the
whole methodology is described and some results on sequences of the RAB6A
related cell mmbrane tra�cking are shown.

2.2 A Model selection framework to simultaneous change detection
in un ordered packet of 1D signals

Consider a group of M unidimensional signals yi, i = 1, . . . ,M . We suppose that
each signal yi, i = 1, . . . ,M can be decomposed as the sum of a deterministic

3 We mean by a signal the temporal pro�le of the �uorescence of a given image voxel.
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Fig. 2. An example of a spatio-temporal part (N=40, M=10). For instance, the �rst time part is

[1, 8] and consists of two spatio-temporal parts. The �rst spatio-temporal part is composed of the

six signal indexes {8, 3, 1, 5, 2, 9}, and the second is composed of the 4 signal indexes {4, 7, 10, 6}

part S (expectation value) and a random part ε modeled as white Gaussian noise
with standard deviation σ:

yi(t) = Si(t) + εi(t), i = 1, . . . ,M, t = 1, . . . , N (1)

The question we will try to answer through this section is how one can estimate
S only from data when S is piecewise constant in the spatio-temporal domain.

Designing models and building estimators for S: In the light of the ideas
we presented in section 2, an ideal model for S captures all simultaneous jumps
in the intensity of any sub-group of the M signals yi, i = 1, . . . ,M and estimates
exactly the corresponding intensity levels. Then a model for S spans the space
M of the piecewise constant functions de�ned in the spatio-temporal domain.
So, consider a partition of the interval of time [1, N ] which we denote by T . To
each time interval τ ∈ T , we associate a partition of signal indexes Iτ (cf. Fig2).
Then a model for S is given by:

Si(t) =
|T |∑
k=1

|Ik|∑
j=1

Uk,j1IIk,j
(i)1ITk

(t) (2)

where Uk,j is constant in the spatio-temporal part Ik,j , and 1IIk,j
(·) stands for

the indicator function. We assume that |Ik| ≤ p. Though our approach can work
for an arbitrary p, herein, we consider only the case where p = 2 (a voxel either
belongs to an object or to the background).

Now, let's construct estimators of S from data. For this, suppose we are given
a spatio-temporal partition m = {Ik,j , 1 ≤ k ≤ |T |, 1 ≤ j ≤ |Ik|}, and we want

to build an estimator Ŝm for S accordingly. If one chooses the L2 distance as a
metric for assessing the quality of Ŝm, then we have:

Ŝm =
|T |∑
k=1

|Ik|∑
j=1

Sk,j1IIk,j
(i)1ITk

(t), where Sk,j =
1

|Ik,j |
∑
t∈Tk

∑
i∈Ik,j

yi(t)
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The dimension of an estimator Ŝm is de�ned as the number of the spatio-
temporal parts of the corresponding spatio-temporal partition m : Dm = |m|.

A penalized criteria for the estimation of S - Theoretical background:
LetM be a family of models to which we associate a family S = {Ŝm,m ∈M}
of estimators of S. We seek for the estimator Ŝm ∈ S which minimizes the
quadratic risk E‖S − Ŝm‖2. As E‖S − Ŝm‖2 cannot be minimized directly from
data[1][7], a sharp upper bound of this risk is minimized using data. A known
approach in model selection literature is the penalized least squares criteria where
one minimizes a criteria of the form:

crit(Ŝm) = γ(Ŝm) + pen(m) (3)

where γ(·) stands for the L2 distance to the data y, and pen(·) stands for a
penalty on the model complexity. Herein, we use the key result of Birgé & Mas-
sart [1] to give the form of pen(m) and a risk bound of the penalized estimator
of S which we denote by S̃.

Proposition 1 There exist two postitive constants K > 1 and θ > 0 such that
if the penalty is de�ned for all model m ∈M by:

pen(m) = K Dm σ2
(
1 +

√
θ +

2 log(cardM(Dm))
Dm

)2

(4)

then the penalized estimator S̃ satis�es:

E‖S − S̃‖2 ≤ C(K) inf
m∈M

n
‖S − S̄m‖2 + pen(m)

o
+ C′(K, θ)σ2 (5)

where cardM(D) represents the number of the models m ∈ M having the di-
mension D, and S̄m is the projection of S on m �

Proof. Recall the thoorem of Birgé & Massart [1]:

Theorem 1 (Birgé and Massart) Let's consider the Gaussian framework (1)
and let de�ne a familiy of non-negative weights {Lm∈M} satisfying:

Σ =
∑

m∈M|Dm>0

e−LmDm < ∞. (6)

Let's now consider a penalty function pen(.) satisfying:

pen(m) ≥ Kσ2Dm(1 +
√

2Lm)2 (7)

for all m ∈ M and some K > 1 , then the penalized estimator S̃ exists almost
surely and is unique. Moreover, it satis�es the following inequation:

E‖S − S̃‖2 ≤ C(K) inf
m∈M

n
‖S − S̄m‖2 + pen(m)

o
+ C′(K)Σσ2 (8)

�
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Fig. 3. An example of a spatio-temporal part belonging to mathcalM∗. As shown by the �gure,

given a time partition of the time interval [1, N ], the average signal magnitudes with respect to

each time part of the spatio-temporal partition are ordered in a descending order (from dark to

light blue in the �gure) and a saptio-temporal partition is obtained by dividing the signal indexes

in each time part to one or to sets while respecting the so created spatial order in each time part.

Using this theorem, it amounts to �nd the (optimal) weights {Lm∈M}:

Σ =
∑

m∈M
e−LmDM =

Dmax∑
D=Dmin

e−LD DcardM(D) =
Dmax∑

D=Dmin

e−D(LD−
log cardM(D)

D )

Put: Lm = LDm = θ + log cardM(Dm)
Dm

, for some θ > 0, then we get:

Σ = Σ(θ) =
Dmax∑

D=Dmin

e−Dθ =
e−Dminθ − e−(Dmax+1)θ

1− e−θ

We replace {Lm∈M} in (7) and Σ(θ) in (8), to establish the proof of the propo-
sition 1 �

Computing S̃: Minimizing (3) on S is quite an NP-hard problem. So, instead
of minimizing (3) on S , our idea is to minimize it only on a subset of S that
we think contains good candidate estimators of S.

We construct such condidate estimators as follows: First, we consider a time
partition T . For each time interval τ of T , we compute the average intensity
value for each signal of the packet of signals, and we order these mean values in
a descending order. Indeed, it is natural to put together the signal segments with
higher mean intensity values (very likely to correspond to the object) and to-
gether those with lower mean intensity values (corresponding to the background).
Thus, the decision in each time interval τ on T of the signal index where to cut
the signals mean values into one or two sets yields a spatio-temporal partition
(cf. Fig.3). The set of all such spatio-temporal partitions is denoted by M∗ and
the associated set of estimators is denoted by S ∗ .
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Though there is still exponential number of candidate estimators of S (be-
cause |M∗| is exponential on M and N ), the algorithm we present herein uses
dynamic programming to compute cardM∗(D) and �nds the best estimator of
S (S ∗) for a given dimension D,Dmin ≤ D ≤ Dmax in polynomial time. We
denote it by ŜD. ŜD minimizes the sum of square di�erences to data among all
the estimators of the class S ∗ having the dimension D. Denote by: γ(P ) the cost
(L2 distance to data) of a time-space part P = τ×I after the ordering operation
of the mean intensity values with respect to the time interval τ as we explained it
earlier in this subsection, w and W are respectively the minimal and the maximal
temporal lengths of a time-space part, h is the minimal spatial length (minimal
number of signal indexes) of a time-space part 4. We de�ne ∆̂t,D and Ct,D re-
spectively as the cost of the minimal estimator and the cardinal of the set of
the estimators of class S ∗ of the part of data {yi(s), i = 1 . . . , M, s = t, . . . , N}
having the dimension D. Then, we seek to compute ∆̂1,D (ie. the cost of ŜD) and
C1,D (ie. cardM∗(D)), for D = Dmin, . . . , Dmax. The following general recursive
formulas allow their calculation, and because of lack of space, the dear reader
must handle the initialization step (border terms).

∆̂t,D = min
min(N−w,t+W−1)≥u≥t+w,

h≤i≤M−1

n
γt,u,1,i + γt,u,i+1,M + ∆̂u+1,D−2, γt,u,1,M + ∆̂u+1,D−1

o
,

N −W + 1 ≤ t ≤ N − w + 1, Dmin ≤ D ≤ Dmax

Ct,D =
X

min(N−w+1,t+W−1)≥u≥t+w

Cu,D−1 + (M − h)× Cu,D−2,

N −W + 1 ≤ t ≤ N − w + 1, Dmin ≤ D ≤ Dmax

Once one has computed ŜD and cardM∗(D) for D = Dmin, . . . , Dmax, (3) is
minimized with respect to D to �nd S̃ .

Method calibration: K and θ are trade-o� parameters in (5). We adjusted
K to 2 and θ to 2 by simulation . For σ which is assumed to be known so
far, we propose a fast and simple method for its estimation. As we assumed
that the variance of the 2D signal y is the same as the variance of each of its
constituting 1D signals yi, i = 1, . . . ,M , then, let's �rst estimate the variance
σ2

i of yi. De�ne zi(t) = yi(t + 1) − yi(t), t = 1, . . . , N − 1. Let's now consider
z∗i (t) = zi(2t − 1), t = 1, . . . , [N+1

2 ] and z∗∗i (t) = zi(2t), t = 1, . . . , [N
2 ]. If there

was no signi�cant �uorescence change in the signal yi, than both z∗i (t), t =
1, . . . , [N+1

2 ], and z∗∗i (t), t = 1, . . . , [N
2 ] would be i.i.d Gaussians with variance

2σ2
i . In presence of signi�cant �uorescence change due to vesicle tra�cking,

both z∗i (t), t = 1, . . . , [N+1
2 ] and z∗∗i (t), t = 1, . . . , [N

2 ] may be viewed as i.i.d
Gaussians with variance 2σ2

i but contain outliers. Thus, a robust estimator of
2σ2

i is needed. A good robust estimator of the standard deviation s of Gaus-

4 w, W and h are by default respectively equal to 1 ,N , and 1, but may also be set
accordingly to trade o� robust detections and fast calculations.
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(a) (b) (c)

(d) (e) (f)

Fig. 4. (a) Image representation of a simulated 2D piecewise constant Gaussian signal (σ = 10) ;

(b) Topographical representation of the 2D signal in (a) ; (c) Image representation of the restored

2D signal (w = 1, W = 15, h = 6) ; (d) A 3D representation of the observed tra�cking (penalized

estimator (up to a spatial reordering)) for the signal packet of Fig1.b (w = 1, W = 60, h = 6). The

algorithm found that S̃ = Ŝ6 ; (e) A packet of the 27 signals of a site X with heavy background ;

(f) The corresponding penalized estimator (up to a spatial reordering) (w = 1, W = 10, h = 6).

sian process εt, t = 1, . . . ,K is: ŝ = 1.48 × Median(|εt|, t = 1, . . . ,K). So,
two estimators of

√
2σi is: ŝ1 = 1.48 × Median{|z∗i (t)|, t = 1, . . . , [N+1

2 ]} and

ŝ2 = 1.48×Median{|z∗∗i (t)|, t = 1, . . . , [N
2 ]}. It follows that an estimator of σi is:

σ̂i = ŝ1+ŝ2

2
√

2
, and �nally an estimator of σ can be: σ̂ = Median{σ̂i, i = 1, . . . ,M}.

3 Experimental results

To assess the performance of our bidimensional signal technique, we �rst exper-
imented it on simulated 2D signals for realistic SNRs. Unless the 2D signal is
severely damaged by noise, the method successfully restores it (cf. Fig4.a-c). Sec-
ond, we sampled manually many image sites where we can see object tra�cking,
and we applied the method on the corresponding signal packets. The obtained
results have been very encouraging (cf. Fig4.d-f).

We used the developed approach to analyse videomicroscopic sequences of the
RAB6A related vesicle tra�cking. These sequences of size 395×345×10 voxels3×
120 seconds were acquired using the wide-�eld modality and are coded in short
(intensity values range from a few tens to a few thousands).
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3.1 Detection of activity regions

First, we divided the 3D volume into blocks (sites) of size 3× 3× 3 and we treat
at once N = 60 instants. For each voxel of a site, we consider the corresponding
signal yx. To decide whether or not there is vesicle tra�cking at some site X,
we use a contrario hypothesis testing (Desolneux et al., 2000). For each voxel
x of X, we consider the null hypothesis H0(x):"No tra�cking occurs at voxel
x" and the alternative hypothesis H1(x) "There is tra�cking at voxel x". Noise

is assumed to be Gaussian, so let's consider the statistic Tx =
PN

t=1(yx(t)−ȳx)2

σ2
x

,

where ȳx = 1
N

∑N
t=1 yx(t) and σ2

x is the signal variance. Notice that the statistic
Tx increases as there is signi�cant changes in the �uorescence pro�le yx of the
voxel x. Under H0(x), T follows a χ2 distribution with degree of freedom N −
1. So, we �x a p-value α (eg. α = 5%), and we determine the quantile Ax

such that P(Tx ≥ Ax/H0(x)) = α. Finally, we decide to select the site X if
Tx ≥ Ax for at least six voxels x of X. For instance, for the sequence shown
in Fig1.a, around 15.900 of image sites (cf. Fig5.a) were detected (α = 5%).
Remark. In presence of highly spiky noise (which is generally the case for
raw videomicroscopic sequences), to avoid false alarms in the test output, we
recommend either to use a �x σ characteristic of tra�cking sites, for all the
signals in the sequence, or estimate σx as explained at the end of section 2 but
�lter the sequence (using eg. the median �lter) to eliminate the spikes before
performing the test on each signal yx of the sequence.

3.2 Spatio-temporal vesicle localization & tra�cking analysis

The described approach is applied on the so detected sites. Following our model-
ing, detecting vesicle tra�cking at a site amounts to take the higher mean value
in each time interval of the found optimal spatio-temporal partition (this induces
a 1D function we denote by F )(cf. Fig5.b) and detecting signi�cant changes in
the intensity of F . So, background can be viewed as the valleys while object
passages can be viewed as the signi�cant hills in the pro�le of F . The detection
of the hills and the valleys in F can be performed with the 1D watershed trans-
form. To handle small background changes (due to eg. dynamic background,
photobleaching, etc. . . ), some post-processing aiming at discarding insigni�cant
hills in F detected with the 1D watershed transform F is necessary (cf. Fig5.c).

Once this preliminary analysis is performed, moving spots are detected at
each time instant as spatial connected components (cf. Fig6). The strength of
such a detection is that, contrarily to wavelet based detection and to Gaus-
sian kernel �tting which simply fail in case of anisotropic and collapsing spots,
this method is able to detect moving spots whatever their shape. Furthermore,
the temporal windows (temporal lengths of the signi�cant hills in F ) are used
to track locally (with respect to a given image region) the moving spots, and
statistics regarding their dynamics can be computed accordingly (eg. cf. Fig.7).
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(a) (b) (c)

Fig. 5. (a) A 2D slice of the 3D binary image of the detected tra�cking sites (in white) (α = 5%)

; (b) Constructing the 1D function F for the example of Fig4.f ; (c) Detection by the watershed

transform of F of vesicle tra�cking at the site X. As shown in the �gure, four vesicle passages

are detected (colored in red).

(a) t=10 (b) t=20 (c) t=30 (d) t=40

(e) t=10 (f) t=20 (g) t=30 (h) t=40

Fig. 6. Spatio-temporal detection of moving spots (colored in red) corresponding to the tra�cking

of the GFP-tagged RAB6A protein between Golgi apparatus and ER cell compartments (a) In a

3D+T raw videomicroscopic sequence ; (b) In a 3D+T deconvoluted videomicroscopic sequence.

(a) (b)

Fig. 7. (a) The histogram of tra�cking intensity ; (b) The histogram of sojourn times of vesicles

(carrying the GFP-tagged RAB6A protein) in the detected activity sites.
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4 Conclusion & perspectives

We presented an automatic approach for spatio-temporal analysis of vesicle traf-
�cking in 4D videomicroscopy. It constitutes an interesting framework for sum-
marizing the huge spatio-temporal data and performing statistical analysis of
dynamics in 4D videomicroscopy without the need to track individually the
objects in the scene. We used the developed approach to analyze the RAB6A
protein related vesicle tra�cking. Now, we are constructing high level representa-
tions of vesicle dynamics based on the described bidimensional signal processing
technique and on graph theory. This aims at developping a GUI (Graphical User
Interface) that allows the user to navigate intelligently in the spatio-temporal
content of the sequence, focus on special sites, select special dynamics, visualize
particular events, add missing information by simple clicks in the image, etc . . .
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Abstract. A set of interactive tools have been developed to assist in
the extraction of macular hole descriptors in retinal optical coherence
tomography images. Due to differences in the shape of the pre- and
postoperative retinal surface, two different methods are applied. The
localization of transitional borders is based on regularized shortest-path
extraction except for the retinal surface in preoperative images, where a
parametric snake is applied, since the retinal surface is not single-valued
as a function of the retinal position. The tools make extraction of relevant
descriptors less time consuming and more accurate.

1 Introduction

For a number of eye diseases, the pathological changes are localized in the retina.
This is the case for diabetic retinopathy and glaucoma, but also for less known
diseases such as macular hole, where a rupture happens in the central part of
the retina. Since this is where our sharpest vision is localized, a macular hole
leads to a significant loss of central vision on the affected eye.

Only few full-thickness macular holes close spontaneously. Surgery is cur-
rently the only way to treat a macular hole that does not close spontaneously.
It was discovered in 1999 as reported in [1] that peeling of the internal limiting
membrane (ILM) on the retina has been found to be a way to stimulate the
wound healing. This is an extremely difficult procedure, but the challenge for
the surgeons can be greatly reduced if the membrane is stained with the dye in-
docyanine green (ICG). There are concerns that ICG may be toxic to the retina,
but on the other hand if the ILM is not peeled, there is a higher risk of the hole
not closing [2].

Optical coherence tomography (OCT) is an often used method to visualize
the retina. OCT is an imaging technique developed in the early nineties that can
produce high-resolution cross sectional images of the internal microstructure of
living tissue [3]. OCT has conceptually many similarities with ultrasonic imaging,
the major difference being the use of coherent light instead of ultrasound.

Currently a research project at a collaborating hospital is performing a ran-
domized clinical trial comparing different surgical techniques for the treatment
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of macular holes. Half of the patients will have performed ICG-assisted ILM
peeling, and the other half will not. An important method used in evaluating
the results is OCT. To quantitatively be able to evaluate the changes occurring
in the retina, it is relevant to look at several measurable descriptors in the OCT
images. A set of relevant descriptors have been decided in collaboration with
the relevant personnel from the department of ophthalmology at the collaborat-
ing hospital. To assist in the data processing, two interactive tools have been
developed that extract these descriptors.

The primary goal of the research project is to evaluate the surgical results
achieved with ICG assisted ILM peeling, vs. no peeling. During the trial, insight
about the pathogenesis of macular hole may also be gained. This could for in-
stance be about which macular holes spontaneously regress and which do not.
Then surgery could be performed earlier for the holes not expected to regress.

The retinal layers that will be referred to below are indicated on an OCT
image of a normal case in figure 1. An example of a macular hole can be seen in
figure 3.

Fig. 1. Relevant retinal layers shown on an OCT image. Starting from the inner part
of the eye, they are: retinal nerve fiber layer (RNFL), outer nuclear layer (ONL), inner
and outer segment of the photoreceptors (IS/OS) and the retinal pigment epithelium
(RPE).

2 Method

Two types of images will be available, one being preoperative images with a
macular hole, and the other being postoperative images, which for the main
part will be similar in shape to a normal retina. Different descriptors are to be
determined for the two cases, so two different methods have been developed.

2.1 Pre-Operative Images

In order to determine the relevant descriptors in the preoperative case, the inner
(closest to the eye) and outer transition of the neuroretina needs to be located.
The neuroretina refers to the retina excluding the retinal pigment epithelium
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(RPE). Thus the inner transition is between the vitreous body and the retinal
nerve fiber layer (RNFL), and the outer is where the inner and outer segments of
the photoreceptors (IS/OS) and the RPE connects. Since it can be very difficult
to locate the precise transition between the RPE and IS/OS, an often used
approximation is to use the transition between the outer nuclear layer (ONL)
and the IS/OS. In the following a reference to the neuroretinal thickness will
refer to this approximate thickness.

The outer transition can be found as a shortest-path running from the left
to the right in the negated vertical gradient image. This has been implemented
with regularized shortest-path extraction as described in [4]. The method is an
extension of dynamic programming that constrains the second order derivative
of the path, but still maintains optimality. The cost of the path that is minimized
consists of two parts, the first being the intensity of the pixels the path crosses
and the second being the second order derivative of the path,

M∑
c=1

I(ic, c) + λ

M−1∑
c=2

(ic−1 − 2ic + ic+1)2. (1)

I is the image and ic is the corresponding row of the path location in column c.
A regularization constant λ is introduced that controls the rigidity of the path.
It has been set to 10% of the maximum pixel value. In this way the cost is
approximately independent of scaling of the image intensities.

This procedure fails for some cases, where the tracked path jumps down
and locates the inner part of the RPE instead of the IS/OS. An extra energy
term could be added that penalized lower lying pixels, but this could also shift
the location of the shortest path upwards in the cases where the top has been
correctly found. Therefore another approach is taken. First the center of the
RPE is located with regularized shortest-path extraction. The inner part of the
IS/OS is expected to lie between 40 and 60µm above the central line, and the
inner part of the RPE is expected to lie below 40µm. If there is a significant
peak in the gradient image, lying in the interval 40-60µm above the central line,
it and its vertical vicinity is rewarded, thus attracting the shortest-path.

An example where this corrects an otherwise erroneous path can be seen in
figure 2. The white path, indicating the altered path, has been pulled upwards
from the black path, to correctly find the outer neuroretinal transition on the
right side, without otherwise affecting the path. If for some reason this method
or any of the other methods based on shortest-path extraction fails, the user can
reward a point on the image and thereby attract the shortest-path towards the
point.

In contrast to the above situation with no macular hole, the inner border in
the case of a macular hole will not be single-valued as a function of the retinal
position. In such a case we cannot apply our shortest-path algorithm. Instead
we apply a parametric snake algorithm. For further information on, and how to
implement a snake see [5].

Since the surface of the retina is not a closed curve, the snake is adapted,
such that it always starts at one side of the image and ends at the other side. By
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Fig. 2. The shortest path found in the negated gradient image is marked with black.
To correctly find the top of the IS/OS, indicated by a white line, a high gradient lying
in the interval 40-60µm above the center of the RPE has been rewarded.

letting a balloon force be directed perpendicular to the snake in the downwards
direction, the snake will have greater chance of extending to corners of the mac-
ular hole. This only gives good results if the snake is initialized at or above the
border it should fall to rest on.

Fig. 3. The locations of the inner and outer transitions of the neuroretina are shown.

In figure 3 the located borders of a neuroretina are shown. The inner transi-
tion is located on the basis of 10 points provided by the user.

From the location of the inner and outer borders of the neuroretina the
relevant hole descriptors can be extracted. The descriptors are the height of the
hole, minimum and maximum width of the hole, an estimate of the area and
volume of the hole and an estimate of the neuroretinal area.

2.2 Post-Operative Images

A postoperative OCT image is shown in figure 4(b), and compared to a normal
subject, shown in figure 4(a). There are several things to look for when assessing
how well the retina has rejuvenated. The apparent difference at the top right
position showing a thick RNFL (indicating it is close to the optical nerve head
and the nasal direction) for the normal subject is simply caused by this OCT
scan being recorded at an angle close to horizontal.
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Three factors that may indicate a loss of visual acuity in the fovea will be
mentioned in the following. It can be seen that the hyperreflective layer in the
fovea has decreased in thickness. It consists not only of the RPE as previously
mentioned, but also of the IS/OS. In the postoperative image this layer has
completely disappeared in the foveal area. This indicates that the photoreceptors
may have been decomposed in the detachment period.

The ”foveal dip” is significantly deeper in the postoperative image. Since the
significant layer present in the fovea lying above the IS/OS is the ONL, consisting
of the cell bodies of the photoreceptors, it indicates that the photoreceptors have
shrunk or completely disappeared. These two features have been investigated
before in [6], where there were indications of the IS/OS thickness correlated
with visual acuity but not the foveal thickness.

The last factor that indicates a significant loss of visual acuity in the postop-
erative image is the increased intensity of the ONL in the fovea. It can be seen
that the layer in the fovea lying above the RPE has an increased intensity when
compared to the non-foveal area in the same image, or the foveal area in the nor-
mal eye. This could indicate that instead of being rejuvenated photoreceptors it
may be scar tissue.

These three factors, are to be determined quantitatively and automatically.
To achieve this, the same two transitions as were located in the preoperative case
need to be located, along with the location of the outer boundary of the RPE.
All these transitions can be located with regularized shortest-path extraction.
To increase the robustness, the center of the RPE is located before the inner
and outer transitions, such that the search space can be constrained. The three
transitions located are shown for two different cases in figure 4.

(a) Normal eye

(b) Postoperative macular hole

Fig. 4. The inner and outer transitions of the neuroretina are outlined, along with the
outer transition of the RPE.
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From these three transitions, the thickness of the neuroretina and the thick-
ness of the layer consisting of the IS/OS and RPE can be found, and the ONL
can be sampled at different locations.

3 Results

The methods have been tested on a preliminary set consisting of six preoperative
and six postoperative images, to indicate whether or not the methods cover
the variation present. The localized transitions achievable in both the pre- and
postoperative cases are satisfactory. A set of screen captures of the tools are
shown in figure 5.

(a) Pre-OMaH Tool (b) Post-OMaH Tool

Fig. 5. Screen captures of the two tools developed.

The preliminary test case shown in figure 4(b) has been compared to a normal
case. The neuroretinal thickness, the RPE+IS/OS thickness and ONL intensities
are shown in figure 6. They have all been plotted as a function of the position.
The graphs show significant differences between the postoperative macular hole
and normal case. Figure 6(a) gives the impression that the postoperative case has
a depleted retina, particularly around the fovea. In figure 6(b) the RPE+IS/OS
thickness is significantly thinner in the macular area of the postoperative case,
indicating an atrophy and thus a loss of photoreceptors. Finally figure 6(c) shows
a gaussian filtered version of the intensity of the ONL. The macular area of
the postoperative case has a significantly higher intensity than the ONL lying
outside the macula, and also higher than in the normal case. This indicates the
tissue may be other types of tissue, such as scar tissue instead of cell bodies of
the photoreceptors. These indications corresponds well with the fact that this
individual has a worse postoperative visual acuity than other test cases that are
visually more similar to the normal case.

MICCAI 2006 Workshop on Biophotonics Imaging 66



50 100 150 200 250 300 350 400 450 500
0

20

40

60

80

100

120

140

160

180

200

(a) neuroretinal thickness

50 100 150 200 250 300 350 400 450 500
0

5

10

15

20

25

30

35

40

45

50

(b) RPE+IS/OS thickness

50 100 150 200 250 300 350 400 450 500
0

0.05

0.1

0.15

0.2

0.25

(c) Filtered ONL intensities

Fig. 6. Comparison between a normal case and a postoperative macular hole. (a) gives
the impression that the postoperative case has a depleted retina. In (b) the atrophic
area can can be seen in the central part of the graph. (c) shows that the ONL in the
macular area has a higher intensity than the ONL lying outside the macula, and also
higher than in the normal case.

4 Conclusion

A set of interactive tools have been developed to assist in the extraction of
descriptors in OCT images of pre- and postoperative macular holes. The tools
make extraction of relevant descriptors less time consuming and more accurate.
To localize the descriptors, a set of transitional layers need to be located. This
is achieved by the use of regularized shortest-path extraction and a parametric
snake in the case of the inner retinal border, since the inner retinal border is not
single-valued as a function of the retinal location. There are initial indications
that the outcome of the surgery can be assessed from the descriptors extracted
from postoperative OCT images.
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Abstract. We analyzed the true color images of human oral cavity with
respect to potentially precancerous oral lesions. The aspect of the analy-
sis was texture of the lesions. The images of the lesions were decomposed
using 2D wavelet transform and the resulting wavelets coefficients were
taken as parameters to extract textural features. The analysis was per-
formed on hue, saturation and intensity color bands. 48 color images with
known diagnoses were analyzed and used to build a supervised classifi-
cation system. The overall classification accuracy was 81% (39 out of 48)
using Support Vector Machine classifier.

1 Introduction

The oral mucosa is the site of a variety of disorders and more than two hundred
diseases have been diagnosed. Some of the lesions have a potential to develop
into cancer, which means that we need to monitor these lesions. The visual
examination of patient’s oral cavity is in fact the first step in the diagnostic
process and has a great impact on further diagnostic evaluation and possible
treatment of the patient. Many biophotonic methods, such as multispectral and
spectroscopic analysis, optical coherence tomography and TeraHz imaging, have
been proposed to investigate oral lesions tissues [1][2][3]. However, the common
method of preliminary investigation is still the true color imaging using digital
color cameras. This is due to its simplicity and the low cost, which is impor-
tant for spreading the technique to the developing countries. In fact, one of the
countries suffering most from the oral cancer is India and their neighbouring
countries [4].

In this work we analyze the color images of oral mucosal lesions, with respect
to the texture of the lesions and the clinical diagnosis. The texture parameters
are in turn taken to build a supervised classification system, to discriminate
between potentially cancerous and harmless lesions. Such a system could be
used as diagnostic support system for oral lesion investigations.
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Fig. 1. (left) Leukoplakia - potentially pre-cancerous lesion, many leukoplakias show a
patch -like structures, (right) Lichenoid reaction - usually harmless lesion, with smooth
structures.

2 Material and methods

The material for this study was derived from patients treated at the Central
Hospital, Karlstad, Sweden. The intraoral macrophotographs (1:1) were taken
of the lesions before biopsy and all diagnoses were histologically verified. The
images were represented by 768x512 pixels, 24 bits per pixel, 8 bits per color
channel (red, green,blue). In total, we analyzed 48 images, 24 case of oral leuko-
plakia and 24 cases of oral lichenoid reactions. The images in Figure 1 show
examples of potentially precancerous lesion (leukoplakia) and usually harmless
lesions (lichenoid reactions). In contrast to lichenoid reactions, many of leuko-
plakias exhibit a patch-like structures.

The RGB values were transformed to HSI (Hue-Saturation-Intensity) color sys-
tem using the following equations: Hue = atan2(Y, X), where X = (2R − G −
B), Y =

√
3(G−B), Saturation = 1−min(R, G, B)/(R + G + B), Intensity =

(R+G+B)/3, as they better correspond to the human perception of colors [5].

The feature extraction process is as follows (see Figure 2) :
a) the user manually selects a representative part of the lesion and extracts a
quadratic 32x32 pixels area
b) the extracted image is converted to a log-polar representation, to obtain ro-
tation and nearly scale invariance of wavelet coefficients [6]
c) the image is converted to hue, saturation and intensity bands [5]
d) the resulting images are decomposed by 3-level 2D wavelet transform into ap-
proximation and detail wavelet coefficients, using 2D Haar mother wavelet and
row shift invariant transform [6]
d) from wavelet decomposition, two rotation invariant features are extracted:
variance V ar(Ck) and energy E(Ck), where Ck is a subimage k. Here subimage
Ck consisted of both original coefficients and coefficients calculated for one row
shifted log-polar image.
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Fig. 2. Decomposition of rotation and scale invariant wavelet coefficients from a color
image: (A) original image with region of interest ROI marked (B) extracted ROI (C)
ROI converted to log-polar representation (D) hue log-polar band (E) saturation log-
polar band and (F) intensity log-polar band. Here hue, saturation and intensity values
are stretched for visualization purpose.

The 3-level wavelet decomposition produces in total 10 subimages, thus the
feature vector F consisted of 10 energy and 10 variance values, for every color
band:

Fi = {V ar(C1) V ar(C2) ... V ar(C10) E(C1) E(C2) ... E(C10)}

where i ∈ {Hue, Saturation, Intensity}. Here indices 1..4 indicate the last de-
composition level, 5..7 to the next higher level and 8..10 the second higher level.

The feature selection was done by forward selection based on Wilks’ lambda
as discriminatory measure. This was done individually for every color band and
then the most discriminatory features were used for classifier design. The clas-
sification was performed using Support Vector Machines (SVMs) [7], and the
following decision function:

f(x) = sgn
( l∑

i=1

αiyiK(xi,x) + b
)

(1)

where (xi, yi) are training examples, x is a sample to be classified, l is num-
ber of training examples, K is a kernel function, b is bias, αi are the solutions
to the associated quadratic programming problem, αi ≤ C, and C is a penalty
parameter chosen by the user.
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3 Results

3.1 Classification results

In this section, we present a number of classification experiments in which SVMs
are used to the two-class oral lesion problem. The aim was to find a penalty
parameter C and the kernel K with the best generalization ability. The classi-
fier performance was evaluated using leave-one-out cross-validation. During the
classifier training the leukoplakia cases were labeled as {+1} and the lichenoid
reactions were labeled as {−1}.

Table 1 shows total leave-one-out classification errors using two the best
wavelet features and polynomial and radial basis functions (RBF) kernels. Ta-
ble 2 presents corresponding results using an additional parameter in the feature
vector. We observe that that the best results are for linear-SVMs. The total error
using three features is slightly lower than for two features (15% vs. 19%), but due
to the low number of available training data this difference is not statistically
significant.

Table 1. Leave-one-out crossvalidation error rates (%) for linear, polynomial and rbf-
SVMs, using the two most discriminatory features: intensity variance V ar(C4) and
saturation variance V ar(C4), dim(X)=2.

Kernel type C = 0.1 C = 1 C = 10 C = 102 C = ∞
linear 19 22 25 25 25

poly d=2 29 31 29 29 29

RBF σ = 0.25 31 31 31 45 45

RBF σ = 0.5 31 33 45 47 47

RBF σ = 1 29 29 29 43 43

Table 2. Leave-one-out crossvalidation error rates (%) for linear, polynomial and
rbf-SVMs, using the three features: intensity variance V ar(C4), saturation variance
V ar(C4) and intensity energy E(C5), dim(X)=3.

Kernel type C = 0.1 C = 1 C = 10 C = 102 C = ∞
linear 23 18 15 15 18

poly d=2 25 27 21 21 23

poly d=2 25 27 21 21 23

RBF σ = 1 31 22 31 31 37

RBF σ = 0.5 29 29 33 33 39
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3.2 Receiver Operating Characteristics

Figure 3 shows the ROC curves for the leukoplakia vs. lichenoid reactions prob-
lem for the two classifiers. The ROC curve have been generated by varying the
classifiers’ bias term. Both classifiers show a similar performance and have diffi-
culty to obtain high sensitivity and high specificity simultaneously. In particular,
for nearly 100% specificity, the sensitivity drops down to 30%.
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Fig. 3. ROC curve for linear SVM (C=0.1, dim(X)=2) and linear SVM (C=10,
dim(X)=3), Pd is detection rate (sensitivity) for leukoplakia, Pf is false alarm rate
(1-specificity) for lichenoid reactions. Leave-one-out crossvalidation rates.

4 Conlusion

The presented method has too low accuracy to be used at clinical practice. The
most interesting points of the ROC curves are where both sensitivity and speci-
ficity are high, and are difficult to approach using the presented method.
Tumor detection schemes using textural information have been proposed for
various tissues [8] [9]. The wavelet features are usually selected after some un-
supervised dimension reduction method based on energy or entropy measures.
Our method differs from others, that the choice of the suitable combination of
wavelet features is done during the classifier feature selection.
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Potential improvements may be done by combining true color imaging with other
recording modalities such as multispectral imaging and optical coherence tomog-
raphy and including other non-textural features. The extension to multispectral
data will put even more attention on feature selection and data reduction to
avoid overfitting. Currently, we collect data from AB Shetty Memorial Institute
of Dental Sciences, India, to investigate the classification method on Indian cases
and compare them with the results obtained on the Nordic population. These
images are being recorded with higher resolution, which will make it possible to
closer investigate lesions’ texture.
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Abstract. Timely and accurate diagnosis of breast cancer is vital to the 

prognosis for women with malignant tumors. Diffuse optical spectroscopy 

(DOS) has shown promise in ex vivo studies in distinguishing normal, benign 

and malignant breast tissue. In this work, we present preliminary results to 

diagnose breast cancer using DOS in vivo. A minimally-invasive fiber optic 

needle probe delivers light and collects optical spectra from the sampled tissue. 

Data sets from within healthy tissue and tumors have been collected for 19 

patients with suspect lesions, with 10 patients exhibiting benign lesions and 9 

patients with malignancies. Cytology and histology were used as the gold 

standard against the optical data. Principal components analysis on the clinical 

data is presented, demonstrating a clear shift in the spectra as the needle probe 

progresses from healthy to abnormal tissue. 

Keywords: diffuse reflectance; diffuse optical spectroscopy; breast cancer; 

optical biopsy; elastic scattering spectroscopy 

 

1 Introduction 

Several types of optical spectroscopy have yielded promising results in the diagnosis 

of disease, with the focus on distinguishing cancerous or dysplastic areas from healthy 

tissue. Diffuse optical spectroscopy (DOS), a modality that measures multiply-

scattered spectra from tissue, is particularly sensitive to the changes in biochemistry 

and structure of sub-cellular components with the onset of disease [2-8].  

 In screening for breast cancer, lesions are typically detected through 

mammography and palpation. Several researchers have explored the possibility of 

using various spectroscopic methods for diagnosing breast cancer once it is suspected 

[1-6]. There are several reasons that optical methods are potentially more desirable 

than excision or biopsy for breast cancer diagnosis. The real-time acquisition of 

optical spectra gives DOS the advantage of an immediate diagnosis, easing the 

psychological toll of delayed diagnosis. Fiber optics can be engineered into needles as 

small as those used in fine needle aspiration (FNA), allowing for a minimally invasive 

procedure. Unlike FNA, an ‘optical biopsy’ can interrogate larger volumes of tissue at 
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varying depths and locations in the suspect lesion, as opposed to a single tissue 

extraction point. Also, the optical biopsy procedure is less disfiguring than either a 

lumpectomy or core biopsy, since no tissue is being removed. 

 We present a diffuse optical spectroscopy device that delivers broadband white 

light into a suspect area of breast tissue through an optical biopsy needle and 

measures spectra diffusely reflected by the tissue (diffuse reflectance spectroscopy). A 

preliminary study using principal components analysis (PCA) on the separability of 

the spectra of normal/benign tissue and normal/malignant tissue within each patient 

shows promise that this method is sensitive to changes in tissue brought upon by the 

onset of breast cancer. 

 

2 Background 

Diffuse reflectance spectra in tissue are typically measured in the ultraviolet to near 

infrared range. A system consists of a source fiber that delivers light into the tissue 

and one or more collection fibers located at a distance from the source fiber. A 

spectrometer measures the incoming spectrum. The photons undergo scattering and 

absorption as they interact with the tissue, yielding valuable information on 

biochemical composition and scatterer content in the collected spectra. 

 This information can in turn be used to differentiate between normal and abnormal 

tissue states. Biological markers such as oxy-hemoglobin (HbO2), deoxy-hemoglobin 

(Hb), and beta carotene (βC) are highly absorptive in the visible spectrum. 

Hemoglobin content and oxygenation is often associated with the growth of tumors, 

since their rapid proliferation requires enhanced angiogenesis. Scatterers such as 

organelles, nuclei, and macromolecules also significantly affect the reflectance 

spectra. One of the histological hallmarks of malignant tumors is the increase in 

nuclear size and irregularity, so the optical scattering power may be of diagnostic 

interest [4, 9]. 

 Two approaches are generally used in extracting information from diffuse 

reflectance spectra for the diagnosis of disease, which can be termed the ‘analytical 

approach’ and the ‘diagnostic approach’ [9]. The analytical approach seeks to 

deconstruct the reflectance spectra into biologically and physically meaningful 

factors. These factors can then be used as bio-markers for the normal and diseased 

tissue states in order to form a basis for a diagnosis.  

 van Veen et al [3] uses this analytical approach to model the reflectance spectra 

with a modified diffusion theory equation for a diffuse reflectance optical biopsy 

needle. The percent oxygen saturation, beta carotene concentration, and total 

hemoglobin concentration were fitted to a model of the reflectance spectra for 

analyzing breast malignancies with an optical biopsy needle probe. Lorentz-Mie 

scattering was assumed in modeling the scatter power of the tissue, resulting in a 

simple mono-exponential form. From the 12 patient data set, normal tissue and 

malignant tumors were compared (all malignancies were either lobular or ductal 

carcinomas). There was a statistically significant difference in blood oxygenation, 

defined as StO2=100%x(Hb+HbO2)/Hbtotal, with normal breast tissue having 

StO2=93±7 % and malignant tissue 65±28 %. Beta carotene levels and scattering 

power, however, were not strong indicators. 
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 The diagnostic approach does not try to explain the spectral characteristics in the 

reflectance data. Rather than attempt to find the source of biophysical causes behind 

the spectra exhibited by certain tissues, a diagnosis is based upon statistical metrics 

that separate the normal and disease tissue states. Nevertheless, this approach has 

merit, as solving the analytical approach may be difficult due to the complexity of the 

probe and the heterogeneity of the tissue. 

 Palmer et al [5] examined diffuse reflectance data from excised breast tissue using 

the diagnostic approach. They used a cylindrical surface probe, with a ring of 

collection fibers surrounding the source fiber. Of the 56 samples from 32 patients, 

most consisted of a normal-tumor pair from each patient. Tissue samples were 

broadly categorized as benign, malignant, and normal. Principal components analysis 

(PCA) was then applied as a data reduction technique, and the scores were used as 

metrics to train a classifier called a support vector machine (SVM) to separate the data 

into malignant and non-malignant tissues. This resulted in an optimized classifier that 

could diagnose malignancies with a sensitivity and specificity of 70% and 92%, 

respectively. 

 For the present work, we analyzed the diffuse reflectance data using the diagnostic 

approach, performing  PCA to observe how well the optical data can separate normal 

tissue and tumors within a single patient. Rationale for taking a more analytical 

approach will be discussed at the end. 

 

3 Methods 

The clinical instrumentation used in this study is the BioTelligent Optical Diagnostic 

System(ODS)™ . Fig 1 shows a schematic of the fiber optic needle probe. A 

broadband white light source illuminates the tissue through fiber optics. Collection 

fibers, located on the needle tip, deliver the reflected light to a spectrometer and data 

acquisition system. The reflectance spectra are collected at 100Hz as the surgeon 

progresses the needle through the breast tissue. The measurements are in the visible 

light range between 400nm and 700nm.  

 A total of 19 patients, 10 with benign lesions and 9 with malignancies, underwent 

the ODS optical biopsy during the same visit as a FNA procedure. Lesions for this 

study were typically large, between 1-3cm in diameter, so the surgeon was able to 

record the time when the optical probe tip contacted the lesion. If FNA cytology came 

back suspect, the lesion was excised and histologically confirmed. 

 

4 Results and Discussion 

The data reported here were taken from a small set of 19 patients in an ongoing study. 

The goal is to eventually achieve sensitivity and specificity rates of over 90%. In the 

present work, the objective is to explore the viability of this goal by testing 1) if the 

normal and abnormal regions of the breast within each patient are indeed spectrally 

different and 2) for any obvious patterns between malignant tumors, benign lesions, 

and normal tissue across the inter-patient data set. 
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Fig 1. Schematic of the diffuse reflectance optical biopsy probe 

4.1 Analysis of Individual Patient Data Sets 

The optical spectra of an infiltrating ductal carcinoma and a benign fibroadenoma are 

shown in Fig. 2a, from two patients. The spectra are averaged over 1cm within the 

abnormal tissue (tumor or fibroadenoma). The spectra are representative of some but 

not all the data. 

 

a)       b) 

 

Fig. 2: a) Reflectance spectra for a malignant infiltrating ductal carcinoma and a benign 

fibroadenoma. The characteristic absorbance spectral peaks of beta-carotene, deoxy- and oxy-

hemoglobin are shown by the small arrows on the benign spectrum and the corresponding 

absorbance graphs shown in b). Since increased absorbance means decreased reflectance and 

vice-versa, peaks and valleys in the absorbance curves correspond to valleys and peaks in the 

reflectance curves. 

For comparison, the absorbance graphs of oxy-hemoglobin, deoxy-hemoglobin, and 

beta carotene are shown in Fig. 2b1. The breast tissue reflectance spectra resemble a 

Mie-like negative slope pattern overlaid by the spectral peaks and valleys of the 

various absorbers. The benign lesion displays a strong ‘double-hump’ oxy-

hemoglobin signature at 541 and 576nm. The beta carotene valley at 477nm is evident 

                                                           
1 Molar concentrations for Hb, HbO2, and βC of 3.90µM, 9.3 µM , and 29.0 µM were used to 

calculate the absorbance graph scaling. Hemoglobin concentrations were measured by Shah 

et al [8]; beta carotene concentrations were measured by van Veen et al [3]. 
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as well. The spectrum for this benign fibroadenoma closely resembles the diffuse 

reflectance spectrum for normal glandular tissue published by van Veen et al [3]. 

 The malignant tumor has a significantly lower amplitude, albeit with smaller 

hemoglobin indicators, implying a reduced amount of scattering. In the analytical 

methodology of Tromberg et al [7], the relative scattering coefficient (relative to 

normal healthy tissue) for invasive cancers was found to be significantly lower than 

that of fibroadenomas; the result in Fig. 2a is consistent with this observation.  

 

Fig. 3: Schematic of the reflectance data compressed by PCA to two variables 

 

 In order to characterize how the data shows the transitions from normal to 

abnormal tissue, principal components analysis for individual patients was employed 

to reduce the data to a small number of orthogonal variables. Let the data be contained 

in matrix D (n x p), with n data points corresponding to time indices taken at 100Hz, 

and p wavelength channels. Taking the covariance of D to produce A (p x p), we 

solve for the eigenvalue problem: 

 

AΦ = Φ∆,      Φ
T
Φ = I 

∆ = diag (δ1, δ2, ..., δp),   δ1 ≥  δ2 ≥ … ≥ δp 

(1) 

 

where Φ (p X p) has as its columns p orthonormal eigenvectors φ1, φ2,…, φp (which 

happens to be equivalent to the principal components), and ∆ is the eigenvalue matrix.  

 PCA characterizes the largest amount of variance in the data along the first 

principal component (PC) vector, and the second largest variance along an orthogonal 

second PC, until all the variance can be explained with the same number of PCs as 

there are variables. For the breast data, the first two principal component vectors φ1 

and φ2 accommodate typically >95% of the data variance. We take the estimate of the 

original matrix D by projecting it on the first two principal components: 

 

D̂  = D x [φ1  φ2] 
(2) 

where D̂  (n x 2) contains the compressed spectral data. The original data can now be 

plotted in two dimensions. 

 Fig. 4 shows PCA-compressed optical spectra for normal tissue data (prior to 

lesion entry) and data within the suspect tissue. The transition tissue is defined as the 
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tissue measured 1sec before and 1sec after the surgeon reported that the needle has 

reached the target lesion. The data plotted against the first two principal components 

show a separation between normal tissue and the benign and malignant areas.  

 
a)          b) 
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Fig. 4. Individual patient measurements showing data points plotted against the first two PCs as 

the needle progresses into the tissue for a) normal and benign tissue and b) normal and 

malignant tissue. Transition tissue data points are shown to demonstrate how the data behaves 

as the needle transitions from normal to abnormal tissue. 

 Not all data sets exhibit such clear separations between tissue states. Fig. 5 shows 

another two patient data sets analyzed in the same manner. Although the clusters for 

each type of tissue are distinct, the two clusters overlap. Blind separation algorithms 

such as SVMs may have difficulty in finding a boundary between such tissue states. 

This may explain why diagnostic approaches such as those taken by Palmer et al [5] 

result in low sensitivity rates of approximately 70%. 
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Fig. 5. Similar as the previous two figures, but with examples of normal and abnormal tissue 

data clusters touching. a) Normal transitioning to benign tissue and b) normal transitioning to 

malignant tissue plotted against the first two principal components.  
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4.2 Analysis Across All Patient Data Sets 

Fig. 6 shows the averaged spectra among the 19 patients for normal, benign, and 

malignant tissues. There is significant variability in the inter-patient data set. This 

may be a result of the variation of hemoglobin in the tissue, due to the mechanical 

deformation of the tissue as the needle progresses, squeezing blood in and out of the 

vasculature. Engineering improvements such as a smaller needle and mechanisms for 

better needle control can partially solve this possible problem. 
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Fig. 6. Averaged spectra from a DOS collection fiber for 19 normal tissue, 10 benign, and 9 

malignant measurements. The error bars represent ± one standard deviation. 

 A prevailing pattern in Fig. 6 is the significantly lower amplitude of the average 

malignant tumor spectrum. As mentioned before, this may be indicative of lower 

levels of optical scattering within the tumor. The large standard deviation of the data, 

however, makes this observation not diagnostically significant. 

 

 The PCA data cluster analysis shows a clear difference between normal and 

abnormal tissues within each patient. The challenge is a large spectral variance in the 

inter-patient data set, hindering the development of a diagnostic algorithm. We 

hypothesize that significant biological markers that are diagnostic of normal and 

malignant tissues are being detected; however, we also hypothesize that there are also 

large biological factors that are non-diagnostic of disease interfering with the signal. 

We believe that separating these “bio-markers” with an analytical approach will 

enable us to keep the factors that are diagnostically significant and attenuate those that 

are not, establishing a pattern in the inter-patient data set. 

 

5 Future Work 

Our current direction towards reducing the inter-patient variability is to empirically 

and theoretically model the optical probe to extract the absorption, scattering, and 

anisotropy coefficients from the reflectance spectra. By separating bio-markers from 

the overall reflectance signal, the diagnostically important markers can be used and 

the insignificant markers discarded. There are two approaches being followed: an 

empirical model (experimental phantom work) and theoretical model (Monte Carlo 
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approach). Although it is possible to characterize how reflectance is related to the 

absorbance and scattering coefficients, as demonstrated by Bargo et al [6], other 

parameters such as average photon path length and the interrogation volume can only 

be reliably extracted using a theoretical approach such as Monte Carlo simulation.  

 

6 Conclusions 

Principal component analysis data reduction shows that the spectra from normal, 

malignant, and benign tissues are distinct from each other within a single patient. On 

the other hand, there is significant inter-patient variability due to the presence of non-

diagnostic biological markers. Further work in this area includes modeling the optical 

probe to separate the absorption and scattering coefficients, and then the individual 

biological markers, in order to reduce the inter-patient variation. The data set will also 

be significantly expanded to include over one hundred patients. 
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Abstract. Optical coherence tomography (OCT) is a non-invasive imaging 
method for obtaining potential high resolution (2-20 µm) images of outer layer 
tissue (2-3 mm penetration). Since the technique is rather new the applications 
are still investigated. Because of the high resolution images provided by OCT, 
promising results is expected within dermatology. We summarize the results 
from recent studies in dermatology using OCT. This includes skin cancer 
diagnostics, imaging of tattoos, tropical diseases and for measurement of nail 
thickness. Furthermore techniques for reduction of speckle noise in OCT 
images is discussed. 

 

Introduction 
OCT is a novel, non-invasive optical imaging technology1. It can provide cross-
sectional tomographic images of tissue pathology in situ and in real time, without the 
need for excision and processing of specimens, as in conventional histopathology. 
OCT use harmless, infrared light to create high-resolution images of tissue. In 
contrast to conventional microscopy, OCT provides cross-sectional images of 
structures below the tissue surface in analogy to histopathology. Hence OCT can 
function as an “optical biopsy” providing images of tissue structure on the micron 
scale. For example, OCT could be used where standard excision biopsy is hazardous 
or impossible, and OCT could reduce sampling errors associated with excision 
biopsy. 

Cross-sectional OCT images are generated when an optical beam is scanned across 
the tissue and echo time delay and intensity of backscattered light is measured. 
Because the velocity of light is extremely high optical echoes cannot be measured 
directly. Instead OCT is based on a technique called low-coherence interferometry. 
The principle is, measuring light reflected or backscattered from inside a specimen by 
correlating with light that has travelled a known reference path. OCT is analogue to 
B-mode ultrasound pulse-echo imaging with an optical rather than acoustical 
reflectivity being measured.  

There are several ways to enhance information input from OCT images. The most 
important are OCT Doppler function and polarization sensitivity (PS), both 
complementary to conventional images. Another up-coming system is molecular 
contrast OCT. Recent development includes fast Fourier Domain OCT systems 
allowing for almost realtime 3D recordings and for systems with fewer mechanically 
moving elements. 
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Here we present different applications of OCT in dermatology and evaluate the 
potential.  
 
 
OCT in skin cancer diagnosis 
Skin cancer is the most prevalent cancer in the Western World. Unfortunately it 
cannot always be diagnosed clinically – that is diagnosis by the naked eye only. The 
earlier a skin cancer is diagnosed, the better the prognosis. For that reason an 
extensive technological development in optical imaging technologies have proved 
beneficial in dermatology. OCT has a penetration of 1.5-2.0 mm in skin making it 
very useful for imaging of the epidermis and upper dermis, which is also the upper 
limit of most skin cancers. 

The reference standard for skin cancer diagnosis is a skin biopsy. A biopsy may be 
a time-consuming, expensive and sometimes mutilating and painful experience to the 
patient, especially because only around 3% of presumed benign lesions are actually 
malignant2. Furthermore whereas treatment has hitherto been almost synonymous 
with surgery, new non-invasive treatment strategies call for non-invasive diagnostics.  

Together with the Dept of Dermatology, Roskilde Hospital, Copenhagen 
University we are investigating the diagnostic potential of OCT in skin cancer. Until 
now we have included more than 50 patients with 85 skin cancer lesions. Skin cancer 
are grouped in two main types: Non-melanoma skin cancer (NMSC) and cutanous 
malignant melanoma (MM). NMSC have been investigated with OCT with quite 
promising results. The pilot studies have suggested that OCT can be used clinically in 
diagnosing NMSC4-10.  In a study of 20 BCC lesions, there was an excellent match of 
histological features seen on light microcopy with OCT images of superficial, 
nodular, micronodular and infiltrative BCCs9. The actual predictive value of OCT in 
BCC patients could however not be calculated from this study. In three patients with 
superficial BCC and three patients with MM, OCT images were compared with 
histology. The size, allocation and form of BCC nests seemed to be similar to those in 
histological images11. 

By comparing OCT images of normal tissue with images of non-melanoma skin 
cancer like basal cell carcinomas (BCC) the preliminary studies reveals that normal 
skin exhibits a layered structure not present in either of the imaged lesions (see figure 
1). Furthermore, tissue with BCC seems to be clearly less reflective than normal 
tissue. Polarisation sensitive-OCT may have additional advantage as BCC differ in 
content of birefringent collagens from normal skin.  In figure 2 we show polarisation-
sensitive OCT images from a BCC lesion are shown. It is evident, that PS-OCT of 
BCC lesions differ from normal skin. Another important issue is whether OCT can be 
helpful in distinguishing different types of skin cancer. This is the topic of ongoing 
work. 
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b) 
a) 

 

Figure 1: a)  picture of a BCC lesion b) photo from the probe with the green line indicating 
position of the OCT scan c) corresponding OCT image d) another OCT-image from the same 
BCC lesion e) histopathology from a similar BCC lesion. 

 

A BCC lesion

   d)             

Normal skin 

BCC c) 

BCC 
 

e) 
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a)                                                                        b) 

PS-OCT
BCC BCC 

c)                                                                          d) 

Normal  PS-OCT 
normal skinskin 

 e)                                                                   f) 

Figure 2: a) Photo of the BCC lesion b) photo from the probe with the green line indicating 
position of the OCT scan c) OCT image of the BCC lesion d) polarization-sensitive OCT-
image from the BCC lesion e) normal adjacent skin f) polarization-sensitive OCT image from 
normal skin. 
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OCT in tattoos 
Tattooing has become very common among young adults. The procedure of tattooing 
involves inserting pigment deep in the dermis through epidermis; the pigment 
distribution has been described in a previous pivotal study using electron microscopy. 
It was shown that tattooed skin pass through phases of inflammatory reaction and 
necrosis followed by the presence of ink particles in dermal fibroblasts14. The scanned 
tattoos showed the presence of dark structure or shadow usually below the level of 
dermo-epidermal junction (see fig. 3). This dark structure was organized mainly in the 
tattooed area, and towards the lower dermis. The epidermis was not affected by that 
dark structure. There was shadowing (empty depressions in between the dark 
structure) in the scanned tattooed skin that not appeared in clinical examination. At 
the same time, the scanned skin without tattoo appeared to be free of this dark 
structure, the demarcation between the tattooed skin and normal surrounding skin was 
generally clear. 

 

               
                               a)                                                         b)                                                                        
 

Figure 3: a) OCT image across a tattoo. The pigment absorbing the light is seen at the center, 
in the dermal layer of the skin b) picture of the tattoo. 
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OCT in tropical diseases 
One of the most prevalent diseases in travellers returned from the Tropics is the 
Creeping Eruption also referred to as cutanous larva migrans. Cutaneous larva 
migrans (CLM) is a parasitic skin eruption caused by migration of larvae of various 
nematodes, most commonly dog and cat hook worms (Ancylostoma caninum and A. 
braziliense). The infection occurs after contact with contaminated soil or animal 
products2. The disease with its characteristic eruption arises when a hookworm 
erroneously enters the skin. The larva gets trapped under the skin, and digs a tunnel, 
which can clearly be visualized, see the OCT-images in figure 4. The width of the 
tunnel is ~300 µm.  

Clinically CLM is characterized by the presence of allergic reaction as a result of 
the products of the larva, which is produced through its penetration into epidermis and 
less often the upper dermis3. The symptoms and signs of the disease are a creeping, 
serpingious eruption and sometimes a severe itch from the lesion. OCT imaging was 
done in the larva tracks, and revealed the boundaries of the track which is located just 
below the dermo-epidermal junction, and the shadowing of this track is directing 
downwards through the dermis. The patient was successfully treated with oral 
ivermictin.   

 

  

a)              b)       
Figure 4: a) OCT image of a cross-section of the tunnel that has been digged into the skin by a 
larva  b) picture of the patients foot vith the tunnel digged by the larva. 
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OCT for measuring nail thickness 
Currently nail diseases are diagnosed mainly based on clinical examination although 
biopsies and scrapings can also provide clinical significant information. Medical 
imaging techniques as ultrasonography (US), magnetic resonance imaging (MRI), 
NIR-spectroscopy and optical coherence tomography have been applied to investigate 
nail structure and pathology, but are, apart from US, not used routinely in the 
dermatology clinic. It is well established that high-frequency ultrasound (HFUS) can 
be used for measuring nail thickness15-16. Undoubtedly non-invasive imaging 
technologies have diagnostic potentials in nail pathology. The aim of this pilot study 
was to investigate the potential of optical coherence tomography for nail thickness 
measurement by comparing it to nail thickness measured by 20 MHz ultrasonography 
and caliper. Ten healthy volunteers with no clinical signs or history of nail disease 
were recruited from the OCT group and its collaborators. The volunteers gave written, 
informed consent. The study was done in accordance to Helsinki declaration. 
Volunteers were all Caucasians, 3 men and 7 women, aged 26-51 (mean 35.4). All 10 
fingernails from the volunteers where examined by HFUS, OCT and nail thickness 
was measured by a caliper in the same session. We have found OCT imaging of the 
nail very easy to apply. The use of a non-invasive method for the study of the human 
nail offers several advantages over existing research methodology: allows for 
longitudinal studies, allows for quantification of subsurface structures, and allows for 
distinction between birefringent and non-birefringent tissue. Skin cancer e.g. has been 
demonstrated to have less birefringence than normal tissue13. Further studies on larger 
populations are needed to validate our OCT imaging and nail thickness 
measurements. 

 

       

Lunula, the 
white band at 
the base of the 
nail 

Figure 5: Typical OCT images of the nail structure. 
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Enhancing OCT images by speckle reduction 
 

As the OCT technique is based on a coherent imaging principle the signal is degraded 
by speckle noise caused by interference of waves with random phases. In order to 
suppress this noise one has to generate uncorrelated speckle patterns, which in turn 
must be summed on an intensity basis. Time, space, frequency or polarisation 
diversities are ways of obtainining uncorrelated speckles, but it can often be difficult 
to obtain a reasonable number of uncorrelated patterns17-18. Recently promising results 
has been obtained using an angular compounding technique where scattered waves 
are separately detected dependent on the backscattering angle19. Postprocessing the 
images using denoising techniqes such as wavelet filtering has also been proposed, 
but will often suffer from the risk of introducing artifacts in the images.  

Here we illustrate how speckle noise can be suppressed using a kind of spatial 
compounding. The OCT scan of a fingertip in figure 6a is a single image, whereas the 
image in figure 6b is obtained by combining 20 recordings, where the sample has 
been vertically moved relative to the probe. It is clearly seen how the speckles are 
reduced thereby increasing the signal-to-noise ratio. Such enhancing of the signal is 
expected to be of great importance in dermatology as we are dealing with highly 
scattering tissue.  

 
 
 

 
 
Figure 6: Inverse gray-scale image of OCT B-scan recorded at a fingertip. Single recording (a) 
versus average obtained by using spatial compounding (b). 
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Abstract. In this theoretical paper we address the question of how to encode the
local signal variation of multidimensional, multispectral signals. To this end, we
first extend the concept of intrinsic dimension to the case of multispectral images
in a way which is not depending upon the chosen colour space. We then show
how additive, multiplicative, and occluded superpositions of oriented layers can
be detected and estimated in multispectral images. We expect our results to be
useful in applications that involve the processing of multispectral images, e.g.
for feature extraction, compression, and denoising. Moreover, our methods show
how the detection and estimation of features like orientations, corners, crossing
etc. can be improved by the use of multispectral images.

1 Introduction

Let a gray-scale image be modelled by a function f : R2 → R. Given an (open) region
Ω, for all (x, y) ∈ Ω, either (a) f(x, y) = constant; or (b) f(x, y) = g(ax + by),
for some g, a, b; or (c) f varies along all directions. The image f is said to locally
have intrinsic dimension 0, 1 or 2, respectively (0D, 1D, 2D for short) [1]. The intrinsic
dimension is relevant to image coding due to the predominance of 0D and 1D regions
in natural images [2] and the fact that images are fully determined by the 2D regions,
i.e. the whole image information is contained in the 2D regions [3]. The concept can be
expressed in a more mathematical form as follows [4]. For a given region Ω, we choose
a linear subspace E ⊂ R2, of highest dimension, such that

f(x + v) = f(x) for all x,v such that x,x + v ∈ Ω, v ∈ E. (1)

The intrinsic dimension of f is therefore 2 − dim(E) for images (and n − dim(E)
for n-dimensional signals). The intrinsic dimension can be estimated with differential
methods, and we will review three such methods below. More general approaches are
based on the compensation principle [1] and the Volterra-Wiener theory of nonlinear
systems [5].
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Structure Tensor. This is a straightforward method based on the equivalence in Ω of
Eq. (1) and the constraint

∂f

∂v
= 0 for all v ∈ E . (2)

The subspace E can be estimated as the subspace spanned by the set of unity vectors
that minimise the energy functional

E(v) =
∫

Ω

∣∣∣∂f

∂v

∣∣∣2 dΩ = vT Jv , (3)

where J is given by

J =
∫

Ω

∇f ⊗∇f dΩ =
∫

Ω

[
f2

x fxfy

fxfy f2
y

]
dΩ . (4)

In the above equation, the symbol ⊗ denotes the tensor product, and fx, fy are short
notations for ∂f/∂x, ∂f/∂y . Therefore, E is the eigenspace associated with the small-
est eigenvalues of J, and the intrinsic dimension of f corresponds to the rank of J and
may be obtained from the eigenvalue analysis of J or, equivalently, from its symmetric
invariants [6].

The Hessian. Since Eq. (1) is assumed to be valid in a neighbourhood, it follows that,
in Ω,

∂2f

∂w∂v
= 0 for all v ∈ E and w ∈ R2 (5)

or, equivalently,
Hv = 0 for all v ∈ E , [7] (6)

where H is the Hessian of f, i.e.,

H =
[
fxx fxy

fxy fyy

]
. (7)

Hence, as for the structure tensor method, both the subspace E and the intrinsic dimen-
sion can be estimated from the eigenvalue analysis of the Hessian of f [1].

The Energy Tensor. The structure-tensor and Hessian methods have similar draw-
backs. The first fails at singular points, e.g., extreme points, while the second fails at
inflection points of the image. Equations (2) and (5) may be combined into a phase
invariant tensor, the so called energy tensor [8]:

B = ∇f ⊗∇f − fH. (8)

Note that the energy tensor is a combination of the structure tensor and the Hessian.
The purpose of this paper is twofold: first, we show how the above methods for

the estimation of the intrinsic dimension generalise to multispectral images; second,
we extend the methods to a different class of signals with fractional intrinsic dimen-
sion, which occur, for example, with multiple overlayed orientations and occlusions,
see Figure 1.
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Fig. 1. Examples of images that result from combinations of locally 1D layers. Synthetic exam-
ples of occlusion (top left) and transparent overlay (top middle), and a real example of an X-ray
car-tire image (top right) are shown. In the bottom row the results of estimating the orientations
are shown. Results are for grey-level images and are taken from [9]. Note that in the case of mul-
tispectral images, the results will improve because the structure tensor can be built by integration
in colour space instead of image space.

2 Multispectral Images and Intrinsic Dimension

Let a multispectral image be modelled by a function f : R2 → Rq. The concept of
intrinsic dimension extends straightforwardly to such images: a 0D image has constant
colour; in 1D images, the colours are constant along some direction; otherwise, the im-
age is 2D. Note that now the colours, not the grey levels, of the image must be constant
in a subspace in order to have a reduced intrinsic dimension. Next, we show how to ex-
tend the three differential methods described above to the case of multispectral images.
Since the coordinate system Rq is mainly an artifact of the colour space definition, it
seems useful to have a generalisation that does not depend on a particular choice of
such a coordinate system. In particular, just working with the image components inde-
pendently does not seem appropriate because they depend on the chosen colour space.

Structure Tensor. Similar to the case of scalar images, we look for the subspace E of
highest dimension such that, in Ω,

∂f
∂v

= 0 for all v ∈ E . (9)

This leads to a system of q equations for each x ∈ Ω. Since Eq. (9) is a vectorial
equation, we choose a scalar product (and its corresponding norm) in Rq for y =
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(y1, . . . , yq) and z = (z1, . . . , zq) in Rq as y · z =
∑q

1 akykzk . The positive weights
ak can emphasise some components of f relative to others. We may now estimate E
and the intrinsic dimension of f by minimising the functional

E(v) =
∫

Ω

∥∥∥ ∂f
∂v

∥∥∥2

dΩ . (10)

To find the tensor J associated with E , we set v = (vx, vy). Thus,

∂f
∂v

= vxfx + vyfy, (11)

where fx, fy denote the partial derivatives of f . Therefore,∥∥∥ ∂f
∂v

∥∥∥2

= v2
x‖fx‖

2 + 2vxvyfx · fy + v2
y‖fy‖

2
. (12)

Hence, Eq. (10) can be rewritten as

E(v) = vT Jv, (13)

where J = J(f) is defined as

J =
∫

Ω

[
‖fx‖2 fx · fy
fx · fy ‖fy‖2

]
dΩ. (14)

Thus, as in the gray-scale case, E and the intrinsic dimension of f may be estimated
from the eigenvalue analysis of J. Similar results have been obtained for the the gra-
dient of colour images [10] and for motion from colour [7]. As expected, the tensor
in Eq. (14) reduces to the one in Eq. (4) for gray-scale images. We relate the structure
tensor of f and its components by the following

Proposition 1. Let f = (f1, . . . , fq)T , then J(f) =
∑q

1 akJ(fk).

Proof. We have ∂f(x)/∂v = (∇f1 · v, . . . ,∇fq · v)T , and consequently,

∥∥∥∂f(x)
∂v

∥∥∥2

=
q∑
1

ak|∇fk · v|2 = vT
( q∑

1

ak∇fk ⊗∇fk

)
v , (15)

which yields the result by use of the scalar product defined above.

The Hessian. We start by taking directional derivatives of Eq. (9) to obtain, within Ω,

∂2f
∂w∂v

= 0 for all v ∈ E and w ∈ R2 . (16)

Let Hk = H(fk) be the Hessian of the component fk , then we have

∂2f
∂w∂v

= (wT H1v, . . . ,wT Hqv)T . (17)
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By an abuse of notation, we denote by the Hessian of f the linear mapping H : R2 →
R2q = Rq × · · · × Rq defined by

Hu = (H1u, . . . ,Hqu)T . (18)

With this notation, Eq. (16) holds if and only if

Hv = 0 for all v ∈ E . (19)

Since the above equation is overconstrained for q > 1, it has to be solved in a least-
squares sense, which yields E as the subspace spanned by the unity eigenvectors asso-
ciated to the minimal eigenvalue of HT H. Thus, the intrinsic dimension of f may be
obtained as the rank of HT H. By choosing, in R2, the standard scalar product and, for
y = (y1, . . . ,yq), z = (z1, . . . , zq) in R2q, the scalar product y · z =

∑q
1 ak yk · zk ,

a straightforward computation gives

Proposition 2. HT H =
∑q

1 akH2(fk) .

The Energy Tensor. The energy tensor method for the estimation of intrinsic di-
mension can be extended straightforwardly to multispectral images in analogy to the
Hessian case. We define a linear mapping B : R2 → R2q by taking into account the
energy tensor for the coordinate functions of f , i.e.

Bu = (B1u, . . . ,Bqu)T , (20)

where Bk = B(fk) = ∇fk ⊗∇fk − fkH(fk). Therefore, the subspace E is the kernel
of B, i.e.

Bv = 0 for all v ∈ E . (21)

Thus, again, E is estimated as the eigenspace associated to the minimal eigenvalue of
BT B, and the intrinsic dimension of f is computed as the rank of BT B. As before, we
have the following

Proposition 3. BT B =
∑q

1 akB2(fk) .

3 Intrinsic Dimension of Multiple, Multispectral Layers

In this section, we investigate a special class of 2D images which occur when two 1D
layers are combined into one 2D image, e.g. by additive superposition or occlusion. We
will show that a generalised structure tensor can be used to detect such superpositions
and to estimate the parameters of the 1D layers. Because such combinations of 1D
layers have an intrinsic dimension greater than one, but are not really 2D, we say that
they have a fractional intrinsic dimension between 1 and 2 and, thus, need a more
refined description (in terms of the generalised structure tensor introduced below).
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Pattern rank J rank J2

◦ 0 0
| 1 1
|+ | 2 2
others 2 3

Table 1. The shown correspondences between the different
patterns and the ranks of the two tensors define the intrinsic
dimension of the components of additively overlayed im-
ages. The symbols denote 0D (circle) and 1D (bar) pat-
terns. In general, the rank of JN , N = 1, 2, ... induces a
natural order of complexity for patterns consisting of N ad-
ditive layers [11].

Additive Multispectral Layers. Let f be the additive superposition of two layers

f = g + h , (22)

we want to know if both layers g,h have intrinsic dimension lower than two, i.e., for a
given region Ω, we want to know if there are subspaces E1 and E2 such that

∂g
∂u

=
∂h
∂v

= 0 for all u ∈ E1, v ∈ E2 . (23)

By allowing more layers, we can deal with the important case where the components fk

of f have intrinsic dimension lower than 2. For this, it suffices to look at f =
∑q

1 fkek,
where {e1, . . . , ek} is the standard basis for Rq. Taken together, Eq.s (22) and (23) are
equivalent to [12]

∂2f
∂u∂v

= uT Hv = 0 , (24)

which expands to
cxxfxx + cxyfxy + cyyfyy = 0, (25)

where cxx = uxvx , cxy = uxvy + uyvx , cyy = uyvy . Since the above equation is
linear in the parameter vector c = (cxx, cxy, cyy)T , there will be a correspondence
between the dimension of the subspaces E1, E2 and the rank of the tensor associated to
the energy functional (see [11] and Table 1)

E2(c) =
∫

Ω

‖cxxfxx + cxyfxy + cyyfyy‖2 dΩ = cT J2c, (26)

where J2 = J2(f) is given by

J2 =
∫

Ω

 ‖fxx‖2 fxx · fxy fxx · fyy

fxx · fxy ‖fxy‖2 fxy · fyy

fxx · fyy fxy · fyy ‖fyy‖2

 dΩ . (27)

Multiplicative Multispectral Layers. We now consider the multiplicative superposi-
tion of two layers, i.e.

f = g • h, (28)

where the bullet denotes that for every component of f , we have fk = gkhk. A direct
verification shows that Eq.s (23) and (28) imply the following constraint for f :

uT Bv = 0. (29)

In analogy to the additive case, we can construct a tensor J(B, f) for the estimation of
the intrinsic dimension of the layers.
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Occluded Multispectral Layers. We model occluded superposition of two images by

f = χg + (1− χ)h , (30)

where χ(x) is the characteristic function of some half-plane P. This model is appro-
priate for the local description of junction types T, L and Ψ . X-junctions fit better to a
transparent model as in Subsection 3. In order to estimate the intrinsic dimension of the
occlusion layers, we observe that Eq. (30) is equivalent to

f(x) =

{
g1(x) if x ∈ P

g2(x) otherwise.
(31)

Therefore, ∂f(x)/∂u = 0 if x belongs to P , and ∂f(x)/∂v = 0 if x does not belong
to P. From the above, we can draw the conclusion that the expressions

∂f
∂u

⊗ ∂f
∂v

= 0 and
∂f
∂v

⊗ ∂f
∂u

= 0 (32)

are valid everywhere except for the border of P where they may differ from zero.
Eq. (32) may not hold at the border of P , because the derivatives of the characteris-
tic function χ are not defined there. This is not the case if u and the border of P have
the same direction, e.g., in case of a T -junction. In contrast to the second order deriv-
ative approach, the equations in (32) differ. Expanding the first of these equations, we
find

uxvxfx ⊗ fx + uxvyfx ⊗ fy + uyvxfy ⊗ fx + uyvyfy ⊗ fy = 0 . (33)

A direct estimation of the uivj will result in an overconstrained system of equations for
u and v. This is avoided by averaging the equations in (32), i.e., by symmetrization, to
obtain

cxxfx ⊗ fx +
cxy

2
(fx ⊗ fy + fy ⊗ fx) + cyyfy ⊗ fy = 0 . (34)

Although the focus here is not on the estimation of the parameters u and v, the sym-
metrization has the extra benefit of reducing the size of the resulting tensor. The system
in Eq. (34) has q(q+1)/2 equations, which makes the system overconstrained if q > 2.
Note that the system is underconstrained for q = 1 and that a multispectral approach can
overcome this problem. As in the case of transparent layers, a least-squares procedure
to solve Eq. (34) will lead to the minima of the energy functional

E(c) =
∫

Ω

‖cxxfx ⊗ fx +
cxy

2
(fx ⊗ fy + fy ⊗ fx) + cyyfy ⊗ fy‖

2
dΩ (35)

= cJ2c , (36)

where

J2 =
∫

Ω

 ‖fx‖4 ‖fx‖2fx · fy |fx · fy|2

‖fx‖2fx · fy 1
2

(
‖fx‖2‖fy‖2 + |fx · fy|2

)
‖fy‖2fx · fy

|fx · fy|2 ‖fy‖2fx · fy ‖fy‖4

 dΩ . (37)

As before, a correspondence between the intrinsic dimension of the occlusion layers
and the rank of J2 is given by Table 1.
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4 Discussion

We have addressed the basic question of how to encode local signal variation in the case
of multispectral images. The results remain valid for any vector-valued two-dimensional
signal and can be extended to n-dimensional signals [9]. We have shown how the con-
cept of intrinsic dimension and the estimation of multiple orientations can be applied
to multispectral images in a way which does not depend on the chosen colour space.
We expect this to be useful for those who work with multispectral images and need to
extract meaningful features, compress, or denoise such images. Moreover, we expect
that some may choose to use multispectral images to improve the results obtained with
scalar images. This is because our results show how multiple spectral components, if
they differ, can help to estimate significant image features like orientations, corners, and
junctions. The estimation of local structure always requires a certain neighbourhood
and multispectral images offer the possibility to trade spatial against spectral neigh-
bourhoods. Our methods are based on derivatives, but we have discussed elsewhere,
e.g. in [6, 4], that this is not a serious practical restriction. Nevertheless, a more general
non-differential theory remains desirable.
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