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1 Introduction

Consider a K component Gaussian mixture density of a feature vector  of dimension d, is

defined as .
p(x|0) = P(k)p(x|k, 0;) (1)
k=1
(|, 0) = ——— ex (—l(a:— TS @ >) @
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where the component Gaussians are mixed with proportions >, P(k) = 1, P(k) > 0, and
0, = {Z4, p,} isaparameter vector.

The detection of novelty/outliers or evaluating confidence of p(x) can be done via
Q(t) = Prob(xz € R), R ={x : p(x|k) < t} 3
which is the distribution function of the density values[2, 3, 4, 5, 6, 7, 9].

Practicaly, Q(t) can be computed from a surrogate data set, D = {x, }_, of samples drawn
from p(x). Rank t, = p(x,), z, € D in ascending order, t; < t; < --- < ty, and let
Q(t,) = n/N. We then set a low threshold @Q.;, and find the corresponding ¢, 8S tmin =
arg min; Q(t) > Qmin. Finaly, novel events are detected as those having density values less
than ¢,,;,.

The aim of this technical report is to device a approximate analytical method, which avoids the
generation of alarge surrogate data set.
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2 Approximate Analytical expression of Q)(t)

Consider L(x) = logp(x) as afunction of the random variable 2, and define the associated
probability density function, p;(¢), and cumulative distribution P (t) = Prob(L < t) =

ffoopL(S) ds

To understand the relation between Py, (¢) and Q)(t), notethat P, (t) isthedistribution of log-p(x)
density values, whereas Q(t) is the distribution of p(x) density values. The novelty detection
procedure described above could as well be based on P; ().

Consider for all ¢ = arg max;, P(k)p(x|k) and = that

ZP p(x|k)

ke

P()p(z|)

which means that the distance between clusters are large compared to cluster widths.

<1, (4)

Under this assumption® using equations (1), (2)

logp(x) = log (ZP p(z|k, 0k>
1 1 Ty-1
~ log P(0) — S log |28 | — o (x — ) X (z — py) ()

In order to approach the distribution of L = log p(x), recall that a sample from a Gaussian mix-
ture can be obtained by sampling a cluster k& with P (k) then sampling « from the corresponding
Gaussian N (g, ).

If & ~ N (u, ) then (z—p) TS (x — ) ~ x?(d). Within aspecific cluster, £, then according
to equation (5)

1 1
logp(x) ~ logP(()— 2 log [2733,| — §X2(d)
1
= C— 5)(2(61), (6)

where C; = log P({) — 5 log |273,|. In consequence, L is approximately amixture of biased x*
distributions

pr(t) =Y P(k)pi(t|k), (7)

Hog(a + b) = loga + log(1 + b/a) =~ loga + O(b/a).
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where py, (tk) ~ Cx — 1x2(d). That is,
Pt = Prob(L <) = 3 P(Prob (G- () < 1)
= ) _P(k)Prob (X;C(d) > 2(Cy — 1))
= zk: P(k) (1 = Prob (x*(d) < 2(Cy, — 1)))
= lk— %:P(k)PX@(Ck —1);d)), (8

where P, (t;n) is the cumulative distribution of a x2-variable with n degrees of freedom given
by [1, Ch. 26.4]
1 ! n_q _s
Px(t,n):WF(%)/OSZ e 2d3,t20 (9)
which essentially is a scaled incomplete gamma function [1, Ch. 6.5.1]. When ¢t < 0 then
P, (t;n) = 0, this means that C; > t should in the terms of equation (8) to give non-zero
contributions.

2.1 Example

Consider ad = 1 mixture of Gaussian distributionwith K = 2, i1 = 0, pio = s, 01 = 09 = 1.
The evaluation of the approximation [8] is shownin figure 1.
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Figure 1: Evaluation of the approximation of P;,(t) for aone dimensional two component Gaus-
sian mixture mode. s is the distance between the components.
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