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Preface

This thesis has been prepared at the Department of Mathematical Modelling
(IMM), The Technical University of Denmark (DTU), in fulfilment of the re-
quirements for the degree of Ph.D. in engineering.

The thesis is concerned with grey box modelling of heating system compo-
nents. The main contribution to this field is a discussion on how statistical
techniques and physical insight can be combined in building models. As a
result, dynamic models of heating system components are presented.

Lyngby, January 3, 2001.

Klaus Kaae Andersen
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Summary

In this thesis dynamic models of typical components in Danish heating systems
are considered. Emphasis is made on describing and evaluating mathematical
methods for identification of such models, and on presentation of component
models for practical applications.

The thesis consists of seven research papers (case studies) together with a sum-
mary report. Each case study takes it’s starting point in typical heating system
components and both, the applied mathematical modelling methods and the
application aspects, are considered. The summary report gives an introduction
to the scope of application and the applied modelling method and summarizes
the research papers.

The foundation of the identification process is the grey box modelling method.
The grey box modelling method is characterized by using information from
measurements in conjunction with physical knowledge. The combination of
statistical methods and physical interpretation is exploited in the modelling
procedure, from the design of experiments to parameter estimation and model
validation. The presented models are mainly formulated as state space models
in continuous time with discrete time observation equations. The state equa-
tions are expressed in terms of stochastic differential equations. From a theo-
retical viewpoint the techniques for experimental design, parameter estimation
and model validation are considered. From the practical viewpoint emphasis is
put on how this methods can be used to construct models adequate for heating
system simulations.
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Significant parts of the research work have been done in cooperation with lead-
ing companies from the Danish heating industry. The presented models have
been developed for the purpose of analyzing typical heating system installa-
tions. The focal point of the developed models is that the model structure has
to be adequate for practical applications, such as system simulation, fault de-
tection and diagnosis, and design of control strategies. This also reflects on the
methods used for identification of the component models.

The main result from this research is the identification of component models,
such as e.g. heat exchanger and valve models, adequate for system simulations.
Furthermore, the thesis demonstrates and discusses the advantages and disad-
vantages of using statistical methods in conjunction with physical knowledge
in establishing adequate component models of heating systems.



Resumé (in Danish)

Nærværende afhandling omhandler dynamiske modeller for komponenter, der
typisk indgår i danske varmesystemer. Der er lagt vægt på at beskrive og
vurdere matematiske metoder til identifikation af komponent-modeller samt
at diskutere anvendeligheden af sådanne modeller ved løsning af praktiske
problemstillinger.

Afhandlingen består af syv artikler samt et sammendrag og en perspektivering
heraf. Artiklerne tager hver for sig udgangspunkt i en typisk system kom-
ponent og herunder er både de anvendte metoder samt anvendelsesområderne
behandlet. Sammendraget omfatter en introduktion til anvendelsesområdet og
de anvendte metoder, samt en sammenfatning og kort diskussion af de præsen-
terede artikler.

Udgangspunktet for modelleringsværktøjerne, der er taget i brug, er metoder
relateret til grey box modellering. Grey box modellering er karakteriseret ved,
at information fra måledata anvendes og knyttes sammen med kendte fysiske
lovmæssigheder, hvilket giver fordele ved identifikation af empiriske modeller,
hvor den fysiske indsigt er god, men også vigtig for den videre anvendelse.
Kombinationen af statistiske metoder og indsigt i den bagvedliggende fysiske
struktur er udnyttet i modelopbygningen, fra planlægning af forsøg, til esti-
mation af ukendte parametre og model validering. De foreslåede modeller er
overvejende formulerede som tilstands modeller i kontinuert tid med observa-
tioner i diskret tid. Tilstandsligningerne er formuleret som stokastiske differ-
ential ligninger. Fra et teoretisk synspunk er teknikker for forsøgsplanlægning,
parameter estimation og model validering behandlet. Fra et anvendelses orien-
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teret synspunkt er hovedvægten lagt på hvordan disse metoder kan udnyttes til
at opstille anvendelige modeller til simulering af varme installationer.

Betydelige dele af forskningsarbejdet er blevet udført i samarbejde med danske
virksomheder inden for varmesystemer. Det afspejles klart i de præsenterede
modeller, der er udviklet med henblik på analyse af typiske system installa-
tioner. Der lægges vægt på, at de udviklede modeller er anvendelige for prak-
tiske applikationer, som system simulering, fejl- detektering og -diagnose samt
analyse af regulerings strategier. De praktiske problemstiller afspejler sig end-
videre i valget af de anvendte metoder.

Hovedresultatet fra forskningsarbejdet er formulering af komponentmodeller,
til brug for simulering af varme installationer. Desuden vises og diskuteres
fordele og ulemper ved at anvende grey box modellerings teknikker ved mo-
dellering af komponent modeller for varme systemer.
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Outline of the report

The thesis consists of seven research papers (case studies) together with a sum-
mary report and is organized into two separate parts.

Part I is the summary report entitled "Dynamical models of HVAC&R sys-
tems". The summary report gives an introduction to the scope of application
and the applied modelling method as well as summarizing the research pa-
pers. The summary report is intended as a short introduction to the research
documented in the subsequent papers, discussing the practical aspects and the
applied mathematical framework. Finally, an overview of the included papers
is given followed by a conclusion.

The main part of the research work is presented inPart II and is entitled ’In-
cluded papers’. The part consists of 7 research papers, each discussing dif-
ferent aspects of the modelling method and treatment of different component
models. The 7 papers, which are denoted A-G, are:

A: Building integrated heating systems.

B: Experimental design and setup for heat exchanger modelling.

C: Identification of continuous time smooth threshold models of physical
systems.

D: A model for the heat dynamics of a radiator.

E: Modelling of a thermostatic valve with hysteresis effects.

F: Modelling the heat dynamics of a building using stochastic differential
equations.

G: The error in variable (EIV) regression approach as a means of identifying
unbiased physical parameter estimates.

The research papers have been published either as journal papers, conference
proceeding papers, or have been submitted for publication. The papers can



xiv

be read as a stand-alone or as a part of the project. However, some parts of
these papers may be similar in nature due to publication in different journals
or proceedings.
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Chapter 1

Background

This thesis deals with how statistical techniques can be applied to identify dy-
namic models of energy systems in conjunction with the physical interpretation
of the system. More specifically, the thesis is concerned with grey box mod-
elling of Heating Ventilation Air-Conditioning and Refrigerating (HVAC&R)
components. The relevance of this research work is to apply and develop meth-
ods adequate for model identification, and hereby to establish models adequate
for analysis, simulation, and applications of HVAC&R components and sys-
tems. In the following, the application aspects of the study will be presented
followed by an introduction to the modelling framework.

1.1 IT tools within the field of energy

The work presented in this thesis is closely related to the project IT-Energy,
a forum for developing Information Technology (IT) tools for energy systems
analysis. IT-Energy was established during the fall 1997 and is a joint project
between the Danish Technological Institute, the Technical University of Den-
mark, and leading Danish companies within the field of energy. The partici-
pants are:

9



10 CHAPTER 1. BACKGROUND

• APV Systems A/S, which is an international supplier of heat exchangers
and units for the district heating sector.

• Danfoss A/S, that possesses a substantial product range within energy
saving automatics and equipment for protection of improved environ-
ment.

• Grundfos A/S, that produces pumps for a wide range of purposes and
dominates the market internationally in several fields.

• The Energy division at the Danish Technological Institute, which is one
of Europe’s most comprehensive institute units within the field of energy.

• The Department of Energy Engineering at the Technical University of
Denmark.

• The Department of Mathematical Modelling at the Technical University
of Denmark.

The objective of IT-Energy is to develop competence within the field of energy
using IT based tools, and hereby make simulation of components and their
interaction in systems possible.1 The formulation and agreement of this mile-
stone has risen from the recognized need among the participating companies,
that in the development of the next generation HVAC system it is important to
improve and develop:

(i) The understanding of the mode of operation of each individual compo-
nent separately and it’s interaction with the entire energy system. This
is recognized as an important factor for meeting the future competition.

(ii) The use of IT in the communication between the components. This is
a major factor for the future product development. An important mile-
stone for IT-Energy is to contribute to this development, testing, and
demonstration.

1Significant parts of this section follows the official declaration made for the project and can
be found at the IT-Energy web site: www.ITEnergy.dk. The contents of this section is written
in consent with the participants of IT-Energy.
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In this context the field of energy includes industrially produced energy com-
ponents, involved in the conversion of energy in energy systems. It is desired
that the results and experiences from the project will influence a number of
development areas, such as increasing the possibility of the companies for us-
ing simulation models as tools in their product development, design, planning
phase, and marketing activities. Ultimately, this will lead to an increase in the
functionality and effectiveness of Danish energy products by adding a large
content of knowledge to the products and by using advanced technology as a
major factor in maintaining the competitiveness. In summary, an overall goal
is to help make Danish energy products more competitive from a technologi-
cal point of view. This includes knowledge-building and developing tools for
product development, such as implementation of new knowledge into products.

1.2 The necessity of dynamic HVAC&R models

The components relevant to typical Danish heating systems, are:

• Pumps • Pipes and fittings • Radiators
• Valves • Plate heat exchangers• Thermal zones and buildings

Following the objectives of IT-Energy there is a need to develop and improve
the understanding of each individual component and to develop control strate-
gies for the components interacting in heating systems. Developing new or
improving existing products is traditionally a complex and expensive task in-
cluding numerous tests in the lab followed by final tests of a prototype in
situ. Today a large part of these tests can be replaced by computer simula-
tion studies. The use of mathematical models in computer simulation studies
has proven to be a perceptive and practical method, and the prospects for fur-
ther improvement and development are good. Both steady state models and
software products of these components exist, and thus the possibility of ana-
lyzing the steady state performance of a specific setup. For many applications
low-level or steady state models are sufficient. In terms of steady state versus
dynamic, the current consensus amongst the modelling community still seems
to be that dynamic system operation can be approximated by series of quasi
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steady state operating conditions, provided that the time step of the simula-
tion is large compared to the dynamic response time of the HVAC equipment
(Hensen (1996)). However, dynamic models are critical when close process
control is required and where calculations need to be performed almost on a
second by second time scale in simulations. When the desired time scale is
sufficiently small, e.g. less than one hour, dynamic models are important for
energy analysis and closed loop control simulation. More specifically, the use
of dynamic models is pertinent to applications such as:

• System design

• Energy analysis

• Design of control strategies

• Fault detection and diagnosis

• Product development

There exist a significant amount of literature on dynamic HVAC&R models. A
good overview is given in Bourdouxhe et al. (1998), including a discussion on
where the development of new models is required. Simulation aspects using
dynamic HVAC&R models are discussed in Hensen (1996).

However, two problems arise concerning the possibility of making dynamic
simulations with product specific components where accurate simulation per-
formance is required:

1. The flexibility of the standard software products for dynamic models.

2. The validity of the standard software products for dynamic models when
used for product specific setups.

Although a variety of dynamic models exist for most components, there is
a strong need to develop models for product specific components within IT-
Energy. It is important that the models are based on physical laws, but also
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that they are validated using empirical data. For this reason a stochastic frame-
work is required. Stochastic modelling of components relevant to water heat-
ing systems is treated in (Jonsson (1990); Palsson (1993); Hansen (1997)),
but the amount of literature on dynamic HVAC&R models is less than on
the traditional deterministic approach. Since models of the product specific
components are absent or poorly represented there is a strong need to develop
dynamic models that are flexible and can be used for the above mentioned
simulation applications within IT-Energy.

1.3 Scope of the thesis

The main objective of this thesis is to apply techniques related to grey box
modelling in describing the dynamics of typical HVAC&R components. More
specifically the objective is to:

(i) Investigate and demonstrate how statistical methods can be used in com-
bination with physical interpretation in system analysis and identifica-
tion of grey box models for the HVAC&R components. Emphasis will
be put on statistical techniques for experimental design, parameter esti-
mation and model validation.

(ii) By (i) to develop accurate dynamic models of HVAC&R components
that can be used in system simulations. The models are intended to
be used in a simulation tool within IT-Energy and should be physically
interpretable, show good predictive abilities, as well as be suitable for
simulation studies.

The objective is considered pertinent and newsworthy because the grey box
modelling approach methods are not yet fully recognized as valuable tools for
establishing models of HVAC&R components.
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Chapter 2

Methodology

This chapter gives an introduction to the methods applied to identification of
the dynamic models of the HVAC&R components. First, the concept of grey
box modelling will be introduced. Then, grey box models in terms of stochas-
tic differential equations (SDE’s) are discussed briefly. Models in terms of
SDE’s are the foundation of the models presented in this thesis. The three sub-
sequent sections, 2.3-2.5, discuss the methods used for the key techniques in
the modelling procedure, namely experimental design, parameter estimation,
and model validation. The methods are not necessarily exclusive to grey box
modelling, although emphasis will be put on how they can be used in the grey
box modelling framework.

2.1 Grey box modelling of energy systems

Basically, there exist two types of knowledge or information that can be ap-
plied in describing a system in terms of a mathematical model. The first in-
formation is the experience that experts have built, including the literature on
the topic, and also the laws of physics. The other type of information is the
system itself. Observations from the system and experiments on the system

15



16 CHAPTER 2. METHODOLOGY

are the foundation for the description of the system and its properties, (Ljung
and Glad (1994)). In principle, there are also two different approaches in con-
structing a mathematical model of a system. The first is to use well-known
relationships, e.g. physical laws, and apply them to the system. The second
approach is to apply observations from the system, and by doing so, adjust the
properties of the model to the system. The first approach is often referred to as
a deterministicapproach orwhite boxapproach while the latter approach often
is referred to as a stochasticor black boxapproach (Tulleken (1992)). When
the two approaches are used in conjunction, the approach is often referred to as
agrey boxapproach. According to Jørgensen and Hangos (1995) the following
distinction can be made for different types of models:

• White box: The identification is performed without the use of experi-
mental data, e.g. based only on first principles.

• Grey box: Both, a priori process knowledge and experimental data are
used for identification, e.g. only a subset of parameters is estimated from
experimental data.

• Black box: The identification is performed exclusively from experimen-
tal data.

The grey box modelling approach combines the deterministic and stochastic
approach such that the model is based on both, prior knowledge about the sys-
tem and information from data. Grey box modelling is thus a combination of
the deductive and the inductive approach. Typically, the initial model structure
and model constraints are determined by physical insight, while statistical pro-
cedures are applied for evaluating the model structure, estimating the model
parameters and for model validation.

An advantage of using grey box models of physical systems is that it is possi-
ble to incorporate well known physical facts in the model structure, which is
essential for many practical applications. It is also a more adequate approach
for modelling of non-linear systems, which is the case for most physical sys-
tems, (Brohlin and Graebe (1995)), including HVAC&R systems, because the
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non-linear description is dictated by the laws of physics. Another key advan-
tage is, that the use of statistical methods can reveal physical phenomena that
were not considered initially.

The characterization of a grey box model is somewhat broad depending on the
amount of prior knowledge used. For example, in the case no specific physical
structural knowledge about the system is available, parameterized grey-box
models cannot be used. Identification in black-box models is then the only
alternative. However, certain non-structural knowledge about the system is
sometimes available, e.g. that the step response is monotonic etc. This knowl-
edge can also be incorporated in ’semi-physical modelling’, cf. (Lindskog and
Ljung (1995, 2000); Tulleken (1992)) on accounting for the constraints on the
model parameters. On the other hand, if a system is well defined wrt. prior
knowledge, only minor subsets may have to be considered as stochastic terms.
In other words, there are also a variety of grayness in different kind of models,
sketched in Fig. 2.1. In Harremoes and Madsen (1999) the balance between
simplicity and complexity in model prediction applied to urban drainage struc-
tures is discussed. For introduction to and discussion on grey box modelling,
see Ljung and Glad (1994); Tulleken (1992); Melgaard (1994).

Traditionally, the deterministic or white box approach has been applied in mod-
elling of HVAC&R components and systems. The explanation may be found in
the fact that the physical knowledge, i.e. laws of heat transfer and fluid mechan-
ics, is a well-established science. The deductive physical knowledge and in-
terpretation is the backbone of developing and analyzing models of HVAC&R
systems. The physical knowledge is for most systems the foundation of under-

Black Grey White

Empirical Data

Apriori Knowledge

Physical System

Statistical Methods

Figure 2.1: Conceptual sketch.
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standing the system, and for practitioners of interpreting the model. Whether
the practitioner has a background in electrical, mechanical or civil engineering,
information technology or physics, the interpretation and understanding of the
underlying physical laws is pertinent for almost any application.

Whereas the use of physical laws is recognized as the main approach in build-
ing models of HVAC&R components, the advantages of using statistical meth-
ods are in the treatment of empirical data from the system or a stochastic de-
scription of the system. The need for applying statistical methods is in the
treatment of empirical data and establishment of grey box models of HVAC&R
systems. This can perhaps best be illustrated by considering the variety of ap-
plications where such methods have been proven adequate and useful, e.g. in
system identification, system analysis, design of control strategies, and fault
detection and diagnosis. For these applications, the combination of empirical
methods and physical interpretation is an important tool at every level of the
system identification and analysis, from descriptive statistics of empirical data
to detailed modelling of complex systems. Thus, the key issue in this thesis is
to combine the deductive and inductive approach, and by doing so utilize the
best of the two disciplines.

2.2 Grey box models in terms of SDE’s

Deterministic models of dynamic systems are often formulated in terms of or-
dinary differential equations (ODE’s) or partial differential equations (PDE’s).
However, continuous time grey box models are best formulated in terms of
SDE’s, cf. (Harremoes and Madsen (1999)). Models in terms of SDE’s are
adequate for several applications. First, the continuous time formulation en-
sures that a priori knowledge can be described as a set of coupled ODE’s. For
many physical systems a deterministic description in terms of ODE’s may be
obtained from physical reasoning. Second, SDE’s provides for a description of
the stochastic term of the system that is not accounted for elsewhere. Exam-
ples of such stochastic terms are noise, model approximations, unrecognized
dynamics etc.
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Models in terms of SDE’s can often be formulated as state space models. The
system dynamics are formulated in terms of a system of SDE’s and referred to
as the system equation (2.1):

dXt = f(Xt,Ut, θ, t)dt + G(Ut, θ, t)dwt, t ≥ 0 (2.1)

wheref is a vector function describing the evolution of the system statesXt in
time t. Ut is the input vector and theθ is a vector of known and unknown
model parameters. This is equivalent to a deterministic system of ODE’s.
However, the vector functionG describes how the noise is entering the sys-
tem. The noise is modelled as a stochastic process,dwt and it is assumed that
it can be described by a standard Wiener process, cf. Øksendal (1985). Having
discrete time measurements from the system it is possible to link the data to
the system using a discrete system equation (2.2):

Yk = h(Xk,Uk, θ, tk) + ek, tk ∈ {t0, t1, . . . , tN}, (2.2)

whereh is a functional relationship between the model outputYk (N data
points) and the model states, inputs, and parameters.e is assumed to be a
Gaussian white noise sequence independent ofw and describes the disturbance
or noise of the measurement equation.

The close relationship between ODE’s and SDE’s makes the use of SDE’s ad-
equate for grey box modelling where prior information about the physics is
available, and this is the case for most HVAC&R components. However, the
use of models in terms of SDE’s have been applied in a variety of fields and
not only as grey box models. In some applications, such as modelling the be-
havior of stock prices, the deterministic component in the dynamics is only of
secondary importance, and the volatility or stochastic drift is the phenomena
that is sought for to be modelled (Hurn and Lindsay (1997, 1999); Nielsen
et al. (2000)). Another example where the diffusion part is of primary interest
is in first-passage problems, where SDE’s have been applied to model and ana-
lyze fatigue crack of machinery components, cf. e.g. Ray and Patankar (1999).
Thus, a model in terms of SDE’s is not necessarily a grey box model.
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In the modelling of HVAC&R components, however, the deterministic part of
the SDE is crucial for the physical interpretation of the model. In such grey
box models, the stochastic part often serves as a description of noise, model
approximations and unrecognized dynamics, cf. Hansen (1997). Furthermore,
these applications are often characterized with the fact that the determinis-
tic system description is relatively accurate due to solid physical knowledge.
Examples of grey box models in terms of SDE’s are extensive. A few exam-
ples are stochastic simulation of biotechnical processes (Kinder and Wiechert
(1996)), modelling of indoor air quality (Sowa (1998)), stochastic modelling
of global atmospheric response to enhanced greenhouse warming with cloud
feedback in Szilder et al. (1998), modelling of wastewater treatment processes
in Tenno and Uronen (1995), heat exchanger modelling (Jonsson et al. (1992);
Jonsson and Palsson (1992, 1994)), modelling of heat dynamics in buildings
in Madsen and Holst (1995), modelling of water based central heating systems
in Hansen (1997), and heat dynamics in greenhouses in Nielsen and Mad-
sen (1998). More miscellaneous applications are the use of SDE’s to estimate
the threshold value for systems with hysteresis (Freidlin and Pfeiffer (1998)),
modelling of game problems and controls in (Bally (1998)), and modelling of
moments in present values in life insurance (Norberg (1995)).

2.3 Experimental design

For grey modelling of a physical system the use of empirical input/output data
is involved in the identification of the system. Prior to this identification, the
experimental design is an important aspect for most applications, including
the modelling of HVAC&R components. A well-planned experiment is the
connection between the experiment and the model that the experimenter can
develop from the results of the experiment, cf. (Montgomery (1991)). The
design of experiments is also the foundation for the subsequent parameter esti-
mation and model validation. As sketched in Fig. 2.2, the modelling procedure
is interpreted as an iterative process where the stages interconnect.

In the following, some techniques that have been proven useful for designing
experiments with the purpose of a subsequent identification of dynamic models
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IDENTIFICATION
of the model structure

No
Yes

ESTIMATION
of unknown parameters

Use the model for simulation studies and system analysis

Is the model OK?

MODEL
VALIDATION

Information from physics

Information from dataInformation from
the model validation

Figure 2.2: The modelling procedure.

will be described. First, some general aspects for practical situations will be
discussed, followed by a brief discussion on techniques that may be suitable
when the model structure is known a priori. Then, the generation of optimal
input sequences will be discussed. Such signals are useful even if the model
structure is not predetermined and the object of the experiment is to collect
informative data for a subsequent analysis. Finally, some practical aspects and
limitations concerning experiments on HVAC&R equipment will be discussed.

When building models to explain observed phenomena, one often uses a priori
knowledge, such as physical, chemical or biological ’laws,’ to propose possible
models. In each case, these laws dictate the model structure, and we may wish
to know whether one or more of such structures are adequate for the problem
at hand. Given the model structures, the real purpose of experiment design is
often to maximize the information content of the data within the limits imposed
by the given constraints. Thus, any experimental design must take account of
such constraints on the experimental conditions. Following some of the typical
constraints that might be met in practice are (Goodwin and Payne (1977)):

1) Amplitude constraints on inputs, outputs, or internal variables.

2) Power constraints on inputs, outputs or internal variables.

3) Total time available for the experiment.
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4) Total number of samples that can be taken or analyzed.

5) Maximum sampling rate.

6) Availability of transducers and filters.

7) Availability of hardware and software for analysis.

Given the constraints, the aim of the experimental design is then to ensure that
the design variables are chosen in such a way that the experiment is maximally
informative relative to the intended application. Other important issues to bear
in mind are the class of models to be used, the identification method, and the
criteria of best fit, the extent of prior knowledge about the system etc., see
Goodwin (1982) for further details.

2.3.1 Optimal design criteria

There exist several possible ways of defining the optimal experiments when
constraints and an initial set of models are considered. Examples of such ex-
periments are design of input sequences that consists of maximizing the deter-
minant of the Fisher information matrix, or D-optimality (Goodwin and Payne
(1977); Emery et al. (2000)), constructions based on the sensitivity matrix
(Point et al. (1996)), designs based on an overall measure of the divergence
between the model predictions (Asprey and Macchietto (2000)), or designs
based on maximizing the smallest eigenvalue of the Fisher information matrix
(Antoulas and Anderson (1999); Sadegh et al. (1998)).

A drawback with the ’optimal solution’ is, however, that it typically depends
on unknown quantities, like the unknown system that we are trying to identify,
e.g. when a prior model of the system might not be at hand, cf. (Forssell and
Ljung (2000)). For practical applications it may be difficult or even impossible
to construct such optimal designs. In these situations the design may be con-
structed to be as good as possible with respect to the experimental facilities as
well as to the experimental constraints.
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2.3.2 Design of input sequences

A possible alternative to the problem when the model structure is not known a
priori is to apply perturbation signals designed for system identification (God-
frey (1993)). The signals may provide information that is optimal for a subse-
quent identification of functional relationships between input and output sig-
nals. In this context pseudo-random signals are the most popular choice for the
persistently exciting perturbation signals required in system identification. In
fact, pseudo-random signals are often close to the signals found by the model
specific optimal criteria (Johansson (1993)). The pseudo-random signals can
easily be created from any desired implementation and with desirable proper-
ties such as having autocorrelation function,ρ(k), and cross-correlation func-
tion, ρuv(k) that are not significant within a period,N , of the pseudo-random
sequence. The autocovariance function,γ(k), and cross-covariance function,
γuv(k), for the input sequences,u andv, are estimated by:

γ(k) =
1

N − 1

N∑
i=1

(ui − û)(ui+k − ū), (2.3)

γuv(k) =
1

N − 1

N∑
i=1

(ui − û)(vi+k − v̄), (2.4)

where the autocorrelation function and cross-correlation function are found by
scaling with the variancesV (u) andV (v), respectively:

ρ(k) =
γ(k)
V (u)

and ρuv(k) =
γuv(k)√
V (u)V (v)

. (2.5)

When input series are uncorrelated within a period of the pseudo-random se-
quence it holds that:
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ρ(k) ' 0 for |k| = 1, 2, 3, .., N, (2.6)

ρuv(k) ' 0 for |k| = 0, 1, 2, .., N. (2.7)

Here, ui and vi are input sequences with meanū and v̄ respectively. The
signals may be determined by algorithms for pseudo-random signal generation.
Further advantages are the possibility of designing signals, that are particularly
suitable for obtaining the characterization of aspects of non-linear behavior,
and also suitable for obtaining uncorrelated input sequences for multi-input
signals. Methods for generating pseudo-random sequences exist in both, time
and frequency domain, cf. (Goodwin and Payne (1977); Godfrey (1993, 1980);
Zarrop (1979); Pazman (1986); Yarmolik and Demidenko (1988)).

For simplicity, only the characteristics of and a method for generating pseudo-
random binary signals (PRBS) will be described here. As the name indicates,
the PRBS sequence is a sequence of numbers having two possible levels. Other
methods for generation and signals derived from PRBS signals as well as the
extension to multi-level signals are treated in detail in (Godfrey (1993); Yarmo-
lik and Demidenko (1988)).

Following Godfrey (1993) the PRBS has the following properties:

1. The signal has two levels, and it can switch from one level to the other
only at certain event points,t = 0,∆t, 2∆t...

2. The signal is predetermined, meaning that the signal is deterministic and
thus repeatable.

3. The PRBS is periodic with periodT = N∆t, whereN is an odd integer.

4. In any one period, there are12 (N + 1) intervals when the signal is at one
level and1

2(N − 1) intervals when it is at the other.

5. The autocorrelation function is only significant in lag 0.

Binary m-sequences exist forN = 2n − 1 where n is an integer (>1). They
can easily be generated using an n-stage feedback shift register with feedback
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to the first stage consisting of the modulo-2 sum of the logic value of the last
stage and one ore more of the other stages. The binary logic values are taken
as 1 and 0 and modulo-2 addition is given by:

0 ] 0 = 0 0 ] 1 = 1 1 ] 0 = 1 1 ] 1 = 0. (2.8)

An example from a four-stage shift register with feedback is shown in Fig. 2.3.
For a detailed discussion on the properties see Godfrey (1993).

1 0 0 0
0 1 0 0
0 0 1 0
1 0 0 1
1 1 0 0

mod 2 = 0

Figure 2.3: Generation of a PRBS sequence, exemplified using a shift register
circuit with n = 4. In the first step a zero is generated (0+0 mod 2 = 0). The
generated number is put back in the shift register. In the second step, a new
zero is generated (0+0 mod 2 = 0) followed by a one in the next step (1+0 mod
2 = 1) etc.

In summary, by using simple shift registers, pseudo-random number sequences
can be generated and used to determine the level of the input sequences in
experiments. The input sequences are optimal in the sense that they are not
correlated, which is essential for the subsequent model identification.

2.3.3 Practical Issues

The use of pseudo-random input sequences in this study has been used for
experiments with HVAC&R equipment. Having determined the input/output
relations for the considered component or system, the input sequences need to
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be scaled to comply with the system constraints, such as the amplitude con-
straints, number of controllable levels, sampling rate and time available for the
experiment. An example could be a valve opening and closing determined by
the PRBS values of 1 and 0, or e.g. a supply temperature switching between
30, 40, 50 and 60◦C using a multilevel signal. Concerning the availability of
hardware and software for analysis, an empirical base for experiments of the
components in consumer installations has been established within IT-Energy .
A photo of a test rig built for IT-Energy is shown in Fig. 2.4. In these setups
it is possible to excite the systems with different load characteristics without
disturbing any consumers. The use of pseudo-random input sequences is ad-
equate for such practical experiments since they are easily controlled from a
computer implementation. Typically, fluid flows may be controlled according
to the input sequences, while fluid temperatures cannot be controlled as ac-
curately. The constraints concerning sampling rate and time available for the
experiments, are usually not critical.

Figure 2.4: Experimental setup at the Danish Technological Institute.The heat-
ing system corresponds in capacity to 20 apartments, consisting of three water
tanks, heat exchangers, valves, pumps and pipes as well as data acquisition
equipment.
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2.4 Parameter estimation

This section presents the applied estimation method for models formulated in
terms of SDE’s. Parts of the mathematical description follows Melgaard (1994)
closely.

There exist several parameter estimation methods for SDE’s. An extensive
review is given by Nielsen et al. (2000), where different estimation methods,
such as the generalized method of moments, the efficient method of moments
and indirect inference, are discussed. Furthermore, Monte Carlo methods,
transfer function models and non-linear filtering methods are reviewed. In
(Hurn and Lindsay (1997, 1999)) a non-parametric method based on the max-
imum likelihood principle and Monte Carlo techniques is used to estimate pa-
rameters of SDE’s for simulated data. In Bianchi and Cleur (1996) an indirect
estimation method of SDE’s is given. The problem of solving SDE’s numer-
ically is treated in Kloeden et al. (1997) while more theoretical issues con-
cerning parameter estimation in linear SDE’s are discussed in (Khasminskii
et al. (1999); Kim (1999)). Finally, parameter estimation in nonlinear SDE’s
is discussed in Timmer (2000). For a more general discussion on SDE’s, see
(Øksendal (1985); Gard (1988)).

2.4.1 Maximum Likelihood parameter estimation

In this section, the Maximum Likelihood (ML) estimation method, used in the
subsequent analysis, is discussed as applied to models formulated in terms of
SDE’s.

As discussed in section 2.2, dynamic HVAC&R models can often be formu-
lated in terms of a system equation: (2.9):

dXt = f(Xt,Ut, θ, t)dt + G(Ut, θ, t)dwt, t ≥ 0 (2.9)

where discrete time measurements from the system are used to link the data to
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the system using a system equation (2.10):

Yk = h(Xk,Uk, θ, tk) + ek tk ∈ {t0, t1, . . . , tN}. (2.10)

It should be noted that the state space formulation allows for a description that
distinguishes between the uncertainty of the model formulation of the system
equation as well as the uncertainty in the measurements and the observation
equation.

Assuming that the experimental dataY(t) = [Yt,Yt−1, . . . ,Y1,Y0] is a re-
alization of stochastic variables and that the model parameters are normally
distributed, it is possible to construct the likelihood function. It is well-known
that the ML estimates are found as the estimates which maximize the likelihood
function, see e.g. Goodwin and Payne (1977). The unconditional likelihood
function L(θ;Y(N)) is the joint probability of all the observations assuming
that the parameters are known:

L(θ;Y(N)) = p(Y(N)|θ). (2.11)

Applying Bayes rule to the likelihood function can be written as a product of
conditional densities:

L(θ;Y(N)) = p(Y(N)|θ)
= p(YN |Y(N − 1), θ)p(Y(N − 1)|θ)

=
( N∏

t=1

p(Yt|Y(t− 1), θ)
)
p(Y0|θ).

(2.12)

The conditional likelihood function (conditioned onY0) becomes:

L(θ;Y(N)) =
N∏

t=1

p(Yt|Y(t− 1), θ). (2.13)
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The normal distribution is characterized by the mean and the covariance. In
order to parameterize the conditional distributions, the conditional mean and
conditional covariance are introduced as:

Ŷt|t−1 = E[Yt|Y(t− 1), θ] and Rt|t−1 = V[Yt|Y(t− 1), θ], (2.14)

respectively. Eq. (2.14) represents the one-step prediction and the associated
covariance, which are calculated using a Kalman filter, discussed in Section
2.4.2. The one-step prediction errors are calculated by:

εt = Yt − Ŷt|t−1. (2.15)

Then the conditional likelihood function (2.13) becomes:

L(θ;Y(N)) =
N∏

t=1

(
(2π)−m/2 detR−1/2

t|t−1 exp(−1
2ε

′
tR

−1
t|t−1εt)

)
, (2.16)

wherem is the dimension of theY vector. By taking the logarithm of the
conditional likelihood function, we obtain:

logL(θ;Y(N)) = −1
2

N∑
t=1

(
log detRt|t−1 + ε′tR

−1
t|t−1εt

)
+ const, (2.17)

the ML estimate ofθ is found as the value that maximizes the conditional
likelihood functionL(θ;Y(N)):

θ̂ = arg min
DM

N∑
t=1

(
log detRt|t−1 + ε′tR

−1
t|t−1εt

)
. (2.18)
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HereDM is the set of possible values forθ. It should be noted that the ML
estimator is asymptotically normally distributed with meanθ and variance:

D = H−1, (2.19)

whereH is the Hessian given by:

{hlk} = −E
[ ∂2

∂θl∂θk
logL(θ;Y(N))

]
. (2.20)

{hlk} denotes the element in rowl and columnk of H, andθj denotes element
j of θ.

An estimate ofD is obtained by equating the observed value with its expecta-
tion and applying:

{hlk} ≈ −
( ∂2

∂θl∂θk
logL(θ;Y(N))

)∣∣∣
θ=θ̂

. (2.21)

Hereby, Eq. (2.21) is used to estimate the variance of the parameter estimates.

It should also be noted that optimal experimental designs, as discussed in Sec-
tion 2.3, may be constructed to minimize certain measures ofD, i.e. the op-
timization criteria is to minimize the variance (uncertainty) of the parameter
estimates. This requires however, that the model structure is known prior to
the experiment.

2.4.2 The Kalman filter

In the ML estimation method described in section 2.4.1, the one step predic-
tions and associated covariances are needed for calculating the likelihood func-
tion. In the estimation of the model parameters the Kalman filter is applied to
estimate these quantities. It should be noted that the Kalman filter is derived
for linear systems. For non-linear systems the extended Kalman filter, based on
linearizations of the system equation, is applied. Given that the system equa-
tion is described by Eq. (2.9) and the observation equation by Eq. (2.10), the
extended Kalman filter for the prediction equations become:
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dX̂t|k
dt

= f(X̂t|k,Ut, θ, t), t ∈ [tk, tk+1[, (2.22)

dPt|k
dt

= A(X̂t|k,Ut, θ, t)Pt|k

+ Pt|kA′(X̂t|k,Ut, θ, t)

+ G(θ, t)G′(θ, t), t ∈ [tk, tk+1[,

(2.23)

whereA is obtained by a linearization of the system equation (2.9):

A(X̂t|k,Ut, θ, t) =
∂f
∂X

∣∣∣
X=X̂t|k

. (2.24)

Let C be the linearization of the observation equation (2.10):

Ck = C(X̂k|k−1,Uk, θ, tk) =
∂h
∂X

∣∣∣
X=X̂k|k−1

. (2.25)

Applying the Kalman filter the updates attk are:

Kk = Pk|k−1C
′
k[CkPk|k−1C

′
k + S(θ, tk)]−1, (2.26)

X̂k|k = X̂k|k−1 + Kk(Yk − h(X̂k|k−1,Uk, θ, tk)), (2.27)

Pk|k = Pk|k−1 − KkCkPk|k−1. (2.28)

For a detailed reference on the applied estimation method, see Melgaard (1994).

2.4.3 Practical issues

Given that an initial model is formulated in terms of SDE’s, the model param-
etersθ and the model states may be estimated by the ML method using a soft-
ware package CTLSM, cf. (Madsen and Melgaard (1993); Melgaard (1994)).
The package provides numerical estimates using a quasi-Newton method as
well as relevant test statistics. The software package has been used in a vari-
ety of modelling applications for physical models, and also in the case studies
presented in this thesis.
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2.5 Model validation

As the final step in the modelling procedure, the aspects of model validation
are considered. Model validation is an important step in identifying models.
It concerns the investigation and testing of the established model, and may be
used to decide whether the model obtained from the identification procedure
can be accepted, and if not, how to improve it. If the identification method has
provided the best possible model in the model set, the problem is to decide if
the chosen model is a suitable one. This question can be approached in two
ways, cf. Ljung (1982). One way is to evaluate the properties of the model
and decide whether it meets reasonable requirements. Another approach is to
look for other models or model types and make the comparison. The latter
procedure can be regarded as an a posteriori choice of model sets.

An appropriate first validation criterion is a preliminary comparison with the
model and the system. This comparison, which often is subjectively, may be
done by performing simulations with the model and verify that certain criteria,
e.g. that the steady state performance, is reasonable. A good insight may be
achieved by plotting dependent variables against simulated output. Visualiza-
tion of the model performance will often give a clear indication if the model
captures the important features of the system, such as time constants, power
constraints, steady state conditions etc. Furthermore, visualization of data can
detect obvious model limitations and flaws, or reveal structures in the data that
cannot be absorbed in any other way, cf. Cleveland (1993).

2.5.1 Residual analysis

Many objective methods for validation of grey box models are closely related
to validation techniques for black box models. For both types of model classes
the residual analysis, where residuals are defined as the deviation between the
model and observations from the system, is an important part of the model
validation. The purpose of residual analysis is primarily to check whether any
obtained information contradicts the assumptions upon which the models and
methods are built, cf. (Holst et al. (1992)). Furthermore, the residual analysis
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may be used to indicate how the model should be extended.

If the measurement uncertainty of the data is known, the amplitude of the
model residuals can be compared with the experimental uncertainty. If the
uncertainty of the model output is not known directly, but is some function of
measured data, the model uncertainty can be calculated using the method of
propagation of errors, (Coleman and Steele (1999)). Consider a model such
that Φ = f(δ, γ, λ) and assume thatδ, γ, andλ are measured with known
uncertaintiesσ2

δ , σ2
γ andσ2

λ, respectively. Then the uncertaintyσ2
Φ in Φ can

be approximated by the error propagation formula assuming the measurement
errors of different variables to be uncorrelated, i.e., assuming the covariance
terms to be zero:

σ2
Φ = σ2

δ (
∂f

∂δ
)2 + σ2

γ(
∂f

∂γ
)2 + σ2

λ(
∂f

∂λ
)2. (2.29)

Usually the sequence of model residuals,εi i = 1..N , is assumed to be nor-
mally distributed with mean 0 and varianceσ2

ε , i.e. εi ∈ N(0, σ2
ε ). Thus, the

value of the estimated varianceσ2
ε can then be compared to Eq. (2.29).

The assumption that the model residuals are normally distributed is realistic
from a theoretical point of view, cf. (Coleman and Steele (1999)). Important
identification methods, such as the ML method in section 2.4, are built on this
assumption. Therefore, it is important to analyze whether or not the model
residuals can be regarded as being normally distributed. In general, an ade-
quate model should have residuals that are free of systematic patterns that the
model otherwise is failing to explain. Systematic deviations can be analyzed
in multiple ways. A natural first step in the residual analysis is to graph the
residuals and check for outliers and non-constant variance. It is also helpful
to graph the residuals against input and output variables in order to investigate
systematic patterns in the residuals.
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Time domain tests

There exist several statistical tests, that can be performed as a supplement to
the graphical test. These tests may be performed in both the time domain and
in the frequency domain. In the time domain, the residuals may be tested using
non-parametric methods (Haerdle (1990)), or by applying standard parametric
techniques (Box and Jenkins (1970)). The non-parametric techniques can be
used for analyzing the distribution of the residuals. The distribution estimate
can be used in the grey box validation for the residual sequence and for the
model as a whole (Holst et al. (1992)).

Especially for dynamic models, the autocovariance function can be used to
test the model residuals in the time domain. The autocovariance function is
estimated by:

γ̂ε(k) =
1
N

N∑
i=1

(εi − ε̄)(εi+k − ε̄), (2.30)

whereε̄ is the estimated mean of the residual sequenceεi. The estimated cor-
relation coefficient at lagk is:

ρ̂ε(k) =
γ̂ε(k)
γ̂ε(0)

. (2.31)

If the residualsεt of a scalar process are normally distributed, the estimated
autocorrelation function is:

ρ̂ε(k) =

{
1 k = 0

0 |k| = 1, 2, ..,
(2.32)

and
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ρ̂ε(k) ∈approx N(0,
1
N

). (2.33)

Approximative 95% limits for this distribution are±2σ = ±2/
√
N . Plots of

both, the estimated autocorrelations for the residuals and the confidence limits,
provide a graphical way to test the hypotheses about the noise assumption, i.e.
if the residuals are normally distributed.

Frequency domain test

In a similar manner, the model residuals may also be analyzed in the frequency
domain. The periodogram for the residuals for the frequenciesνi = i

N , i =
0, 1, . . . , N/2, is:

Î(νi) =
1
N

[( N∑
t=1

εt cos 2πνit
)2

+
( N∑

t=1

εt sin 2πνit
)2
]
. (2.34)

The periodogram is a frequency domain description of the variation of the
residuals, asI(νi) indicates how much of the variation of the residuals is
present at the frequencyνi. The normalized cumulative periodogram becomes:

Ĉ(νj) =
∑j

i=1 Î(νi)∑N/2
i=1 Î(νi)

, (2.35)

which is a non-decreasing function, defined for the frequenciesνi. For nor-
mally distributed residuals the variation is uniformly distributed over the fre-
quencies, and is often referred to as white noise, due to the same spectral prop-
erties for white light. The total variation forN observations isNσ2

ε , and hence
the theoretical periodogram for white noise is:

I(νi) = 2σ2
ε . (2.36)
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The theoretical cumulative periodogram is thus a straight line from (0,0) to
(0.5, 1). If the residuals are white noise, it is expected thatĈ(νi) is close to
this line. Confidence intervals around the straight line can be calculated using
a Kolmogorov-Smirnov test, see (Box and Jenkins (1970)). The advantage
of applying frequency domain test may be that it is possible to determine the
frequencies of dynamic patterns.

Further issues concerning residual analysis

The above-mentioned techniques for residual analysis are not always adequate.
Both, the test in the autocorrelation function and frequency domain test, are lin-
ear tools and may not be able to detect non-linearities. Non-linear treatment
could be investigated non-parametricly functionals (Haerdle (1990)), that ac-
counts for non-linearities, such as the mutual information coefficient Granger
and Lin (1994), or the lag dependent functions, proposed by Nielsen and Mad-
sen (2001). For alternative methods for residual analysis, cf. (Wong (1997); Li
and Hui (1994); Li (1998)).

2.5.2 Tests and physical interpretation of grey box models

If the residual analysis supports the model assumptions, the natural next step
is to investigate the physical characteristics of the model in more detail. Typ-
ically, this includes the investigation of estimated parameter values, that the
time constants and model states agree with the physical characteristics etc.
For an experienced practitioner these tests might be done intuitively based on
a solid insight into the system. However, if the model at a first sight seem
reasonable, more sophisticated mathematical methods can be applied to inves-
tigate the system in more detail. These methods can indicate flaws that are not
easily found otherwise.

The estimated model parameters may be tested for significance using the fact
that the ML method provides estimates that are approximately normally dis-
tributed, cf. section 2.4. This enables test for the significance of the parameters,
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i.e. to test whether the parameters are significantly different from zero:

H0 : θj = 0 against H1 : θj 6= 0. (2.37)

The test quantity isθ̂j

σ̂jj
, whereθ̂j denotes thej-th parameter estimate and̂σ2

jj

the associated variance estimate. As the parameter estimates are asymptoti-
cally normally distributed, the test value is t distributed, and then a t-test of the
hypothesis can be performed. Using this test it is possible to neglect model
parameters in the model which are not significant with the data at hand.

Often initial guesses or a priori information about parameter values are avail-
able which allow for a comparison if the parameter values are reasonable.
Thus, the above test Eq. (2.37) may be used to test for other parameter val-
ues than zero, e.g. test if an estimated physical parameter can be assumed to
equal some value that corresponds to physical interpretation.

2.5.3 Cross validation and model selection

Another important test is to perform a cross validation study, i.e. to investigate
the model performance using independent data. In such a study the residual
analysis (quantitative) is not as important as a more qualitative evaluation. This
includes the extrapolation abilities of the model, which is usually assumed
stronger for a grey box model compared to a black box model.

There exist several methods to compare sets of models. One criteria is to eval-
uate if different models fulfill the criteria on residual analysis, the degree of
physical interpretation, cross validation (Shao (1993)), and extrapolation abil-
ities. Other methods are based on model selection criteria, cf. e.g. McQuarrie
et al. (1997), or likelihood ratio tests Holst et al. (1992).
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2.5.4 Practical issues

In general, it is advisable to combine several validation tools, since some meth-
ods may be more adequate in certain situations than others. Also, the identifi-
cation proceduce is an iterative process, and it is usually necessary to validate
the adequacy of model modifications. In the presented case studies in this the-
sis, however, only the final validation results are presented. These validation
methods may easily be done using standard software, and in some software
packages, validation results are presented along with the parameter estimation
results.



Chapter 3

Overview of included papers

This section gives an overview of the included papers in the thesis. The focal
point of each paper is the application aspect, i.e. each paper either discusses
grey box modelling techniques or models for HVAC&R components related to
practical applications. Although different models and methods are presented,
the main issue of each paper is the same, namely addressing the use of grey box
modelling methods for HVAC&R components and applications. The grey box
methods for experimental design, parameter estimation, and model validation,
have been applied throughout the papers.

Paper A is an introductory paper, which presents the modelling perspectives
of the joint project IT-Energy. A short introduction to the scope of applica-
tion, with emphasis on the design of simulation models for energy analysis
of HVAC&R components and systems, is given. Issues concerning the devel-
opment of the simulation models are discussed, e.g. on determination of the
model interface, relevant time scale and aspect of simplicity versus complex-
ity. This discussion is of more or less general nature and an indirect result
of the research work developed through IT-Energy and inspired from topics
in the literature. The paper also presents more project related issues, such as
experimental setups and model validation issues as well as a discussion on the
applied modelling method. The paper is modified from its original version by
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excluding the modelling examples. These are instead referred to as Paper C and
F in the thesis. The paper is intended as a presentation of IT-Energy to other
researchers within the field of HVAC&R and is therefore somewhat broad. In
this thesis it serves as an introduction to and background for the subsequent
papers, which deal more specifically with detailed modelling of the HVAC&R
components.

As the first paper on modelling of HVAC&R components, Paper B discusses
the aspects of experimental design related to heat exchanger modelling. The
aim of the experiment is to collect data for a succeeding modelling of the heat
dynamics of the heat exchanger. The paper addresses issues relevant to the
design of input sequences and discusses a method for generating input signals.
The experimental setup is presented as well as an analysis of the experimental
data. Finally, the data is used to validate a dynamic model of the heat dynam-
ics of the heat exchanger. The main objectives of the paper are 1) to stress the
importance of and 2) to illustrate techniques for designing appropriate experi-
ments for HVAC&R components. The design of input sequences is related to
design of Pseudo Random Number Signals. These signals have proven useful
in system identification and can easily be applied to other components. Also,
practical aspects are discussed. These include the choice of experimental setup,
sampling time, and investigation of time constants.

The modelling of the fluid dynamics in pipes is presented in Paper C. Empha-
sis is put on how statistical methods can be used to build physical threshold
models. Threshold models may be useful in the modelling of HVAC&R com-
ponents since it is a method to account for model discontinuities, e.g. change in
flow characteristics or a valve closing. The method of using a smooth thresh-
old function may be useful for parameter identification and for simulation pur-
poses. The paper describes the experimental setup and design of input vari-
ables as well as the applied threshold function. The estimation procedure is
discussed and the results are presented. Although applied to the modelling of
the fluid dynamics in pipes, the method may be used for other applications as
well.

A dynamic model of a radiator is presented in Paper D. The model is obtained
from physical reasoning and experimental data. A main issue about the model
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is that the lumping of the radiator is done with varying section sizes depending
on the flow. The lumping technique of equal section sizes is well known from
many systems and the resulting model is obtained in terms of ODE’s. How-
ever, preliminary analysis and physical interpretation suggest that there is an
advantage in using varying section sizes. Especially it is found that the varying
section sizes are helpful for reducing the model order. The model performance
is illustrated and applications and limitations are discussed.

Paper E presents a model of a thermostatic valve with hysteresis effects. Hys-
teresis is a phenomenon that appears in many physical systems and which is
not easily modelled. In this paper an adaptive model for friction compensation
accounts for the hysteresis. Using experimental data the effects from hysteresis
are clearly seen and has been analyzed. The valve position is determined by a
steady state expression based on physical reasoning. By formulating the model
in terms of SDE’s the unknown quantities, especially the hysteresis force, are
estimated. The model performance is illustrated and further extensions of the
model are discussed.

While Papers B-E concern modelling and modelling aspects of single com-
ponents, a model of a system, namely a model for the heat dynamics of a
building, is presented in Paper F. The model is used for a building consisting
of three rooms that are affected by inputs from the sun, ambient air, and radi-
ators. Simple models are used to describe these external sources. The model
approximations, and especially the simplified grey box approach, is discussed
as compared to more traditional methods. The model is estimated and vali-
dated using experimental data from designed experiments and both physical
interpretation and statistical techniques are used to validate the model. In sum-
mary, this model shows how simple models can be connected in order to model
more complex system and also stresses the importance of empirical methods
in deriving such models.

Finally, Paper G presents a regression approach (Error in Variable) as a means
of identifying unbiased physical parameter estimates. The paper is different
from Paper A-F in the fact that the model, which is a grey box model of the
Coefficient of Performance for a commercial chiller, is only used for steady
state calculations, and not in terms of SDE’s. The paper investigates the use
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of the model for fault detection and diagnosis. It is illustrated that sources of
noise, such as measurement error, may influence the physical parameter esti-
mates in terms of bias and thus influence on the quality of the fault detection.
The error in variable approach is applied to illustrate how the bias arising from
measurement errors can be removed. Furthermore, the paper suggest different
methods for correction for the measurement error bias for steady state grey box
models.



Chapter 4

Conclusion

The main issue in this thesis has been the application of the grey box modelling
method to dynamic models of HVAC&R components. The application aspects
and the applied methodology have been presented in the summary report, while
the research work consists of 7 case studies. The case studies demonstrate the
techniques and benefits in combining the deductive and inductive approach in
the modelling of typical HVAC&R components. As in the summary report,
the papers focus on the grey box modelling process and distinguish between
the disciplines of experimental design, parameter estimation, and model esti-
mation, as interrelated disciplines in building models. These methods are of
primary interest, whereas the models are found as the best choice given the
data. In that respect, the thesis does not give a set of ’optimal’ models, but
points out how statistical methods can be applied to handle modelling prob-
lems that cannot be solved easily otherwise.

As the first step in the modelling procedure, Paper B discusses issues relevant
to experimental design for subsequent dynamic modelling of HVAC&R equip-
ment. The paper discusses the design of input sequences for heat exchanger
modelling and the quality of the acquired data. Experimental designs have also
been applied in the modelling of the flow in pipes in Paper C, and in Paper F
concerning the modelling of the heat dynamics of buildings. From the research
work it is concluded, that there are, in general, obvious benefits in performing
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experiments with a system whenever this is possible. By proper experimental
design it is possible to acquire data that is informative and representative for
the system. This is helpful in the subsequent model identification compared
to non-intrusive experiments, where the variables are measured but cannot be
controlled. Even if the input variables can be controlled, there is most often a
set of constraints to a given experiment that has to be accounted for. However,
a well-planned experiment can ensure that data spans the modelling space and
that it is possible to identify the dynamics of interest given these experimen-
tal constraints. For the experimental designs applied in this study it has been
found that the use of Pseudo Random Number Signals (RPNS) are adequate
and the signals can be constructed to meet typical experimental constraints. In
that respect the PRNS provide input sequences that are optimal for the subse-
quent parameter estimation and model validation. It can be argued that more
sophisticated experimental designs could have been applied in case an a priori
model structure was assumed. The use of PRNS included a trade off between
very detailed experimental plans and simple or non-intrusive measurements.
It is concluded that the use of PRNS along with the well-defined experimen-
tal conditions available has provided high quality data for subsequent analysis.
The PRNS have desirable statistical properties and are easy to generate and
control in experiments. However, an interesting aspect would be to investigate
the benefits and difficulties with more sophisticated experimental designs.

The ML method for parameter estimation has been applied in the Papers B-F.
The advantage of determining model parameters by statistical methods is that
these parameter values may not easily be known or calculated otherwise. It is
concluded that the ML method is adequate for modelling of HVAC&R com-
ponents because it allows for estimating both, model parameters and model
states, in models formulated in terms of SDE’s. A key advantage of the ML
method is that the continuous time formulation ensures that the models are
physically meaningful and that the model parameters can be interpreted di-
rectly. Furthermore, the ML parameter estimation technique may provide es-
timates of state variables that are non-observable and of interest in simulation
studies, e.g. the hysteresis force of the thermostatic valve in Paper E or the
temperature of the floor in the heat dynamics of buildings in Paper F. From a
statistical point of view, the parameter estimates provided by the ML method
are normally distributed and this can be exploited by statistical tests for param-
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eter significance and model reduction. Hereby, it can be statistical determined
which terms that are significant in a physical model. A drawback is, however,
that the ML method requires knowledge in statistical modelling. Furthermore,
the ML method provides estimates that are optimal to fit the data and does
not question whether the model is adequate or not, with respect to physical
meaning. In such cases physical insight can be used to determine whether the
model gives sound results or not. If the model assumptions for the ML method
are not valid there may also be doubts for the subsequent inference made by
the model. In such cases the method could be regarded as a prediction error
method and the parameter estimates as values that gives the best fit in terms
of predictive ability. Another aspect is that the ML method provides estimates
optimal for one-step prediction while for many applications the real purpose
is simulation. It would be possible to modify the optimization criteria to ac-
count for the simulation performance of the model instead. The drawback with
this issue is, however, that the properties and assumptions of the model may
fall apart and influence on the tests for model validation. In such case a more
subjective validation criteria must be applied.

The techniques for model validation give some criteria for model verifica-
tion. These techniques are well known from system identification and serve
as a complement to the physical interpretation of the system. The techniques
demonstrated in paper B-F are to some extent objective measures and related
to residual analysis. This makes sense because it can be used to validate the
prediction performance as well as the model assumptions. These techniques
do not, however, reveal whether the model is adequate or detailed enough for
other applications, for e.g. extrapolation studies, although a grey box model
should be more reliable in extrapolation compared to a black box model. To
determine the extrapolation abilities, the physical interpretation of the model
can be used for further analysis, such as sensitivity analysis. A conclusion
is that the techniques related to residual analysis are adequate to determine
whether the model explains the data. The physical interpretation and tests for
parameter significance are also helpful in deciding whether the model is ade-
quate. However, when the physical interpretation of the model is crucial, the
presented validation methods should only be used as a supplement to the model
selection process. The presented validation methods primarily reveal features
in the data, and cannot be used as a substitute for physical insight.
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From a practical viewpoint the presented models have been used in the de-
velopment of a simulation tool for heating systems. Although the thesis does
not directly concern the development of the simulation tool, it is argued that
the grey box modelling method can be used to establish adequate models for
simulation purposes compared to other modelling approaches. The term ’ade-
quate’ is relative to the modelling objective. In simulation studies a low model
order can reduce the computational effort and hereby increase the speed of the
simulations. In some cases a low model order is necessary in order to make
simulations computationally feasible. Examples of models that are computa-
tionally ’fast’ are presented in Paper B, C and D. Paper D presents a dynamic
model of a radiator where the model order is reduced due to the introduction
of variable section sizes in the lumping of the radiator. This makes simulations
computationally faster compared to a model with a large number of sections.
Other modelling aspects are influencing the computational speed as well. Paper
C presents a dynamic model of a pipe where the regime between the turbulent
and laminar flow is modelled using a smooth threshold. This is an advantage
in simulation studies because algebraic loops may be avoided (solvability), i.e.
an algebraic routine that determines whether the actual flow is laminar or tur-
bulent. As a third example, the heat exchanger model is evaluated in paper B.
The statistical expression used for the heat transfer coefficient is both, accu-
rate and computationally fast, as compared to deterministic expressions for the
heat transfer coefficient. The other main characteristic is that the models are di-
rectly physically interpretable. This means that practitioners not familiar with
statistical issues or modelling techniques can interpret the model parameters
and model states. For simulation purposes the practitioner may experiment
with different parameter values to investigate the behavior of the component
because the parameters have physical meaning. For example, the behavior of
the thermostatic valve presented in Paper E can be investigated when certain
characteristic parameters are modified. This is beneficial e.g. in developing
new components or improving the understanding of the existing ones. Another
example is the chiller model evaluated in Paper G. Here the COP of the chiller
may be investigated as the thermal resistance is varied.

In summary, stochastic models of HVAC&R components have been presented
with emphasis on dynamic grey box modelling and it’s benefits for practi-
cal applications. As with most modelling problems there is always room for
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improvement. Possible improvements include performing of more sophisti-
cated experiments, and investigating different model types and modelling tech-
niques, e.g. residual analysis for non-linear effects. However, the overall con-
clusion of the research work is, that grey box models, in terms of SDE’s, are
suitable for describing the dynamics of the considered HVAC&R components.
This is due to the fact that both, the physical knowledge about the components
is well established and that data is possible to control and acquire.



48 CHAPTER 4. CONCLUSION



Part II

INCLUDED PAPERS

II

49





51

List of papers

The case studies presented in the following have been published, presented, or
submitted to the following journals or conferences:

Paper A: Andersen, K.K. and Poulsen, H. (1999). Building integrated heating
systems.Building Simulation ’99, Kyoto, Japan, 1, 105–112.

Paper B: Andersen, K.K., Palsson, O.P., Madsen, H., and Knudsen, L.H. (2000).
Experimental design and setup for heat exchanger modelling.Interna-
tional Journal of Heat Exchangers, Accepted for publication.

Paper C: Andersen, K.K., Lundby, M., Madsen, H., and Paulsen, O. (1999). Iden-
tification of continuous time smooth threshold models of physical sys-
tems.Presented at the Joint Statistical Meetings, Baltimore, 1999.

Paper D: Andersen, K.K., Hansen, L.H., and Madsen, H. (2000). A model for the
heat dynamics of a radiator. Submitted.

Paper E: Knop, O., Andersen, K.K., Madsen, H., Gregersen, N.H., and Paulsen,
O. (2000). Modeling of a thermostatic valve with hysteresis effects. Sub-
mitted.

Paper F: Andersen, K.K., Madsen, H., and Hansen, L.H. (2000). Modelling the
heat dynamics of a building using stochastic differential equations.En-
ergy and Buildings31 1, 13-24.

Paper G: Andersen, K.K., and Reddy, A. (2000). The error in variable (EIV) re-
gression approach as a means of identifying unbiased physical parameter
estimates. Submitted.



52



Paper A

BUILDING INTEGRATED
HEATING SYSTEMS

A

53





55

ABSTRACT

This paper presents the preliminary modelling perspectives of an ongoing proj-
ect where a flexible simulation tool for component and system analysis of dis-
trict heating consumer installations is developed. The simulation tool makes
it possible to simulate district heating consumer installations containing wa-
ter based central heating systems, domestic hot tap water systems, buildings
as well as load predictions of the systems. The main purpose of the project
is to improve the inter action of the system components, decrease the energy
consumption and analyze the performance of the heating system and the rela-
tion between the building and the heating system, Building Integrated Heating
System. This is done with emphasis on increasing the system performance
of the district heating system. The paper presents the modelling approach
with main emphasis on lumped parameter modelling using statistical methods.
Some prior results are discussed and illustrated through examples, including
analysis of the heat dynamics of a building and a new approach on handling
discontinuities exemplified in the modelling of the transient flows pipes.

Keywords: Building Integrated Heating Systems, District Heating Systems,
Lumped Parameter Modelling, Simulation studies.

1 INTRODUCTION

Since the first energy price crisis in the early seventies the energy policy in
Denmark has been focused on how to reduce the consumption and the depen-
dency of a single fuel. In recent years the energy demand in new buildings in
Denmark has been reduced considerably due to new building regulations. The
reduced heat demand and the growing focus on the indoor climate increases
the requirements of the performance of the heating system and the interaction
between building and the heating system, Building Integrated Heating System.
More than 60 % of the heat consumption is based on district heating (DH) due
to the national energy plans since the second energy crisis in the late seventies.
Today the systems are characterized by pooled operation with combined heat
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and power plants mainly based on incineration, coal and natural gas. The sup-
pliers have made a great effort on optimizing the system performance in order
to minimize the costs; during the last fifteen years the optimization process
has focused on the production plants and the distribution systems. Integration
of the consumer installations in the process started around five years ago, as
the natural last step in optimizing the overall efficiency. The design and op-
eration of the consumer installations are improved with respect to the system
performance, i.e. the installations must operate at a low temperature level with
a high cooling and few peaks. The manufacturers of the components are very
important in this process and the product development has changed from fo-
cusing on the component (sub optimization) to focusing on the inter action of
the components (system optimization). Developing new products or improv-
ing existing is traditionally a complex and expensive task including numerous
tests in the lab followed by final tests of a prototype in situ. Today a large
part of these tests can be replaced by computer simulation studies. The use of
dynamic models in computer simulation studies has proven to be a perceptive
and practical method to analyze the performance and the control strategies in
heating systems. Thence, the dynamics of the heating system can be analyzed
second by second with varying heat supply from persons, machines and the
sun in order to minimize the heat demand in the buildings and optimize the
thermal comfort. However, the prospects from applying simulation studies in
development of system components depend strongly on the accuracy and flex-
ibility of the models used for the simulation. The paper presents the modelling
approach and the idea behind a project concerning the development of a model
library for simulation purposes.

2 THE MODELLING OBJECTIVE

The project is a joint project with collaborators from some of the largest man-
ufacturers of DH components in Denmark and public research institutes. The
modelling objective of the project is to establish a model library of the com-
ponents in typical DH systems, sketched in Fig. 1, as a foundation for system
analysis, simulation studies and product development. An essential aspect of
the project, is, that the modelling of system components is continuously val-
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idated on experimental data to ensure accuracy and reliability in analysis and
simulation studies. For this reasons an experimental setup are used as an em-
pirical base for model validation.

In order to analyze the influence from the heating system on the indoor climate
the models are divided into two categories, namely:

(i) Models of system components.

(ii) Models of the total system.

The models of system components are gathered in the model library and may
be used for analyzing purposes and simulation studies. The user of the model
library can select components from a graphical user interface (GUI) environ-
ment. Specific arrangements or setups are created using a drag-and-drop tech-
nique of the components into a worksheet, where the components are con-
nected into a desired setup. The model library includes models of:

• Plate heat exchangers.

• Radiators.

• Thermostatic and pressure relief valves.

• Pipes and fittings.

• Pumps.

• Thermal zones and buildings.

By descending order, each class of the components cf. above, contain differ-
ent models of each component. The models may vary in complexity, control
strategies and user interface. Furthermore, each component may be adjusted to
a specific product, i.e. physical properties such as heat capacities, resistances,
sizes etc. may be controlled by the user.
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Fig. 1: Sketch of a typical DH system. The combined heat and power plant
supplies the consumer via heat exchangers with hot water (solid line) for heat-
ing and domestic water. After consumption, the cooled water (dotted line)
returns to the power plant.

The model interface

As sketched in Fig. 1 the total DH system besides the dynamics of the power
plant is considered. The system is affected by climate variables as well as the
load from the power plant, interaction between components, human activity
etc. In order to achieve a well-defined user interface, only the models of the
total system and entire rooms and buildings may be affected directly by the
climate variables, such as the outdoor temperature, solar radiation etc. System
components, such as radiators and valves, are only indirectly affected by the
climate variables, i.e. via the building in which they are placed. The interface
of the system components are indoor temperatures, supply- and return water
temperatures as well as flow and pressure drop in pipes.

The models of system components used in the simulation tool are mainly
lumped parameter models. There are several arguments for preferring and us-
ing lumped parameter models for system components compared to black box
models and models in terms of partial differential equations. Firstly, lumped
parameter models based on the laws of nature are directly physically inter-
pretable, a key issue where the black box models fail. Secondly, lumped pa-
rameter models in terms of ordinary differential equations are far simpler to
establish and for simulation purposes compared to distributed parameter mod-
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els, i.e. models in terms of partial differential equations. The lumped parameter
models may be used for ’stand alone’ simulation studies or together with other
models of components in simulation studies of component interactions. The
models of a total system may in principle be a system of lumped parameter
models, corresponding to a setup of lumped parameters models of the com-
ponents in the system. However, for large scale simulations, this may not be
necessary or even to complex a task. When only the relation between the in-
put and the output signals of the system is of interest, the transfer function
representation is regarded as a sufficient description of the system. The user
interface is still physically interpretable, e.g. flow rates, supply temperatures
and pressure drops, whereas the transfer function from input to output is not
physically interpretable.

3 THE EXPERIMENTAL SETUP

In order to get an empirical base for the dynamical models of the components
in the consumer installation the input-output relationship and dynamical char-
acteristics of each component as well as the interaction between the system
components are investigated in an experimental setup. This section presents a
designed test rig for detailed testing of DH system components.

The experimental setup, a 100 kW test rig, corresponding to 20-30 apartments,
represents a typically consumer installation in Western European countries.
The heating system is separated from the DH system by a heat exchanger. The
radiator system is divided into three individually zones, where hot water tanks
emulate the dynamics of each zone. The load in the domestic hot water system
is emulated by predictions, i.e. tap programs from a computer. The domestic
hot water is produced instantaneous in a heat exchanger. In the main setup of
the heating system only the load from the radiator system is of importance,
not the performance of the individual radiator. Therefore, the empirical data
of the radiator is assembled in a separate set up, where thermo-vision is used
to verify the heat transfer from the radiator. The heat exchangers, radiators
and hot water tanks are connected through pipes and fittings where pumps and
valves controlled by a computer may generate pre-specified operating condi-
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tions. Furthermore the setup has the possibility for hardware-in-the-loop sim-
ulations, where new products, such as controllers and pumps, can be analyzed.
The test rig are used for a variety of experiments and applications, such as
model analysis and hardware-in-the-loop experiments, diagnosis and failure
detection as well as data acquisition for modelling and simulation purposes.

4 THE MODELLING METHOD

The modelling of system components are based on the physical characteris-
tics of the components and empirical data from the experimental setup. This
section presents briefly the modelling method for establishing physically inter-
pretable lumped parameter models of system components using state-of-the-art
modelling techniques. The emphasis is made on the total modelling process
and the modelling method is illustrated through examples.

4.1 The grey box modelling method

The lumped parameter models of the system components included in the model
library are designed wrt. two main criteria:

∗ Accurate static and dynamic simulation performance.

∗ The model interface.

To comply with the design criteria, (i) and (ii), a novel modelling method, the
grey box modelling method, see Melgaard (1994), is applied. The method has
proven adequate for modelling components in DH systems, see e.g. Palsson
(1993); Sejling (1993); Hansen (1997). The total modelling process may be
described by a flowchart, consisting of the three stages, sketched in Fig. 2.
The modelling process is characterized by that both physically insight, statis-
tical methods and experimental data are used to identify the model structure,
estimate model parameters, estimate the model uncertainty and validate the
model.
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IDENTIFICATION
of the model structure

No
Yes

ESTIMATION
of unknown parameters

Use the model for simulation studies and system analysis

Is the model OK?

MODEL
VALIDATION

Information from physics

Information from dataInformation from
the model validation

Fig. 2: The modelling procedure.

4.2 Identification

Using experimental data from the test rig and physically insight, such as well
known hydraulic and thermodynamic relationships, a model structure may be
identified, i.e. the first step in Fig. 2, in terms of stochastic differential equa-
tions:

dXt = f (Xt,Ut, θ, t) dt+ G(θ, t)dWt, (1)

whereXt is a vector of system states and the vectorUt contains the known
inputs. f is a known function describing the evolution of the system states.
Finally, θ is a vector of parameters,Wt is a Wiener process andG(θ, t) is
a function describing how the disturbance is entering the system. There are
several reasons for applying a stochastic term, i.e. the system dynamics is de-
scribed in terms of stochastic differential equations, referring to Madsen and
Holst (1996):

• Modelling approximations. The evolution of the system states, described
by the functionf , might be an approximation to the true system.
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• Unrecognized and unmodelled inputs may affect the evolution of the
states.

• Measurements of the input are noise-corrupted.

Thus, a model formulation in terms of stochastic differential equations ac-
counts for that the functionf only is an approximation to the true evolution
of the system states. The continuous time model formulation based on laws of
nature ensures that the the model structure is directly physical interpretable.

4.3 Parameter estimation

Having measured some of the state variables, a state space representation can
be formulated

dXt = f (Xt,Ut, θ, t) dt+ G(θ, t)dWt, (2)

Yt = h (Xt,Ut, θ, t) + et, (3)

whereYt is a vector of the actually observed state variables. Eq. (2) is a
continuous-time system equation and Eq. (3) is the discrete time observation
equation. The functionh describes the relationship between the state variables
Xt and the measurementsYt. et is a vector describing the measurement noise
which is assumed to be Gaussian distributed. The parameter vectorθ contains
the equivalent thermal and hydraulic components, i.e. capacitances, resistances
etc., and is estimated by a Maximum Likelihood (ML) method. Descriptions
of the ML method can be found in Ref. Melgaard (1994).

4.4 Model validation

The last stage in the modelling process concerns the model validation. The
models are validated using both experimental data, statistical validation tech-
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niques and physically interpretation. The latter by comparing the model pa-
rameters, such as time constants and the estimated model parameters,θ̂, with
the equivalent physical characteristics of the system. As a supplement to the
physically interpretation of the model, statistical methods are applied. By us-
ing stochastic independent data from the test rig and statistical methods, the
models are cross validated. Hereby, it is possible to determine the goodness-
of-fit using statistical criteria such as residual analysis, test for model order,
test for parameter significance etc. If the model validation indicates an inade-
quate model performance, information from the model validation can indicate
how to improve the model structure, as indicated in Fig. 2.

5 MODELLING EXAMPLES

This section gives two examples of models included in the model library. The
first example illustrates the modelling of a total system, namely an approach on
the modelling of the heat dynamics of a building. It is argued how to extend the
analysis by applying dynamic models of system components such as radiators
and thus achieve a more detailed model. The second example concerns the
analysis and modelling of a single component, namely the transient flow rates
in pipes. Emphasis is made on a method for handling model discontinuities.

∗ The modeling examples are left out and given in:
Paper F:Modelling the heat dynamics of a building using stochastic differential
equations
and
Paper C:Identification of continuous time smooth threshold models of physical
systems.

6 CONCLUSION

The paper described the aim and preliminary analysis of an ongoing project.
The aim of the project is to develop a simulation tool for simulation purposes
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of DH systems in order to improve on the interaction between system compo-
nents and between the building and the heating system. The modelling method
has been described with emphasis on the identification process of lumped pa-
rameter models where statistical methods are applied in estimation and model
validation. The simulation tool may be used for simulation of system compo-
nents or for simulation of total systems. The latter may be done by creating a
specific setup using models of system components. The modelling method was
illustrated through two examples. The first example described the modelling
of the heat dynamics in buildings. The model parameterization was found ade-
quate using statistical methods. It was discussed how a simulation study could
be more detailed by applying dynamic models of system components. The
second example illustrated a new method for handling system discontinuities.
The method was illustrated in the modelling of single component, namely a
model of the transient flow in pipes.
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ABSTRACT

This paper deals with the design of input variables for an experimental setup
of a counter-flow heat exchanger arrangement. The aim of the experiment is
to collect data for a succeeding modeling of the heat dynamics of the heat
exchanger. The paper discuss issues relevant to the design of input sequences
and a method for generating multi-level random signals is introduced. The
signals are designed to excite the non-linear dynamics of the system properly
and to avoid correlation between input variables. The quality and statistical
properties of the data from the experiment are discussed and the simulation
performance of a dynamic model is illustrated.

Keywords: Counter-flow heat exchanger; Experimental Design, Pseudo Ran-
dom Number Signals, Non-linear system.

Nomenclature

b = slope
C = constant
C

′
= constant

f = function describing the system dynamics
h = function
h = heat transfer coefficient
k = thermal conductivity
k

′
= time lag

K
′

= constant
ṁ = constant
n = order of the PRBS sequence
n∗ = number of compartments
Nu = Nusselt number
Pr = Prandtl number
q−1 = back shift operator
Re = Reynolds number
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T = temperature
U = input vector
X = state vector
Y = output vector

Greek symbols

θ = parameter vector
λ = base time interval in the PRBS sequence
µ = dynamic viscosity
τ = time constant
φ = filter parameter
∆t = sampling interval

Subscripts and superscripts

c = cold side
h = hot side
in = input
k = discrete time index
out = output
t = continuous time index
x = exponent
y = exponent
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1 INTRODUCTION

The use of statistical methods is well recognized in identification of models
for HVAC components. Less attention has been given to the aspect of exper-
imental design, an important step in establishing reliable models. Basically,
experimental design deals with the methods and techniques used in the design
and analysis of experiments. It is the connection between the experiment and
the model that the experimenter can develop from the results of the experiment
(Montgomery (1991)).

In order to identify empirical relationships for models of HVAC components
the quality and statistical properties of data used for model identification and
for model validation should be adequate. It is important that significant vari-
ables are measured at a suitable sampling rate, that strong correlation between
variables is avoided, that the data is accurate and span the modeling space well,
that data are persistently exciting etc. A well-planned experimental design can
help achieving this goal. For identification of dynamics systems optimal input
sequences may be obtained by using Pseudo Random Number Signal (PRNS)
sequences. The generation of PRNS sequences is discussed intensively in the
literature for applications in engineering, see e.g. Godfrey (1980); Yarmolik
and Demidenko (1988); Nowak and Veen (1993); Godfrey (1993). However,
only a few studies report the use of such signals for experiments concerning
HVAC equipment. Binary multi-frequency signals have been applied in identi-
fication of a large water-heated cross-flow heat exchanger in Franck and Rake
(1985). Binary signals have also been applied for linear models of the heat dy-
namics of buildings, see Madsen and Holst (1995); Hansen (1997); Andersen
et al. (2000).

This paper deals with the analysis of an experimental setup and input design
of a heat exchanger arrangement. Important issues concerning the quality and
statistical properties of the experimental data are discussed. In Section 2 the ex-
perimental setup is described. The experimental design is discussed in Section
3. Emphasis is put on the generation of PRNS sequences that are informative
and not significantly cross-correlated. Since the heat transfer coefficient is a
non-linear function of both mass flows and temperatures a method for genera-
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tion of input sequences for non-linear systems is proposed. The experimental
data is presented in Section 4. The statistical properties of the data are dis-
cussed and the simulation performance of a heat exchanger model is illustrated
using the experimental data. Finally a conclusion with discussion is given.

2 THE EXPERIMENTAL SETUP

The considered counter-flow plate heat exchanger has the nominal power ca-
pacity of 105 kW and the convector fluid is water on both sides. The dimen-
sions are 1174(h)∗ 368(w)∗ 458(l) mm. In the standard setup it consists of
31 plates, 0.6 mm stainless steel. The total active area is 4.93 m2, the volume
is 8.6 l and the total mass of the heat exchanger material is 180 kg. The heat
exchanger is characterized as a counter flow type even though a few plates
passages actually have parallel flow on each side. Furthermore, adding or re-
moving plates can vary the capacity of the heat exchanger. The experimental
setup is sketched in Fig. 1. The experimental setup is divided into a hot and
a cold side, and the inlet and outlet temperatures as well as the mass flow are
measured on each side. For subsequent modeling purposes the variables are
characterized as follows:

• Controllable Inputs: The two inlet temperatures and the two mass flows.

• Measured Outputs: The two outlet temperatures.

During experiments it is possible to switch the flow within 4 levels and the
temperature within 2 levels at each side, respectively. On both the hot and the
cold side of the setup two tanks of water with the desired supply temperatures
are acting as buffers in order to keep the supply temperatures constant. By
using a PID-controller and several valves and a by-pass loop (not sketched)
the flow can be controlled at 4 different levels at each side. The temperature
sensors,1.0 mm, type K (Ametek), are placed close to the inlet and outlet
of the heat exchanger. The accuracy of the sensors is estimated to be within
the±0.5◦C range of the actual temperature. The mass flow on both sides of
the experimental setup is calculated indirectly by measuring the pressure drop
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80◦C 70◦C 40◦C 30◦C

Tc,in

Th,out Th,in

Tc,out

ṁh

ṁc

Fig. 1: Sketch of the heat experimental setup.T denotes temperature anḋm
denotes mass flow. The indexh is used for the hot side andc is used for the
cold side.

while the water passes through a blender. The sensors, type Endress Hauser,
Deltabar PMD 130, are estimated to measure the actual flow within an accu-
racy of±0.1% in the considered range. The motivation for using a blender
instead of a traditional flow sensor is, that time constant of the blender is much
smaller than a typical flow sensor. However, a traditional flow sensor, Danfoss,
is used in the experimental setup, to verify the measurements by the blenders.
A converter, 6BP16-2 Backplane (National Instruments) and data acquisition
system, Labview, are used to control the input variables and to collect the de-
sired measurements during the experiment.

3 DESIGN OF INPUT VARIABLES

This section presents the design of input variables for the heat exchanger setup.
Emphasis is put on how to combine physical knowledge and statistical methods
in order to design the input variables.
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The physical structure and interpretation of HVAC models and systems is im-
portant for analysis and applications, e.g. for system design, simulation studies,
design of control strategies, fault detection and diagnosis etc., see e.g. (Jons-
son et al. (1992); Jonsson and Palsson (1992, 1994); Bourdouxhe et al. (1998);
Weyer et al. (2000)) for heat exchanger applications. Furthermore, it is attrac-
tive to combine empirical data and physical knowledge in order to identify and
validate these models (Ljung and Glad (1994)). In the design of experiments
the physical knowledge of the system can guide the selection of appropriate
input levels, sampling rate and in determining what variables that should be
measured etc. In the experimental design, statistical methods are useful as a
supplement to the physical interpretation of the system. Statistical methods
are useful in constructing input sequences that maximize the information in
empirical data and in ensuring that the experiment is randomized properly and
that the measurements are not significantly correlated.

In this study the input variables may be controlled. Hence, the aim of the ex-
perimental design is to generate input sequences that both excite the dynamics
of the heat exchanger properly and span the modeling space well. The range
and level of the input variables are determined from physical interpretation,
i.e. corresponding to the maximum range of the typical operating conditions as
well as levels in between. The switching of the signals is determined by Pseudo
Random Number Signal (PRNS) sequences. Using PRNS sequences, as input
signals in experiments with dynamic systems, is attractive because of the nice
statistical properties for system identification. The PRNS have properties simi-
lar to white noise, i.e. a PRNS signal may be constructed and controlled so that
it is not significantly correlated to other measured variables. This important
property makes it easier to separate the impact from different variables on the
system and thus establish reliable empirical relationships (Chatterjee (1991)).

The generation and statistical properties of PRNS sequences is investigated
intensively in the literature, see e.g. Godfrey (1980, 1993) or Yarmolik and
Demidenko (1988). The PRNS sequences are absolute stable and determined
by the algorithm for pseudo random number generation. The sequences are de-
terministic and may be repeated from any desired implementation segment so
there is no need for storage capacity. In this paper we distinguish between two
types of PRNS signals, the Pseudo Random Binary Signal (PRBS) sequences
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and the Pseudo Random Multilevel Signal (PRMS) sequences. The PRBS has
two levels and the PRMS has three or more levels. A possible method to gen-
erate a PRBS sequence is to use a shift register, sketched in Fig. 2. The PRBS
is constructed by selecting the shortest (λ) and the longest time interval (nλ)
where the signal is constant. The signal may switch from one level to the other
at certain intervals of time,t = 0, λ, 2λ, .., nλ. The shift register determines
the switching of the signal. The signal is periodic with the periodλ(2n − 1).
The shift register has feedback to the first stage, and consists of the modulo-2
sum of the logic level of the last two of the other stages. See Godfrey (1993) for
othern and a detailed discussion on generation of PRBS sequences. However,
concerning heat exchanger modeling, the heat transfer coefficient is known to
be a non-linear function dependent upon both mass flows and temperatures.
Due to the limitation of the PRBS in only consisting of two levels, PRBS may
not sufficiently excite nonlinear systems, see Nowak and Veen (1993). For non-
linear system identification, PRMS sequences may be more adequate, since a
higher number of levels may be selected. We propose a method to construct the
PRMS sequence. The method is simple and straightforward and quite similar
to the above method for generation of PRBS sequences. Using two different
shift registers, two independent PRBS sequences are generated. The four pos-
sible combinations of the two PRBS signals determine the four-stage PRMS
sequence, i.e.0 ] 0 = 1, 0 ] 1 = 2, 1 ] 0 = 3 and1 ] 1 = 4.

1 0 0 0
0 1 0 0
0 0 1 0
1 0 0 1
1 1 0 0

mod 2 = 0

Fig. 2: Generation of a PRBS sequence, exemplified using a shift register cir-
cuit with n = 4. In the first step a zero is generated (0+0 mod 2 = 0). The
generated number is put back in the shift register. In the second step a new
zero is generated (0+0 mod 2 = 0) followed by a one in the next step (1+0 mod
2 = 1) etc.
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Since the mass flows could be controlled within 4 levels and the temperatures
each within 2 levels the temperature signal has been determined by PRBS se-
quences and the mass flow by a PRMS sequences. The selected input levels are
listed in Tab. 1. Based on steady state calculations provided by the manufac-
turer, the time constants,τ , were assumed to be in the interval 4-25 seconds.
These time constants are listed in Tab. 2. The calculated time constants indi-
cate that the sampling time should be selected not larger than 2 seconds since
it would not possible to estimate the fast dynamics using a lower sampling rate
(Ljung and Glad (1994)). Due to the uncertainty of the estimate of the time
constant, a sampling time of 1 second is found appropriate. The time con-
stant of the sensors is found to be much smaller[0.15 − 0.25] s and assumed
not to influence on the accuracy of the measurements. The shift registers and
time intervals, used for generation of the PRBS sequences controlling the inlet
temperatures, are listed in Tab. 3. The PRMS sequences controlling the mass
flows are listed in Tab. 4. The time intervals,λi, are selected with respect to the
calculated time constants, i.e. the smallest time interval is larger than expected
time constants.

4 THE EXPRIMENTAL DATA

Several different PRNS sequences were applied as input variables to the exper-
imental to make sure that both fast and slow excitations could be identified and
simulated by a dynamic model. Each time series had a sampling frequency of
1 Hz and the length of an experimental run was 3500 s.

Table 1: The input level of the mass flows and inlet temperatures.
Level Th,in [◦C] ṁh [kg/s] Tc,in [◦C] ṁc [kg/s]

1 70 0.31 30 0.32
2 80 0.37 40 0.39
3 - 0.50 - 0.52
4 - 0.71 - 0.77
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Table 2: Estimated time constants.
Step (from→ to) τ (Th,out) τ (Tc,out) Units

ṁh 0.72→ 0.36 (kg/s) 9.5 13.8 s

ṁc 0.84→ 0.42 (kg/s) 25.0 9.9 s

Th,in 80→ 70 (◦C) - 4.0 s

Tc,in 40→ 30 (◦C) 5.0 - s

Table 3: PRBS sequence controlling the inlet temperatures.
Input Time interval[s] Shift Register

Th λ = 27 [0101001010110]
Tc λ = 41 [100110]

A time series from an experimental run is shown in Fig. 3. It should be stressed
that the results presented in the following are representative for the other ex-
periments as well. In general, the input variables are fairly close to the deter-
ministic PRNS sequences. More precisely, the mass flows are very accurate
while the inlet temperatures deviate slightly wrt. the input design. For the time
series in Fig. 3 the estimated correlation coefficients between the flow and
temperature signals are listed in Tab. 5. It is seen that none of the signals are
strongly correlated with each other. The data are not considered noisy and the
time series contain non or only very few outliers. In Fig. 4 a scatter plot of
the outlet temperature against the inlet temperature and the mass flow on the

Table 4: The two PRMS sequence controlling the mass flows. The four stage
PRMS sequence is determined by the four possible combinations of PRBS1
and PRBS2 and by PRBS3 and PRBS4, respectively.

Input Time interval[s] Shift Register

ṁh λ1 = 9 PRBS1:[0101001]
λ2 = 17 PRBS2:[11000101011]

ṁc λ1 = 5 PRBS3:[0101001]
λ2 = 12 PRBS4:[011001010]
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Table 5: Estimated correlation coefficients between input variables.
ρ(ṁh, ṁc) ρ(ṁh, Th) ρ(ṁh, Tc) ρ(ṁc, Th) ρ(ṁc, Tc) ρ(Th, Tc)

-0.05 0.08 0.32 -0.23 0.02 -0.06

hot side is shown. It is seen that the data spans well and that the data are not
strongly correlated. The same holds for the cold side (not plotted) and for other
combinations of input and output variables.

The range and variations of the data ensures that the dynamics of the consid-
ered heat exchanger may be validated for a wide range of operating condi-
tions. A dynamic model, reported in Jonsson et al. (1992); Jonsson and Pals-
son (1992, 1994) to perform well for a small counter-flow heat exchanger has
been applied. The model is a lumped parameter model where both physical

Supply temperatures (◦C)

time (sec.)
300015000

80

60

40

Flow (kg/h)

time (sec.)
300015000

3000

1000

Fig. 3: Measured data: cold side (-.-) dotted line, hot side (–) solid line.
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knowledge and statistical methods have been used in establishing an adequate
model structure. Referring to Palsson (1993) it is assumed that the heat trans-
fer to the surroundings is negligible and that there is no heat conduction in the
fluids. The distributed character of the heat transfer can be approximated by
introducing compartments in the system (lumping). As sketched in Fig. 5, the
heat exchanger is divided into compartments.ṁh(t) andṁc(t) are the mass
flows on the hot and cold side, respectively. Similarly,Th,in(t), Th,out(t) and
Tc,in(t), Tc,out(t) are the inlet and outlet temperatures on each side.Th,i(t),
Tc,i(t) are temperatures in each compartment,Tm,i(t) are the temperature of
the intermediate metal layer compartments.

The differential equations which describes the heat dynamics of the heat ex-
changer are formed by considering the energy balance equations Eq. (1-2):

d(Heat stored)
dt

=
∑

Power in−
∑

Power out, (1)

⇒ Ci
dTi

dt
=
∑

Φin −
∑

Φout. (2)

Mass flowInlet temperature

50

40

30
2500

2000
1500

80
70

60

Input signals vs. outlet temperature

Fig. 4: Distribution of the outlet temperature as a function of the inlet temper-
ature and the mass flow (hot side).
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Th,1(t) Th,n(t)

Tc,1(t) Tc,2(t) Tc,n(t)

Th,2(t)Th,in(t)

Tc,out(t)

Th,out(t)

Tc,in(t)

ṁh(t)

ṁc(t)

Tm,1(t) Tm,2(t) Tm,n(t)

Fig. 5: The compartmental counter flow heat exchanger model.

Dividing the heat exchanger inton equal compartments, implies for the com-
partment of numberi, the following differential equations:

Mh

n
ch
dTh,i(t)
dt

= ṁh(t)ch[Th,i−1(t) − Th,i(t)] − Ah

n
U∆Ti(t), (3)

Mc

n
cc
dTc,i(t)
dt

= ṁc(t)cc[Tc,i−1(t) − Tc,i(t)] +
Ac

n
U∆Ti(t). (4)

U is the overall coefficient for the heat transfer from one flow to the other.
Here it is written as an independent parameter though it is actually a func-
tion of mass flows and temperatures.∆Ti(t) is the driving force for the heat
transfer representing the temperature difference between each pair of hot and
cold compartments. The indexesh andc denotes the hot and cold fluid,Mc

denotes the heat capacity on each side andA the surface area of each com-
partment. Dividing the heat exchanger inton compartments yields a2n order
model. In Eq. (3-4) the heat capacity of the metal between the liquids are ne-
glected. However, the extension of including the heat capacity of the metal
is straight forward, see Sejling (1993). The driving force for the heat transfer
represented by∆Ti are modeled as a weighted average of the temperatures on
each side:
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∆Ti(t) =
1
2
[Th,i−1(t) − Th,i(t)] − 1

2
[Tc,i−1(t) − Tc,i(t)]. (5)

(6)

It is well known, that the heat transfer between the fluid and the intermediate
metal is a non-linear function of both temperature and mass flow. In Jonsson
and Palsson (1992, 1994) the heat transfer coefficient,h(T, ṁ), are modeled
by physical interpretation of empirical relations and statistical methods, by
simplifying (applying) the empirical relation:

Nu = CPrxRey, (7)

and inserting expressions for Nu, Pr and Re, it is shown in e.g. Jonsson and
Palsson (1994) that the heat transfer can be give by:

h(T, ṁ) = K µ(T )(x−y)k(T )(1−x)︸ ︷︷ ︸
i

ṁy︸︷︷︸
ii

, (8)

whereµ(T ) is the dynamic viscosity andk(T ) is the thermal conductivity
both with dependency of the temperature, whereṁ is the mass flow, K is a
constant andy andx are exponents depending on the type of flow. In Eq. (8)
(i) is temperature dependent and (ii) mass dependent. In Jonsson and Palsson
(1994) the approximations Eq. (9) and (10) are found appropriate:

h(T, ṁ) =K
′
(1 + bT )ṁy, (9)

h(ṁ) =C
′
ṁy, (10)

whereC
′

andK
′

are constants andb is a slope. In Eq. (9) the heat transfer is
both mass flow and temperature dependent, but in Eq. (10) is only mass flow
dependent. Finally, neglecting the resistance of the metal between the mass
flows, the heat transfer coefficientU can be formulated as:
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1
U

=
1
hh

+
1
hc
. (11)

The heat transfer coefficient (11) may now be included in the models of the heat
exchanger. In summary, the lumped model describes the outlet temperatures
as a function of the inlet temperatures and the mass flows.

By lumping the model into 3 sections at each side the model consists of 6
differential equations. The model has been applied to the experimental data.
Different time series have been used for parameter estimation and others for
model validation in order to validate the simulation performance of the model.
A cross validation of the model using an is plotted in Fig. 6. It is seen that the
model is able to simulate the outlet temperatures with a very high accuracy.

Cross validation: return temperatures hot side (◦C)

time (sec.)
200010000

60

40

Cross validation: return temperatures cold side (◦C)

time (sec.)
200010000

80

60

Fig. 6: Measured data (-.-) dotted line, Simulated data (–) solid line.
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5 CONCLUSION

An experimental setup and the design of input variables for a counter-flow heat
exchanger arrangement has been presented. The aim of the experiment was to
collect data for the succeeding modeling of the dynamics of the heat exchanger.
The heat exchanger was described and the construction of the experimental
setup was discussed. Physical interpretation and statistical methods were used
to plan the experiment and to design the input sequences for the heat exchanger
setup.

It was argued that in order to identify empirical relationships for models of
HVAC components the quality and statistical properties of data used for model
identification and for model validation should be adequate. To achieve this goal
PRNS sequences were applied to generate input sequences and a new method
for generating such sequences was described. These signals were applied and
the experimental data were presented. The quality of the data was analyzed
and it was argued that by applying the PRNS sequences

(i) The range and distribution of the data ensures that the model is valid for
a wide range of operating conditions.

(ii) The input signals are not strongly correlated it is possible to identify
and estimate the impact from both mass flows and temperatures on the
dynamics of the heat exchanger.

The generation of PRNS sequences is straight forward and has proven useful
in experiments of dynamic systems. Furthermore, the generation of PRMS se-
quences may be extended to have more levels than applied in this study. For
successful experiments it is required that the signals can be controlled at the
desired levels. As the number of levels increases so do the need for longer
and more complex experiments in order to obtain data with adequate statistical
properties. Thus, the price for good quality data may be a more complex ex-
perimental setup. However, even simple experimental design may as discussed
is this study can greatly improve the quality of data and make a subsequent
model identification easier.



82



Paper C

IDENTIFICATION OF
CONTINUOUS TIME

SMOOTH THRESHOLD
MODELS OF PHYSICAL

SYSTEMS C

83





85

ABSTRACT

This paper presents a technique for identifying accurate and physically inter-
pretable threshold models of physical systems by the means of physical knowl-
edge and statistical methods. The modeling approach is illustrated by consid-
ering typical components in a water based central heating system. The model
formulation is based on the laws of nature and statistical analysis of exper-
imental data. It is shown that in many cases the dynamic characteristics of
such a physical system depend strongly upon the state of the system, e.g. lami-
nar or turbulent flow in a pipe, and it may be difficult to obtain models that are
valid for different excitation of the input variables. A solution to this problem
is suggested by introducing smooth threshold models. The models are formu-
lated in continuous time by lumping the system and using stochastic differential
equations. The continuous time formulation ensures that the model is directly
physical interpretable. A Maximum Likelihood method is used to estimate the
model parameters and the model states. Statistical methods are applied to
verify that the model provides a reasonable description of the system.

Keywords: Smooth threshold models, Lumped parameter models, Stochastic
differential equations, Maximum Likelihood method.

1 INTRODUCTION

Many physical systems are distributed systems for which the dynamics in prin-
ciple may be described by physical laws and thus by partial differential equa-
tions (PDE). In many applications a model formulation in terms of PDE’s is
difficult to obtain since the system is to complex and may not be known com-
pletely. Under such conditions a black box model (Box and Jenkins (1970))
may be appropriate, even if no prior information about the process is at hand.
However, in cases where some prior knowledge about the process is present, it
may be desirable to incorporate this physical knowledge into the model struc-
ture. This modeling approach, where physical knowledge is accounted for
and used together with the information from data is referred to as the grey
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box modeling approach, see e.g. Tulleken (1992); Melgaard (1994); Ljung and
Glad (1994).

Different modeling approaches may be applied to the same problem or phys-
ical system. One example is in the modeling of Heating, Ventilation and Air
Conditioning (HVAC) components, such as heat exchangers and air condition-
ers, where different modeling methods can be applied, see Bourdouxhe et al.
(1998). However, when analyzing HVAC components, e.g. in the design of
control strategies or in the developing of new products it is often desirable
to incorporate physical knowledge at hand such as the laws of heat and mass
transfer, or relevant physical parameters such as heat capacities and resistances.
In such situations the grey box approach can be a powerful tool. The dynamical
characteristics of a given system may be described approximately by lumping
the partial differential equations, i.e. obtain a model formulation in terms of
ordinary differential equations (ODE). For more complex systems the ODE’s
may be obtained by considering mass and heat balances. By using experi-
mental data and including stochastic terms, the model can be formulated as a
system of stochastic differential equations. An advantage using this approach
is that it is directly physical interpretable. Furthermore, the use of statistical
methods permits a description of model uncertainties and provides a very use-
ful tool in the model validation, i.e. to determine whether or not the model
structure is reasonable.

However, for some HVAC components the dynamical characteristics of the
system depend strongly upon the state of the system. Examples of such model
discontinuities are valves shutting down, phase transition in heat exchangers
and the transition from laminar to turbulent flow in a pipe. Therefore it may
be difficult to obtain a total model which is valid for very different excitation
of input variables by lumped parameter models. A commonly used approach
is to restrict the model wrt. the input signals, i.e. the model is only valid for
certain ranges of the input variables, e.g. a pipe model which is only valid for
turbulent flow.

In this paper an approach towards a total model for the flow in a pipe is pre-
sented. The basic idea is to identify two sub-models, one for turbulent and one
for laminar flow, respectively, and then combining these sub-models using a



87

smooth threshold. The threshold, which is a function of the flow, is then used
to determine which sub-model that should be used at some time instant. A
statistical framework is used to estimate the model parameters and to validate
the model.

2 THE SMOOTH THRESHOLD FUNCTION

This section presents the idea of using a smooth threshold in a continuous time
physical model formulated in terms of ODE’s. The use of discrete time thresh-
old models are well known from non-linear time series analysis, see Tong
(1990). In Bottin and Chaté (1998) a two dimensional discrete time thresh-
old model is used to model the transition to turbulence flow (in plane Couette
flow). Although the transition to turbulence flow is deterministic it can be ar-
gued that the transition is only defined statistically. The results in Bottin and
Chaté (1998) is consistent with a threshold defined in terms of an equivalent
probabilistic process. In this study the hyperbolic function, tanh(x), x ∈ R,
is used as the foundation of a smooth threshold function in order to model the
transition between laminar and turbulent flow. The smooth threshold function
can be interpreted as a weight function,w(x) = (tanh(x) + 1) /2, shown in
Fig. 2. The weight function,w(x) ∈ [0 1], can be interpreted as a probability
of the flow being laminar or turbulent. This makes it possible to obtain a total

tanh(x)

d
dx (tanh(x))

x0

2

0

-2

Fig. 1: The threshold function, tanh(x) (solid line) and the derivative,
d
dt (tanh(x)) = 1 − tanh(x)2 (dotted line).
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model,f , in terms of ODE’s on the form:

f = (1 −w(x)) f1(x,u,Θ, t) + w(x)f2(x,u,Θ, t),

wheref1 is a sub-model valid for laminar flow andf2 is a sub-model valid
for turbulent flow. The vectoru contains the known inputs andΘ is a vec-
tor of parameters. Finally, the weight function,w(x) is a function of the
system states,x. The derivative of the weight function is continuous since
d
dt (tanh(x)) = 1 − tanh(x)2, is continuous∀x ∈ R. Hereby, it should be pos-
sible to formulate a total model which is continuous∀x ∈ R. The threshold
function and its first order derivative is shown in Fig. 1. Noww(x) is modified
slightly:

w(x) = (tanh(a(x− b)) + 1) /2, (2)

wherea andb are scale and location parameters to be estimated. It is seen, that
the threshold is now centered on the x-axis to a pointb and the shape is formed
by the parametera. In the following section, a total model for the transient
flow in a pipe based on the threshold model in Eq. (1), will be proposed.

(tanh(x)+1)
2

x0

1

0

Fig. 2: The weight function,w(x) = (tanh(x)+1)
2 .
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3 DYNAMIC MODELLING OF PIPES

This section presents a lumped parameter model of the flow in a pipe, where
Eq. (2) discussed in Section 2 is applied as a smooth threshold between two
sub-models, one for laminar flow and one for turbulent flow. Using the second
law of Newton it easily follows that the flow,q, of an incompressible fluid
out a pipe with the pressure drop,∆pp, can be determined by the first order
non-linear differential equation:

dq

dt
=
A

l

(
∆pp

ρ
− (ψ +

λl

d
)
q2

2A2

)
, (3)

whereA is the cross-section area of the pipe with diameterd and lengthl, ρ
is the density of the water,ψ is the minor loss coefficient andλ is the friction
factor. However, Eq. (3) is not valid for both laminar and turbulent flow, since
the friction factor depends on the actual flow. For laminar flow the friction
factor can be calculated using:

λ =
64
Re
, Re=

ud

v
, (4)

where Re is the Reynolds number,v is the kinematic viscosity of the fluid andu
is the average speed of flow. For fully developed turbulent flow, the Colebrook
formula (Fox and McDonald (1985)) holds:

1√
λ

= −2log10

(
γ

3.7d
+

2.51
Re

√
λ

)
, (5)

whereγ is the absolute pipe roughness. Eq. (5) is transcendental and has to be
solved by iteration. The turbulent region can be divided into smaller regions.
For example, when the Reynolds number is less than1 · 105 and the pipe is
smooth, the friction factor can be described by the Blasius equation (Fox and
McDonald (1985)):

λ =
0.316
Re0.25 . (6)
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Reynolds number, Re

γ > 0

γ = 0

friction
factor
λ

Turbulent
flow

2100

known

Laminar
flow un-

2500

Fig. 3: Sketch of the friction factor as a function of the Reynolds number.

Reynolds number, Re

flowknown
un- Turbulent

Smooth
threshold

Laminar
flow

Fig. 4: Sketch of the weight function as a function of the Reynolds number.

Depending on the physical properties of the actual pipe, such as the roughness
of the pipe, the flow in a pipe is known to be laminar for approximately Re≤
2100 and turbulent for Re≥ 2500. In the region between,2100 ≤ Re≤ 2500,
the flow is neither purely laminar nor purely turbulent, but a combination. In
this interval, no expression for the friction factor,λ, exist. The friction factor
as a function of the Reynolds number is sketched in Fig. 3. In the following the
friction factor at laminar and turbulent flow are denotedλl andλt, respectively.
The sub-models describing the flow are written on the form Eq. (3) and denoted
f1 for laminar flow andf2 for turbulent flow. Furthermore, the weight function,
w(x) is a function of the Reynolds number, i.e.w(x) = w(Re), where:
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w(Re) = (tanh(a(Re− b)) + 1) /2, (7)

wherea andb are parameters to be estimated. It should be noted, that the loca-
tion parameterb is expected to be in the interval[2100; 2500]. To summarize,
the model can be written:

dq

dt
= (1 − w(Re)) f1(q,∆P ,Θ, t) + (w(Re)) f2(q,∆P ,Θ, t),

where the vectorΘ contains the model parameters:

Θ = [A, l, ρ, ... a, b]. (9)

4 PARAMETER ESTIMATION

In this section the parameter estimation method is discussed briefly. The sec-
tion follows Melgaard (1994) closely. The total model is written:

dxt = f (xt,ut,Θ, t) dt, (10)

wherext is a vector of the system states and the vectorut contains the known
inputs. Finally,Θ is the vector of the parameters to be estimated. The model,
Eq. (10), provides a deterministic description of the evolution in time of the
states of the system. It is obvious that any description of the form (10) gives
only an approximation of the evolution of the true system. In order to use
Eq. (10) as a description of the true variation of the states a stochastic term is
included in Eq. (10) leading to the following stochastic differential equation:

dxt = f (xt,ut,Θ, t) dt+ g(Θ, t)dwt, (11)
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wherewt is a Wiener process andg(Θ, t) is a function describing how the
disturbance is entering the system. Having measured some function of the
state variables, a state space representation can be formulated:

dxt = f (xt,ut,Θ, t) dt+ g(Θ, t)dwt, (12)

yt = h (xt,ut,Θ, t) + et, (13)

whereyt is a vector of the actually observed variables. Eq. (12) is a continuous-
time system equation and Eq. (13) is the discrete time observation equation.
The functionh describes the relationship between the state variablesxt and
the measurementsyt. Finally et is a vector describing the measurement noise
which is assumed to be Gaussian distributed. The model parameters are found
using discrete time observations of the pressure drop and flow, respectively.
Let y = yk andu = uk denote the output/input sets of observations:

yk = [yk, yk−1, yk−1, ..., y1, y0], (14)

uk = [uk, uk−1, uk−1, ..., u1, u0], (15)

and letΘ be a vector of theN parameters to be estimated. The problem of
estimation is a matter of how to use the information contained in the data Eqs.
(14-15) to select a proper valuêΘ. In this study a Maximum Likelihood (ML)
method is used to estimate the parameter vectorΘ̂. The conditioned likelihood
function is the joint probability density of all the observations assuming that
the parameters are known (uk omitted for convenience):

L(Θ, yk) = p(yk|Θ) = p(yk|yk−1,Θ)p(yk−1,Θ)

=

(
k∏

i=1

p(yi|yi−1,Θ)

)
, (16)
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where Bayes rulep(A,B) = p(A|B)p(B) is applied. It is now assumed that
the sequence of innovations,εk, are zero-mean, independent stochastic vari-
ables with the probability density functionp(ε(Θ)). Then, Eq. (16) can be
formulated:

L(Θ, yk) =

(
k∏

i=1

p(εi(Θ))

)
. (17)

The ML estimates,̂ΘML, is found by minimizing the function−logL(Θ, yk):

Θ̂ML = arg min
Θ

(
−

k∑
i=1

log p(εi(Θ))

)
. (18)

When the prediction errors are assumed to be Gaussian with zero mean, and
covariance matrixRk(Θ), then

−logL(Θ, yk) =
1
2

k∑
i=1

(ε>i R
−1
k εi + log detRi + s log2π). (19)

wheres is the dimension ofy. It should be noted that if the assumption that
the prediction errors are Gaussian distributed, the method can be considered
as a prediction error method. The estimated model is validated using phys-
ical interpretation and statistical methods, such as prediction errors analysis,
simulation studies and cross validation.

5 THE EXPERIMENTAL SETUP

In order to collect data for the modeling and validation process of the transient
flow an experimental setup was built at the Danish Technological Institute. The
experimental setup is sketched in Fig. 5. During the experiment the pressure
drop ∆P [Pa], the flowq [m3/s] as well as the inlet and the outlet temper-
atures[◦C] were measured. Using a Moody’s diagram the dimensions of the
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pipe were selected to be 12.0/0.01 (length/diameter[m]) in order to be able to
generate both laminar and turbulent flow. The pipe material was made of soft
copper and winded up to avoid sharp edges. Finally, a computer was used to
control the flow as well as the inlet temperature.

Pressure Drop
Temperature censorsValves

Fig. 5: Sketch of the experimental setup.

6 THE DATA

The preliminary analysis of the experimental setup yield that the transient flow
will appear for Reynolds numbers in the interval[2100 ; 2500]. This corre-
sponds to a flow in the interval[65 ; 75] [kg/h] when the supply temperature

Pressure drop∆P [kPa]

Flow q [kg/h]
806050

2

0

Fig. 6: Phase diagram of the pressure drop∆P vs. the flowq.
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time [sec.]
10005000
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Fig. 7: The measured pressure drop and corresponding flow in a type (iii)
experiment.

of the water,Ts is 30[◦C]. This assumption is supported by the phase diagram
in Fig. 6, obtained from a preliminary steady state experiment. Furthermore,
a hysteresis effect is seen in this interval, corresponding to that the transition
from laminar to turbulent flow occurs at a higher flow rate than the transition
from turbulent to laminar flow, respectively.

Several controlled dynamical experiments were performed using different lev-
els of flow and constant supply temperature. The experiments can be catego-
rized into the following three groups:

(i) q : 10 20 30 40 [kg/h] andTs : 30 [◦C].

(ii) q : 90 110 130 150 [kg/h] andTs : 30 [◦C].

(iii) q : 20 60 100 140 [kg/h] andTs : 30 [◦C].
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where (i) is a dynamical experiment in the laminar region, (ii) is a dynamical
experiment in the turbulent region and finally the dynamical experiment (iii)
is covering both regions, including the transient region. The sample frequency
of the experiments, cf. above, was 1 Hz. In Fig. 7 a sample time series of
the pressure drop and the flow is shown for the type (iii) experiment, i.e. both
laminar, transient and turbulent flow occurs.

7 RESULTS

The sub-models for laminar and turbulent flow were estimated using type (i)
and (ii) experimental data. Eq. (4) and Eq. (6) were applied forλl andλt,
respectively, and the first order non-linear model Eq. (3) was found adequate
in both regions. Finally, the total model was written on the form Eq. (1) and
type (iii) experimental data was used for parameter estimation. Since most of
the model parameters, such as the pipe diameter, the length and the minor loss
constant were either known or estimates directly in the sub-models, only the
(most interesting) parametersa, b, the initial stateq0 and the noise terms had
to be estimated. To ensure that the parameter estimates converges towards the
global supremum for the likelihood function, several estimations using differ-
ent initial values of the parameters were performed. In Fig. 8 the estimated
autocorrelation function for the model residuals are shown. It is concluded
that the residuals can be considered as being Gaussian white noise and thus

Lagk
20101

0.04

-0.04

0

Fig. 8: The estimated autocorrelation function for the residuals.
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Measured flow vs. Simulated Flow[kg/h]

time [sec.]
5000
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40

0

Fig. 9: Cross validation. The model is used to simulate the system using a
stochastic independent time series. Simulated (solid line) and measured (dotted
line).

105

Value ofb
7570656055504540

-2.10

-2.15

-2.20

Fig. 10: The profile likelihood for the parameterb. The optimal value is found
for b = 48 [kg/h].

that the model describes the dynamics of the system. Hence, statistically it
is concluded that a reasonable model is found. The reasonable performance
of the model is supported by the cross validation study, shown in Fig. 9. The
optimum value of the parameterb, which is the value wherew(x) = 0.5, is
found to beb = 48 [kg/h]. The profile likelihood is shown in Fig. 10. The
estimated value ofb is smaller than first expected compared with the phase
diagram in Fig. 6, which was obtained for steady state experiments. It can be
argued, as in Bottin and Chaté (1998), that all turbulence has to vanish before
the flow is purely laminar. Thus, during the dynamical experiment the flow has
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Fig. 11: The estimated weight functionw(x) as a function of the flowq.

to decrease below40 [kg/h] before the flow can be regarded as being purely
laminar. The estimated weight function is shown in Fig. 11. It is seen that the
transient flow is modeled to be in the region[40 ; 60] [kg/h].

8 CONCLUSION

A smooth threshold model of the flow in a pipe has been presented. The model
structure was formed using physical knowledge. A statistical framework was
applied to estimate the model parameters including the shape and the location
of the threshold using experimental data. Prediction error analysis and physi-
cal interpretation of the system were used to determine that the model structure
was reasonable. The estimated center of the threshold was at48 [kg/h]. The
transient flow was modeled to be in the region[40 ; 60] [kg/h]. The estimated
smooth threshold seems very reasonable compared to the physical interpreta-
tion of the system. However, the advantage of using a smooth threshold model
would be more clear if the sub-models were even more different. Further-
more, the model has to be modified if the temperature of the water changes,
i.e. the location and scaling parameter then should also depend upon tempera-
ture. Since the threshold may be sharpened it follows that also more/less sharp
thresholds could be applied. Only one threshold was considered in this work
but more than one threshold could easily be applied, provided that the model
is identifiable.
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ABSTRACT

A model of the heat dynamics of a panel radiator is presented. The model is
obtained from physical reasoning and experimental data. The model is lumped
into two compartments and the size of these compartments depends on the
actual flow. By introduction of variable compartment sizes, it is shown that it
is possible to keep the model order low and obtain a very accurate model when
compared to empirical data. The model is formulated in continuous time, using
stochastic differential equations which make it directly physical interpretable.
Statistical methods are used for parameter estimation and model validation.
The simulation performance of the model is illustrated.

Keywords:Radiators, heat dynamics, lumped parameter modelling, grey box
modelling method.

1 INTRODUCTION

There is a need for development of dynamic models of water based central
heating systems in order to analyze and interpret the physical interaction be-
tween system components, such as radiators, valves, heat exchangers etc. Such
models can be useful e.g. in the design of control systems containing feedback
loops. A radiator is a typical component in a water based central heating sys-
tem. It is a distributed system for which the dynamics in principle may be
described by physical laws concerning mass, energy and momentum. In this
paper a model describing the heat dynamics of a radiator is proposed combin-
ing physical knowledge and statistical methods.

Different modeling techniques have been applied to model the dynamics of
components in water based central heating systems, see e.g. Jonsson (1990);
Sejling (1993); Hansen (1997); Bourdouxhe et al. (1998). The dynamics of
the components and the interactions between these can be described by con-
sidering the thermal and hydraulic characteristics of the system. However, the
amount of literature on dynamic modelling of radiators is sparse.
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Various steady state models of radiators can be found in the literature, see
e.g. Benonysson (1991). Such steady state models are in Madsen and Holst
(1995) and in Andersen et al. (2000) found adequate in deriving a total model
of the heat dynamics in a building. A possible approach towards obtaining
a dynamic model is to lump the radiator into compartments, and formulate a
dynamic model based upon laws of heat transfer. The energy balance of each
compartment is then expressed in terms of ordinary differential equations. This
approach is used in Paulsen and Grundtoft (1985), where the radiator is divided
intoN equally sized compartments. The energy balance of each compartment
is calculated using ’handbook’ parameters. Based on experiments and simula-
tions it is found, that the best performance is obtained when selectingN in the
range 10-20 compartments. A drawback using this approach is that the model
order becomes rather high. The large number of compartments is found nec-
essary to avoid numeric diffusion, i.e., the temperature ’moves’ faster than the
flow, which is a non-physical property. In Hansen (1997), a stochastic mod-
elling approach, the grey box modelling method, is applied to model the heat
dynamics of a radiator. The grey box modeling method is characterized by
using both physical knowledge and information from data in determining an
adequate model structure. The proposed model is lumped into a number of
equally sized compartments. The model structure is identified using physical
laws as well as measurements from an experimental setup. Statistical methods
are used to determine the model parameterization and the optimal number of
compartments is found to be two for the particular experimental setup. How-
ever, applying statistical test indicates that the model parameterization is in-
adequate. It is concluded in Hansen (1997) that the model structure has to be
improved.

In this paper a new model parameterization is proposed using the grey box
modeling approach. The grey box modelling approach has earlier been applied
for various other components in water based central heating systems, see e.g.
Jonsson et al. (1992); Jonsson and Palsson (1992, 1994); Hansen (1997); An-
dersen et al. (2000). For detailed discussion on the grey box modeling method,
see Tulleken (1992, 1993); Melgaard (1994); Ljung and Glad (1994). The
model presented in this paper is also a lumped parameter model, but the basic
idea is that the compartmental sizes may vary, depending on the flow. This
corresponds better to the distribution of the temperature of the water and ra-
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diator material, which can be observed using thermo-vision (Adunka (1992)).
The heat dynamics of the compartments are modelled by considering the en-
ergy balances. The heat transfer to the air surrounding the radiator surface is
modelled using a similar dependency. Finally, the variation of the section sizes
is modelled. The suggested model describes the heat dynamics when excited
by different input signals, such as changes in the flow controlled by a thermo-
static valve and variations in the ambient air temperature. Statistical methods
are used to determine estimate the significant model parameters and to validate
the model structure.

2 THE MODELLING APPROACH

In this section the applied modelling approach is briefly described. The grey
box modelling method is selected since it is a suitable approach in combining
physical knowledge and experimental data in the modelling process, see e.g.
Tulleken (1992, 1993); Melgaard (1994); Ljung and Glad (1994). Physical
knowledge is used in forming the model structure, but the modelling is kept
in a stochastic framework and statistical methods are applied in determining
the parameters of the model. The model is formulated in continuous time and
expressed in terms of stochastic differential equations. Both the states and
the parameters of the model are estimated using a Maximum Likelihood (ML)
method. Finally, the model is validated using both statistical methods and
physical knowledge. This modelling approach may be preferable compared to
a deterministic modelling approach because the physical system to be modelled
is only known partly and model approximations are inevitable. The grey box
modelling method complies with these difficulties, using statistical methods to
determine whether or not the model parameterization is adequate, and if not,
how to improve the model.

To model the impact from the assumingly most important variables on the heat
dynamics of the radiator, well known thermo dynamic relationships are used,
and formulated in terms of a system of ordinary differential equations:
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dX
dt

= f (X,U, θ, t) , (1)

whereX is a vector of system states and the vectorU contains the known in-
puts. Finally,θ is a vector of parameters. The lumped model, Eq. (1), provides
a deterministic description of the evolution in time of the states of the system.
It is obvious that any description of the form (1) only yields an approximation
of the evolution of the true system. In order to use Eq. (1) as the foundation
for a description of the true variation of the states a stochastic term is included
in Eq. (1) leading to the following system of stochastic differential equations:

dX
dt

= f (X,U, θ, t) + G(θ, t)dW, (2)

whereW is a Wiener process withE[dW]2 = dt and G(θ, t) is a func-
tion describing how the disturbance is entering the system. For a discussion
on stochastic differential equations, see e.g. Kloeden et al. (1997); Øksendal
(1985); Risken (1996). There are several reasons for introducing a noise term
in Eq. (1), referring to Melgaard (1994):

• Modeling approximations. The system described by Eq. (1) might be an
approximation to the true system.

• Unrecognized and unmodelled inputs may affect the evolution of the
states.

• Measurements of the input are noise-corrupted.

Having measured some function of the state variables, a state space represen-
tation can be formulated:

dX
dt

= f (X,U, θ, t) + G(θ, t)dW, (3)

Y = h (X,U, θ, t) + et, (4)



105

whereY is a vector of the actually observed variables. Eq. (3) is a continuous-
time system equation while Eq. (4) is a discrete time observation equation. The
function h describes the relationship between the state variablesX and the
measurementsY andet is a vector describing the measurement noise which is
assumed to be Gaussian distributed. The parameter vectorθ contains the equiv-
alent thermal components i.e. capacitances, resistances etc., and is estimated
by a ML method. Descriptions of the ML method can be found in Melgaard
(1994); Nielsen et al. (2000). Later on in the paper, examples of a states space
description, eqs. (3-4), will be given.

Finally, the presented model is validated using physical interpretation and sta-
tistical methods, such as residual analysis, simulation studies and cross valida-
tion.

3 THE RADIATOR

The considered panel radiator has a nominal power of 395 W and has the di-
mensions shown in Fig. 1. The volume of the radiator is approximately 5 l. A
thermostatic valve is placed in the inlet of the radiator. The radiator is used in
an experimental setup in a low energy test building at the Technical University
of Denmark. The experimental setup consists of the test building with a wa-
ter based central heating system where the radiator is acting as a component.
The experimental setup is discussed in Hansen (1997). The variables measured
during experiments are listed in Tab. 1. Data from these experiments are used
to estimate and validate the model in the following.

Table 1: Measured variables during the experiment.
Symbol Unit

Tf The inlet water temperature ◦C
Tr The outlet water temperature◦C
q The flow l/h
Ta The ambient air temperature ◦C
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Fig. 1: The radiator.

4 FORMULATION OF A MODEL

By using thermo-vision it is possible to observe the temperature distribution
on the surface of the radiator, see Adunka (1992). Two observations regarding
radiators are:

(i) The flow forces the water through the radiator. Simultaneously, there is a
natural drift of the water, since cold water is more heavy than hot water
and this causes the water to split into some sort of boundary layers as
sketched in Fig. 2.

(ii) The temperature distribution on the radiator surface, and thus the heat
transfer to the surroundings, depends upon the flow. The water will cool
down while passing through the radiator, i.e. the main heat transfer to
the surroundings takes place at the top of the radiator.

The following paragraph describes the model formulation and the resulting
differential equations, based on the observations (i) and (ii). A radiator is a
distributed system, a fact which prescribes that the heat transfer has to be de-
scribed by partial differential equations. However, the distributed character, cf.
(i), of the heat transfer can be approximated by introducing compartments in
the system (lumping). Furthermore the problem is simplified by restricting the
system, i.e. only the heat capacities of the radiator and the surrounding air are
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Tf

T1

T2

Tr

q

Fig. 2: A sketch of the assumed drift of water in the radiator.

modelled. An interpretation of the modelling approach is sketched in Fig. 3.
The radiator is lumped into 2 compartments where the temperature is assumed
constant. The energy balance of each element is considered and this includes
a description of the surrounding air. Finally, the size of each compartment
depends on the flow.

Referring to Fig. 3 it is assumed that the water in each compartment is perfectly
mixed and that the fluid properties are constant. The assumption that the radia-
tor can be lumped into perfectly mixed compartments can be be validated using
steady state measurements Paulsen and Grundtoft (1985). The assumption that
the fluid properties are constant is reasonable since the variations in the inlet

A

T`

T2

T1 (1 −A)

Fig. 3: The lumped model. The radiator is divided into two compartments.
The size of the compartments depend on the flow.
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temperature of such a radiator is typically in the interval 40-60◦C. Thus the
density and the specific heat of the water are estimated to vary relatively less
than 1 and 0.1 %, respectively. Finally, it is assumed that the water and the ra-
diator material are incompressible. The temperatures of the two compartments
are denotedT1 andT2, respectively. The temperature of the surrounding air is
denotedT`. The functional area of the upper compartment is denotedA and
the lower compartment(1 − A), whereA ∈]0 1[. Furthermore it is assumed,
that the temperature of the metal in each compartment equals the temperature
of the water, i.e.T1 andT2, respectively. The energy balance is written in terms
of ordinary differential equations. In general as:

dQstored

dt
=
∑

Φin −
∑

Φout, (5)

whereΦin/out denotes the input/output power, anddQ/dt denotes the time
derivative of the energyQ(t).

The heat capacity of each section is denotedC1 andC2, respectively. By in-
troducing the heat capacity of the entire radiator,Cr, implies that:

C1 = CrA and C2 = Cr(1 −A). (6)

The heat balance Eq. (5) of the upper compartment becomes:

CrA
dT1

dt
= kq(Tf − T1) − kq(T1 − T2) −HrA(T1 − T`)n, (7)

wherek is the product of the specific heat capacity, the density of the water
and the radiator material.Hr is the heat transfer coefficient from the radiator
to the surrounding air with temperatureT` andn denotes the radiator exponent.
Similar, the heat balance of the lower section becomes:

Cr(1 −A)
dT2

dt
= kq(T1 − T2) −Hr(1 −A)(T2 − T`)n, (8)

where the temperatureT2 is taken to be equal to the return temperature. Con-
sidering the heat transfer from the radiator to the room air, an approximation
to the energy balance of the surrounding air becomes:
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C`
dT`

dt
= HrA(T1 − T`)n +Hr(1 −A)(T2 − T`)n −B`(T` − Ta), (9)

whereB` is the heat transmission coefficient to the ambient air with tempera-
tureTa. Finally the variation in time of the section areas need to be modelled.
The upper section areaA, and thus the lower section area(1 − A), will be
modelled as:

dA

dt
= aq − bA, (10)

wherea andb are parameters to be estimated, andq is the flow. Equation (10)
states that when the flow increases the area of the upper compartment increase
as well. The latter term on the right hand side of (10) leads to an exponen-
tial decrease of the upper area if the flow at some time instant becomes small.
This corresponds to the physical interpretation of the drift of the hot water in
the radiator. Furthermore it should be noted, that since the flow is restricted,
constraints are put on the parametersa andb so that the areaA is restricted to
be in the intervalA ∈]0 1[. Equation 10 is a very simple expression for how
the compartment sizes may vary. If the statistical analysis indicates that this
description is not sufficient, Eq. 10 can be extended to include the fluid prop-
erties and the structure of the radiator as well as the flow. The appropriateness
of Eq. 10 will be examined in the subsequent section.

In summary, the heat dynamics of the radiator is modelled by the four cou-
pled non-linear ordinary differential equations, Eq. (7-10). The temperature in
each compartment, the surrounding air temperature and the compartment sizes
are taken as state variables. The flow, the inlet temperature and the ambient
air temperature are input variables. By introducing additive noise, and regard-
ing the states and parameters as stochastic variables, the set of equations, Eq.
(7-10), forms the system equation, Eq. (3). Having measured the outlet tem-
perature,Tr, the observation equation, Eq. (4) becomes:

Tr = T2 + e1. (11)
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The total model is given in the appendix, eqs. (12-16).

The system equationdXt = f(X(t),U(t), θ, t)dt + G(θ, t)dWt:

dT1

dt
=

kq

CrA
(Tf − 2T1 + T2) − Hr

Cr
(T1 − T`)n + dω1 (12)

dT2

dt
=

kq

Cr(1 −A)
(T1 − T2) − Hr

Cr
(T2 − T`)n + dω2 (13)

dT`

dt
=
Hr

C`
A(T1 − T`)n +

Hr

C`
(1 −A)(T2 − T`)n − B`

C`
(T` − Ta) + dω3

(14)

dA

dt
= aq − bA+ dω4. (15)

The observation equationYk = h(X(t),U(t), θ, t) + e(t):

Tr = T2 + et. (16)

5 RESULTS

In this section the results from the modelling procedure are given. The re-
sults are based on 1000 observations with sampling time of 1 min. from the
experiment described in section 3. The state variables and the parameters have
been estimated using the ML method. The model is validated using statistical
methods to support the physical interpretation of the model states. Finally, the
simulation performance of the system is illustrated and the model is validated
on a stochastic independent time series.

In Tab. 2 the estimated model parameters and their standard deviation are pre-
sented. The parameter estimates, which are directly physically interpretable,
seems reasonable validated to handbook parameters. Since the model parame-
ters are directly physical interpretable they can be used in simulation studies,
e.g. as design parameters for control strategies. Furthermore, the model states
may also be given a physical interpretation. The water and the air temperatures
are shown in Fig. 4. The estimated values of the states agree with the physical
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Table 2: Estimates of model parameters.
Symbol Estimate Std. deviation Unit

Cr 3.01 0.05 kJ/K

Hr 49.06 4.36 kJ/(Kh)
C` 0.90 0.08 kJ/K

B` 9.73 0.42 kJ/(Kh)
a 6.410−2 6.4410−3 m2/(l/h)
b 1.410−2 6.2410−3 1/h

interpretation, namely that the water is cooling down and the surrounding air
is heated. Thus, the model may be used to simulate the unobserved states of
the radiator.

The estimated compartment sizes and the measured flow are shown in Fig. 5.
The variations in the flow are inducted by a thermostatic valve (slow variation)
as well as a pump switching between two operating points. It is seen that the
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Fig. 4: Top: Water temperatures. Bottom: Air temperatures.
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compartment sizes as expected depend on the variations in the flow.
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Fig. 5: Top: Estimated sizes of the compartments. Bottom: Measured flow.

It is found that the model is able to predict the return temperature with a high
accuracy, i.e. the prediction errors, or the model residuals, are very small. The
predicted return temperature are not shown, since it is not possible to distin-
guish the predicted temperature from the true observations in a plot. In Fig. 6
the cumulated periodogram of the residuals is shown. It is concluded, that the
model residuals can be accepted as being white noise, i.e. the model describes
all the observed dynamics of the system. The simulation performance of the
model is presented in Fig. 7. It is seen that the model is able to simulate the
system very accurately and the simulation performance is therefore considered
satisfactory. Finally, a cross validation on an independent time series has been
performed and is presented in Fig. 8. It is seen that the model agrees nicely
with the measured time series. From this statistical analysis it is concluded
that it is not necessary to extend the model further in order to model the heat
dynamics of the radiator.
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Fig. 7: Simulation of the return temperatureTr.

6 CONCLUSION

A lumped parameter model for the heat dynamics of a radiator has been pro-
posed. Both physical knowledge and experimental data have been used in
formulating the model structure. It was argued, that the compartment sizes in a
lumped parameter model should be a function of the actual flow. The variation
in the size of the compartments could be interpreted as how the flow influ-
ences the temperature distribution and the drift of the water in the radiator, a
fact which can be observed using thermo-vision. Introducing the compartment
size as a state variable, it was possible to model the variation of the compart-
ment sizes. This further implied, that since the lumping of the radiator was
dependent upon the flow, it was possible to reduce the model order signifi-
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cantly compared to lumped parameter models with fixed compartment sizes.
The varying sizes of the compartments were modelled in terms of a simple
first order differential equation, thus the heat dynamics of two compartments
of the radiator and the surrounding air was considered. The proposed model
was non-linear and formulated in continuous time with directly physical inter-
pretable parameters. Statistical methods are used in estimating and validating
the model. It was shown, that the state variables correspond nicely with exper-
imental data from the system. Furthermore, the prediction performance of the
model was satisfactory and the residuals could be accepted as being Gaussian
white noise. Simulation and cross validation studies also showed a nice agree-
ment with experimental data. Although the model is simple there was found
no statistical evidence that the model structure should be extended. It must be
emphasized that the model is developed for one particular radiator type under
typical operating conditions. It still has to be examined if the model is valid
for other types of radiators and under extreme operating conditions as well.
An interesting aspect would be to validate the variations of the compartment
sizes using a time series of thermo-vision snapshots. However, it is believed
that introducing a state variable as a time varying variable could reduce model
order in other lumped parameter models of physical systems.
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NOMENCLATURE

Symbol Unit

A Area of upper compartment %m2

B` Conductivity coeff. kJ/(Kh)
C` Heat capacity of ambient air kJ/K

Cr Heat capacity of radiator kJ/K

Hr Conductivity coeff. kJ/(Kh)
Ta Ambient air temperature ◦C
Tf Supply water temperature ◦C
T1 Temperature of upper compartment◦C
T2 Temperature of lower compartment◦C
T` Ambient air temperatur ◦C
Tr Return temperature ◦C
a Radiator parameter m2/(l/h)
b Radiator parameter l/h

dw(·) System error ◦C
e(·) Measurement error ◦C
k Constant
n Radiator exponent −
q Flow l/h



116



Paper E

MODELLING OF A
THERMOSTATIC VALVE

WITH HYSTERESIS
EFFECTS

E

117





119

ABSTRACT

This paper presents a model of a thermostatic valve based on first principles
and where the hysteresis effect is modeled using an adaptive model for friction
compensation. The grey box modeling approach is applied, i.e. both physical
interpretation and statistical methods are used to build and validate the sug-
gested model. The model performance is illustrated using empirical data and
issues concerning the modeling of hysteresis in valves are discussed.

Keywords: Thermostatic Valve, Hysteresis effects, Friction, Grey box model-
ing, Statistical methods.

1 INTRODUCTION

The use of mathematical models as a means for simulation of heating systems
has improved both the understanding and the capability of controlling such
systems. The importance of developing and applying adequate mathematical
models has increased since the focal point in product development has changed
from focusing on the component (sub optimization) to focusing on the interac-
tions of the components (system optimization). Today, a large part of product
development can be done by computer simulation as a replacement for the tra-
ditional in situ testing, which for complex systems is both expensive and time
consuming.

The introduction of thermostatic valves in residential buildings during the last
decades has significantly reduced the energy consumption and improved the
thermal comfort. Today the thermostatic valve is a standard component in most
water based heating systems. In this study a model for a thermostatic valve is
presented. A major difficulty in the modeling thermostatic valves is the highly
non-linear effect from hysteresis. We propose to use a dynamic model based
on physical interpretation and first principles (force balances) in combination
with an adaptive friction model to deal with this problem. The resulting model
is characterized as a grey box model due to the combination of using first prin-
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ciples and empirical methods. The unknown terms of the model are estimated
using statistical methods and experimental data, whereas the model is validated
using both physical interpretation and statistical methods.

2 THE MODELLING OF THERMOSTATIC VALVES

The thermostatic valve considered in this study is typically used for tempera-
ture control of small hot water cylinders (e.g. storage tanks) or heat exchang-
ers in radiator heating systems. It is a self-acting thermostatic valve, where a
gas ampoule in the thermostat will increase/decrease the pressure on the valve
cone as the surrounding temperature increases/decreases and force the valve to
close/open.

Since the thermostatic valve is common in heating system installations it is
important to develop adequate models, e.g. for design of control strategies and
product development. There exist extensive literature on mathematical models
of both thermostats and valves separately as well as models of thermostatic
valves, see e.g. Hansen (1997); Bourdouxhe et al. (1998); Zou et al. (1999);
Kayihan (2000). The purpose of these models is primarily to optimize the
control of heating and cooling systems. The mathematical modeling, however,
is not straight-forward due to strong non-linear factors such as hysteresis. The
purpose of this study is to develop a model that is directly physical interpretable
and able to handle the non-linearities.

To obtain an adequate physical model we propose to use the grey box modeling
approach in modeling the thermostatic valve. The grey box modeling approach
is characterized by using both prior knowledge, such as physical laws, as well
as information from empirical data in the identification procedure. The advan-
tage of this approach is that the model may be given a physical interpretation
as well as non-linear effects may be more effectively described compared to
a black box model. On the other hand, the use of empirical data provides for
more adequate models compared to a pure deterministic or white-box model.
The grey box method will not be discussed in detail in this paper. For a dis-
cussion on grey box modeling approaches, see Tulleken (1992); Ljung and
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Glad (1994); Melgaard (1994). For grey box applications of components in
heating systems, see e.g. Jonsson and Palsson (1994); Weyer et al. (2000) for
heat exchanger modeling, Madsen and Holst (1995) for modeling building heat
dynamics, and Gordon et al. (2000) for modeling of air conditioners.

3 THE MODEL FORMULATION

In this section a model of the valve will be proposed. The model is based
on physical interpretation and first principles. A simplified sketch of the ther-
mostatic valve is shown in Fig. 1, emphasizing the mechanical parts. Arrows
indicate the direction of the forces, which influences on the mechanical parts.
Note that only forces that are considered significant are sketched. These are in
particular the force from the thermostat (via the spring), friction in the valve
and the forces due to the differential pressure as well as the velocity of the
liquid through the valve opening.

3.1 Formulation of the force balance

In the following each of the considered forces that is assumed to affect the
valve will be formulated in mathematical terms. Based on this a force balance
will be proposed. It should be emphasized that the sign of the various forces
are indicated by the arrows in Fig. 1, assuming that the forces are positive
when considered from the right. The force balance is given as the sum of the
considered forces:

−Ff + Fp + Fs − Fg + Fv + Fi − Fb ± Fh = 0, (1)

where the terms are explained in Fig. 1. In the following each term will be
considered more closely. The flow forces,Ff can be interpreted as a spring
forceKf∆pk that are trying to close the valve:
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p0 Atmospheric pressure

p1 Pressure at inlet

p2 Pressure at outlet

SP Fix point

x Valve opening

Ff Flow forces

Fp Differential pressure at valve cone

Fs Differential pressure at stem/spindle

Fh Friction

Fv Valve spring

Fi Setting spring

Fg Differential pressure at bellows

Fb Bellows spring

Fig. 1: Sketch of the thermostatic valve. The shaded area surroundingpq indi-
cates the gas chamber, while the arrows atp1 andp2 indicates the upstream and
downstream pressure. The nomenclature for the various parameters are given
in the table below the sketch.

Ff = Kf · x · ∆pk, (2)

where∆pk is the differential pressure at the cone,Kf is a constant andx is the
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valve opening. The forces due to the differential pressure are defined from the
area on which they are affecting:

Fp = Ak(p1 − p2) = Ak · ∆pk. (3)

Fs = As(p1 − p0) = As · ∆ps. (4)

Fg = Ab(pg − p0) = Ab · ∆pb(Tg). (5)

Ak, As andAb are the area of the cone, the spindle and the bellows, respec-
tively. The differential pressure is dependent of the temperature of the gas
inside the thermostat,Tg, which determines the pressure of the gaspb. The
spring forces, i.e. the forces from the valve spring, the setting spring and the
bellows spring, are defined from Hooks law, which is a linear function of the
valve position:

Fv = Fv0 − Cv · x. (6)

Fi = Fi0 − Ci · x. (7)

Fb = Fb0 + Cb · x. (8)

Fv0,i0,b0 andCv,i,b are constants. The force due to friction,±Fh, is working
against the velocity of the valve and hereby a cause to hysteresis. Since it
is not straight-forward to define this friction force, an adaptive model will be
introduced in Section 3.2 to model for the friction force. If the valve opening
is set equal tox = 0 in (10), four fix-point values(SP ) are given as:

Ak ·∆pk,SP +As ·∆ps,SP +Fv0 +Fi,SP −Ab ·∆pb(Tg,SP )−Fb0 = 0. (9)

In this expression the force from fiction is neglected. The fix-point values are
constant and depend only on the actual calibration (set-points) of the thermo-
static valve. Now, the force balance can be written as Eq. (10):



124

−Kf · x · ∆pk +Ak · ∆pk +As · ∆ps −Ab · ∆pb(Tg)

+
(
Fv0 −Cv · x

)
+
(
Fi0 − Ci · x

)− (Fb0 + Cb · x
)± Fh = 0.

(10)

By isolating the valve positionx we obtain:

x =
Ak

(
∆pk−∆pk,SP

)
+As

(
∆ps−∆ps,SP

)
−Ab

(
∆pb(Tg)−∆pb(Tg,SP )

)
±Fh

Cv+Ci+Cb+Kf∆pk
. (11)

In the following the modeling of the hysteresis force±Fh will be discussed.

3.2 Models of hysteresis

This section discusses the modeling of the hysteresis force,±Fh. Hysteresis
is a phenomenon that appears in many mechanical and electrical systems, in-
cluding thermostatic valves. The hysteresis force is characterized by the fact
that the valve position is a function of local phenomena such as the gradient of
the velocity of the stem. The hysteresis effect is a significant factor in the mod-
eling of thermostatic valves and it is considered important to account for this
in the model which objective is for prediction and control purposes. In section
4 the effects of hysteresis on the thermostatic valve will be visualized using
empirical data. In the following some modeling approaches for hysteresis will
be discussed. Emphasis will be put on a model proposed in Dahl (1968) that
will be included in the total model of the thermostatic valve.

The play model

A very simple model of hysteresis is the‘play model’, see e.g. (Visintin (1994);
Cahlon et al. (1997)). It is defined as two functions that separates the hystere-
sis region, which typically looks like the phase diagram shown in Fig. 2. If the
temperature of the valve is decreasing the valve position will be described by
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the slope of the left side of the region. If the temperature is increasing the posi-
tion is determined by the slope on the right side of the region. If the gradient of
the temperature is changing the model will switch to the appropriate slope. In
such a situation the valve position will not change and the movement between
the two slopes will be horizontal.

Temperature

V
al

ve
 O

pe
ni

ng

Fig. 2: Sketch of the‘play model’.

It is obvious that the play model is a rough approximation and a pure black box
model of the hysteresis, i.e. no physical interpretation is accounted for.

Dahl’s model

A more detailed model is the Dahl model. It is a commonly used model for
describing forces arising from frictionFh and described in Dahl (1968). The
model states the relationship between the stretch and strain of a given material.
The Dahl model was originally developed for simulation of control systems
with friction. The model may however be used for other applications, e.g.
in adaptive friction compensation, see Olsson et al. (1997). This is also the
purpose of the Dahl model in this study. Let the friction force be defined asF ,
the Coulomb’s friction force asFc and the displacement asx. Dahl’s model
has then the form:

dF

dx
= σ

(
1 − F

Fc
sgn(v)

)α
, (12)
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Fig. 3: Sketch of the friction forceF as a function of the dissaplacementx.

whereσ denotes the elasticity, andα is the slope of the movement. A sketch
of the model is shown in Fig. 3. It is seen that the friction force is solely
defined from the length of the displacement and its direction,sgn(v). Hereby
the possibility of static friction nor the Stribeck effect is not considered in the
model (Olsson et al. (1997)). In Fig. 3 it is shown that as the displacement
increase the friction force will equal the Coulomb’s friction forceFc, and thus
the maximal friction force for both negative and positive displacement, i.e.
|F | ≤ Fc. By changing the direction of the movement the curve is flipped over
and the maximal friction force is then−Fc. The slope forF = 0 is indicated
asσ0.

The Dahl model can be reformulated for the time domain, see Olsson et al.
(1997):

dF

dt
=
dF

dx

dx

dt
=
dF

dx
v = σ

(
1 − F

Fc
sgn(v)

)α
v, (13)

which results in a first order non-linear differential equation.
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Using the Dahl model for the valve hysteresis

This section describes how the Dahl model will be used to model the friction
force,Fh, in the model of the valve Eq. (11). Since Dahl’s model directly gives
the friction force as a function of the displacement it seems obvious to use the
the valve position asx. This gives some difficulties, however, since the purpose
of the model is to predict the valve position, but then one would not know the
friction force before the valve position is known. There is a clear contradiction
in usingFh to determine the valve positionx and at the same time know the
value ofFh. To overcome this problem we have modified Dahl’s model to
the valve problem by letting the gas temperatureTg be the parameter which
determines the friction force. It is seen from empirical data in Section 4 that
it is mainly the gas temperature of the valve,Tg, that can be correlated to the
effects of hysteresis. By determining a friction force using Dahl’s model and
Tg it is possible to model the hysteresis of the valve. Hereby the adaptive
model of the friction force becomes:

dFh

dt
= vσ

(
1 − Fh

Fh,max
sgn(v)

)α
, (14)

whereFh,max is the maximum of the friction force andv = dTg

dt is the gradient
of the gas temperature. In Olsson et al. (1997) it is argued that the slopeα may
be set equal to 1 and this will be assumed in the following.

In summary the steady-state model for the valve position can be formulated as
a continuous time state space model, combining the dynamic friction model
Eq. (14) with the force balance for the valve position Eq. (11). By introducing
noise terms, the state space formulation becomes:

dFh

dt
= vσ

(
1 − Fh

Fh,max
sgn(v)

)
+ dwt. (15)

xk =
Ak

(
∆pk−∆pk,SP

)
+As

(
∆ps−∆ps,SP

)
−Ab

(
∆pb(Tg)−∆pb(Tg,SP )

)
+Fh

Cv+Ci+Cb+Kf∆pk
+ ek.

(16)
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Heredwt is assumed to be a standard Wiener process andek is assumed to
be a sequence of independent normally distributed variables. The introduction
of the noise terms indicates that the model is an approximation to the system
and that noise and unmodelled input may affect the system. Furthermore, the
assumption about the noise process makes it possible to estimate unknown pa-
rameters in the model using a Maximum Likelihood method Melgaard (1994).
The results of applying the model Eq. (15-16) and estimating the unknown
parameters will be presented in Section 5.

4 THE EXPERIMENT AND THE DATA

This section presents empirical data that will be used for the subsequent pa-
rameter estimation and model validation. An experimental setup has been es-
tablished in order to obtain a steady state characteristic of the valve position
and to investigate the influence from the assumingly significant factors. Basi-
cally, the valve is put down in a small tank filled with water, mimicking the
surrounding temperature, and the following variables are measured:

• The flow,q through the valve[kg/h].

• The temperature of the surroundings,Ttank (water tank)[oC].

• Temperature of the water,Tmed, through the valve[oC].

• The static pressure,ps [bar].

• The differential pressure,pdif [mbar].

The surrounding temperature (temperature of the water tank) may only be var-
ied slowly so that the temperature in the valve can be assumed to be in steady
state. Due to the slow variations it is assumed that the temperature of the gas
in the thermostatic valve equals the temperature of the surroundings, i.e. the
temperature of the water tank:
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Fig. 4: Experimental data from run 1.

Tg = Ttank. (17)

For the subsequent model identification only the temperatureTtank has been
purposely varied by introducing steps and the resulting flow has been mea-
sured. Note that the variablesps andpdif here are kept constant, whileTmed is
assumed not to influence on the valve position since this is totally dominated
by Ttank.

Two experimental runs have been applied to the experimental setup in order to
collect data. The experimental runs are characterized by the excitation (steps)
in the water temperature in order to determine the response on the valve posi-
tion. During such an experiment the valve will be both closed and almost fully
open. Plots of the collected data (time series) from two experimental runs are
shown in Fig. 4 and 5. In Fig. 6 a phase diagram of the valve opening and the
temperature of the valve is shown. The hysteresis effect is seen very clearly.
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Fig. 5: Experimental data from run 2.
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Fig. 6: Phase diagram of valve opening vs. valve temperature (run 2).
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The uncertainties of the measured data used for model identification are listed
in Tab. 1. The uncertainty in the flow and the various pressures are given
relatively and the uncertainty of the temperatures are in absolute units.

Table 1: Measurement uncertainties
Variable Symbol Uncertaintyσ Unit

flow q 0.015 · q kg/h

surrounding temperature Ttank 0.05 oC

differential pressure pdif 0.015 · pdif mbar

static pressure ps 0.015 · ps bar

5 RESULTS

The measured variables listed in Tab. 1 toghether with the model Eq. (15-16)
has been applied and the unknown parameters have been estimated. Note that
the pressure of the thermostat gas,∆pb(Tg), has been calculated using a higher
order polynomia for the relation between∆pb(Tg) andTg. Also, it should be
noted that the valve positionx is calculated by a formula (table values) for the
relation between the flow, differential pressure and the corresponding valve
position.

The parameters of the model that are known a priori, listed in Tab. 2. The
remaining parameters are unknown and have been estimated. First, the param-
eters listed in Tab. 3 are found using data from a preliminary experiment where
the temperature is constant, i.e. the hysteresis term±Fh is set to zero. These
parameters are determined using the least squares criterion. Finally, the esti-
mated parameters of the parameters for the hysteresis function are found using
the ML method, keeping the remaining parameters of Tab. 2 and 3 constant.
These estimated parameters of the hysteresis function are listed in Tab. 4.

As a first check the estimated model parameters are considered. Compared
to physical interpretation the estimates seem very reasonable indicating that
the model formulation is realistic from a physical point of view. From an
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Table 2: Known parameter values
Parameter Value Unit Description

Ab 1032 mm2 Area of Bellows
Cv 1.8 N/mm Valve spring
Ci 13.7 N/mm Setting spring
Cv 3.2 N/mm Bellows spring

Table 3: Estimated parameter values found by least squares
Parameter Value Unit Description

As 2.45 mm2 Area of spindle
Ak 52.0 mm2 Area of cone
Kf 99.7 mm Flow spring

empirical point of view, a comparison between the measured and modelled
output is shown in Fig. 7. It is seen that the model is able to predict the system
quite accurately.

The model residuals shows no systematic patterns, and this is supported by
the estimated autocorrelation function for the model residuals. The test in
the estimated autocorrelation function indicates a satisfactory model fit since
no information is left in the model residuals, see e.g. (Holst et al. (1992)).
As another comparision the estimated standard deviation of the residuals is
σ̂ε = 2.4 · 10−3mm which corresponds to a relative uncertainty of 1%. This
is less than the measurement uncertainty, listed in Tab. 1. As a comparison to
the play model the estimated variance on the prediction errors using the play
model is larger by a factor 3, and also larger than the measurement uncertainty.

Table 4: Estimated parameters found by ML
variable estimate std.dev.

σ 6.41 0.589
Fh,max 1.31 0.067
pb,set 0.0776 0.892 · 10−3
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Fig. 7: Estimated model performance. Top: Measured, predicted and simulated
model output. Middle: Model residuals. Bottom: Estimated autocorrelation
function for the residuals.

Thus, the proposed model is significantly better than the simple play model.
Furthermore the model may be interpreted physically. Finally, a cross valida-
tion study using the model estimated model on the independent experimental
data from run 1 is shown in Fig. 8. It is seen that the model is still able to
predict the system with high accuracy.

6 SUMMARY AND DISCUSSION

A grey box model of a thermostatic valve has been presented. The model is
based on physical interpretation and statistical methods has been used to es-
timate and validate the model. The combination of physical knowledge and
statistical methods implies that the model can be interpreted physically and
that non-linear effects, such as hysteresis, can be handled effectively. Hystere-
sis is a phenomena that makes the modeling of thermostatic valves difficult at
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Fig. 8: Cross validation of the model. Top: Measured, predicted and simulated
model output. Middle: Model residuals. Bottom: Estimated autocorrelation
function for the residuals

least if the approach is solely based on empirical data. To overcome this prob-
lem an adaptive model for friction was applied to overcome for the hysteresis
effect. Using statistical methods it was shown that the model is able to describe
empirical data with high accuracy. If the model should be applied for system
analysis it might be necessary to model the heat dynamics of the thermostat as
well. However, the model for the valve position would probably still be valid.
Since the Dahl model does not account for the static friction, a possibility is
to use Bliman-Sorine models, in order to compensate for the lacking term Ols-
son et al. (1997). The Bliman-Sorine models can be interpreted as two parallel
Dahl models, one fast and one slow. The fast has a larger (maximal friction
force - steady state friction) than the slow one. Another aspect is to apply the
model for dynamic simulations, e.g. in simulaiton of building dynamics. This
would imply that the dynamics of the thermostat has to be considered as well.
Preliminary results show that the model presented in this study is still useful
and adequate. The results of the dynamic model will be given in a subsequent
paper.
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ABSTRACT

This paper describes the continuous time modelling of the heat dynamics of a
building. The considered building is a residential like test house divided into
two test rooms with a water based central heating. Each test room is divided
into thermal zones in order to describe both short and long term variations.
Besides modelling the heat transfer between thermal zones, attention is put
on modelling the heat input from radiators and solar radiation. The applied
modelling procedure is based on collected building performance data and sta-
tistical methods. The statistical methods are used in parameter estimation and
model validation, while physical knowledge is used in forming the model struc-
ture. The suggested lumped parameter model is thus based on thermodynam-
ics and formulated as a system of stochastic differential equations. Due to the
continuous time formulation the parameters of the model are directly physical
interpretable. Finally, the prediction and simulation performance of the model
is illustrated.

Keywords: Stochastic differential equations, heat dynamics, parameter esti-
mation, ML method.

1 INTRODUCTION

The use of models for the heat dynamics in a building is a perceptive and prac-
ticable method to reduce the energy consumption and to improve the thermal
comfort. A model can serve as a useful tool in e.g. selecting insulation mate-
rials, analyzing control strategies or in the design of a suitable heating system.
Along with the varieties of applications, two different modelling procedures
may be used. The traditional approach is to use knowledge of the physi-
cal building characteristics and models of subprocesses and by those means
achieve a deterministic model. An alternative method is to use building perfor-
mance data and statistical methods.

Various deterministic approaches are described in the literature, see e.g. Mitchell
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and Beckman (1995), while the literature on statistical approaches is less. A
statistical approach,the grey box modelling method, is applied by Madsen and
Holst (1995) in order to derive a total model for the heat dynamics of a build-
ing with a single test room. The proposed model is formulated as a system
of stochastic differential equations and a Maximum Likelihood (ML) method
is used for estimation of the parameters in the continuous-time model, based
on discrete-time building performance data. As argued in Madsen and Holst
(1995) there are in particular two main differences between the grey box mod-
elling approach and the traditional deterministic approach. Firstly, while the
traditional approach uses knowledge about the physical characteristics only,
the grey box model structure can be identified using both knowledge about the
physical characteristics of the building and information from building perfor-
mance data. Secondly, while the traditional approach is kept in a deterministic
framework, the grey box approach is kept in a stochastic framework. Hereby
statistical methods can be applied in identifying a suitable parameterization.
This is often a very difficult task using the traditional approach.

In this paper the grey box modelling method is applied. The attention is fo-
cused on modelling the heat dynamics of the indoor air temperature in a res-
idential like building when excited by various heat inputs, such as solar radi-
ation and heat from radiators. The building considered is a low energy test
building from where building performance data from a planed experiment is
used. The modelling task is extended compared to the model presented in
Madsen and Holst (1995). It consists of modelling the heat dynamics in var-
ious rooms of the test building, each differently affected by solar radiation.
Furthermore, the power from the radiators is not known completely and has
to be modelled as well. As in Madsen and Holst (1995), the test house is not
inhabited. The grey box modelling method, introduced in Section 2, is used
since both information from the physics as well as information from the data
can be used in determining a reasonable parameterization. The test building is
described in Section 3 followed by a description of the building performance
data in Section 4. Using this information, a total model is presented in Section
5. The model is formulated in continuous time, in terms of stochastic differen-
tial equations. The continuous-time formulation ensures that the parameters of
the model are directly physical interpretable, while the stochastic frame work
permits a description of the accuracy of the model. Statistical methods are
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used to identify, estimate and validate the suggested model. The results are
presented in Section 6, and finally, a conclusion with discussion is given.

2 THE MODELLING APPROACH

In this section the applied modelling approach is introduced. The modelling
procedure may be described by a flowchart, sketched in Fig. 1. It consists of
three stages: identification, estimation and validation. The loop continues until
an adequate parameterization of the model is found. In the following each
stage will be further discussed.

2.1 Identifying the model structure

The first step in the modelling procedure is to select a model structure. Both in-
formation from physics and information from measurements are used to iden-
tify a suitable model parameterization. The most important variables can be
recognized, and insight of the most important dynamics can be achieved by
examination of measurements from the system. To model the impact from

IDENTIFICATION
of the model structure

No
Yes

ESTIMATION
of unknown parameters

Use the model for simulation studies and system analysis

Is the model OK?

MODEL
VALIDATION

Information from physics

Information from dataInformation from
the model validation

Fig. 1: The modelling procedure.
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the assumingly most important variables, well known thermodynamic rela-
tionships are used, and formulated in terms of a system of ordinary differential
equations:

dXt = f (Xt,Ut, θ, t) dt, (1)

whereXt ∈ R
nx is a vector of system states and the vectorUt ∈ R

nu contains
the known inputs. Finally,θ ∈ R

np is a vector of parameters. The lumped
model Eq. (1) provides a deterministic description of the evolution in time of
the states of the system. It is obvious that any description of the form Eq.
(1) gives only an approximation of the evolution of the true system. In order
to use Eq. (1) as the foundation for a description of the true variation of the
states a stochastic term is included in Eq. (1) leading to the following system
of stochastic differential equation:

dXt = f (Xt,Ut, θ, t) dt+ G(θ, t)dWt, (2)

whereWt is a standard Wiener process andG(θ, t) is a function describing
how the disturbance is entering the system. There are several reasons for in-
troducing a noise term in Eq. (1), referring to Madsen and Holst (1996):

• Modelling approximations. The system described by Eq. (1) might be
an approximation to the true system.

• Unrecognized and unmodelled inputs may affect the evolution of the
states.

• Measurements of the input are noise-corrupted.

For a discussion on the application of stochastic differential equations in physics,
see e.g. Øksendal (1985).
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2.2 Applied estimation method

Having measured some function of the state variables, a state space represen-
tation can be formulated:

dXt = f (Xt,Ut, θ, t) dt+ G(θ, t)dWt, (3)

Yt = h (Xt,Ut, θ, t) + et, (4)

whereYt is a vector of the actually observed variables at the test building. Eq.
(3) is a continuous-time system equation and Eq. (4) is the discrete time ob-
servation equation. The functionh describes the relationship between the state
variablesXt and the measurementsYt ∈ R

ny. et ∈ R
ny is a vector describing

the measurement noise which is assumed to be Gaussian distributed. The pa-
rameter vectorθ contains the equivalent thermal components i.e. capacitances,
resistances etc., and is estimated by a ML method. Descriptions of the ML
method can be found in (Madsen and Melgaard (1993); Nielsen et al. (2000)).
The software package (Madsen and Melgaard (1993)), using the ML method,
is used in estimating the parameter vectorθ. Later on in the paper examples of
a state space description will be illustrated.

2.3 Model validation

In the same manner as both building characteristics and information from data
are used in identifying the model structure, the same information is used in
validating the model. Since the model parameters are directly physical inter-
pretable the behavior of the model should agree with the characteristics of the
system, i.e. the estimated parameter vectorθ̂ should be close to the expected
value. Simultaneously, the model should be able to predict the system with a
reasonable accuracy. However, it is difficult to determine the goodness of fit us-
ing this criteria only. Therefor, various statistical tests are applied in validating
the model, such as residual analysis, test for model order and parameter sig-
nificance. In the modelling procedure information from the model validation
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is a useful tool in improving the model performance. If the model validation
indicates an inadequate model performance, information from the model vali-
dation can indicate how to improve the model structure, as shown in Fig. 1, et
cetera.

3 THE TEST BUILDING

This section yields a description of the test building and its heating system. The
purpose is to emphasize on the most important building characteristics and
the influence from the heating system. This information is used in selecting
a model structure for the heat dynamics in the test house. A more detailed
description of the test building, the experimental design and the experiment
can be found in Hansen (1997).

The test building is located at the Technical University of Denmark (DTU),
near Copenhagen, and was built around 1980. The termlow energy refers to
the nominal heat consumption, which is about 2.5 KW at−12 ◦C outside and
20 ◦C inside, i.e. a nominal heat loss of∼ 78 W/◦C, Hansen (1996). The test
building is a single-storeyed building with a non-ventilated crawl space and a
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Fig. 2: A sketch of the test building and its interior.
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roof space used as an office. The ground floor conforms a test area of 120 m2

and is divided into three rooms, as sketched in Fig. 2. The test rooms,As and
An, are used as test zones. The rooms are almost symmetrical and conforms
each an area of 30 m2. Test roomAs has 3.6 m2 window area facing south
while test roomAn has 1.9 m2 window area facing north. RoomB is 60 m2

and is used as a control zone. It contains some of the equipment for the exper-
iment. All the windows in the control room are sheiled from solar radiation.
The ceiling and the outer walls of the test building are light sandwich construc-
tions based on a masonite beam insulated with 300 mm mineral wool, while the
walls separating the rooms are insulated with 95 mm mineral wool. The floor
in each room are layer constructions which makes the building thermal heavy
and the use of insulation makes the building extremely tight. A water based
central heating system is used for the heat supply. It consists of a heating unit,
HU, placed in room B, and a radiator in each of the test rooms. The two radia-
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Outdoor temperatures[◦C]
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Fig. 3: Measured temperatures from an experiment at the test building. The
indexes are as follows: s denotes south, n north and b the control room.
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tors are identical with a nominal power of 395 W. The flow in each radiator is
controlled by a thermostatic valve. An additional heat input is placed in room
An, denoted EC. The EC-unit is remote controlled, i.e. a 0-5 V on/off signal
controls an electrical on/off heat input of 0 or 150 W governed by a PRBS
(Godfrey (1980)). The idea of the EC is to compensate for the sparse solar
radiation on the northern side of the test building, Hansen (1996). Finally, the
data acquisition system (PC) performs measurements of pressure, flow, tem-
perature, light sensors, and consists of converter equipment and a computer,
which is used to store the measured data obtained from experiments.

4 THE DATA

In this section the dynamics of the most important variables will be discussed.
The aim is to use this information in identifying the model structure. The
experiment was carried out in the period 22/11-19/12 1996, and discussed in
Hansen (1997). Measurements from this experiment are used in the modelling
procedure. The following variables were measured at a frequency of 0.1 Hz:

Ti [◦C] indoor air temperature
Tu [◦C] outdoor air temperature
I [W/m2] solar radiation
Ts [◦C] supply temperature to radiator
Tr [◦C] return temperature from radiator
q [l/h] flow in radiator

The air temperatures were measured at several points in each of the three
rooms, while the outdoor temperature and the solar radiation were measured
on the southern and northern side of the test building. Finally, the supply and
return temperatures as well as the flow were measured at the radiator in each
test room. Measurements of the air temperatures are plotted in Fig. 3. Consid-
ering these time series, the dynamics of the air temperatures in the three rooms
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Fig. 4: Measurements of solar radiation.

are excited quite differently. This is as planed due to the experimental design,
which has been performed to obtain the most informative data, see Hansen
(1997). In order to excite the system, the experiment is started while the tem-
perature in the building is low, i.e., the heating system has been shut down for
a while in advance. The temperatures move towards a stationary temperature
in the test rooms, due to the different heat inputs. The stationary temperature
is determined by the set points of thermostatic valves, controlling the flow in
the radiators. In the control room,B, the temperatureTb is increasing slowly.
The main heat input to the control room is probably the heat loss from the
heating unit and the conductive heat transfer from the test rooms. Since the
test building is extremely tight, this explains the slow increment of the tem-
perature. The solar radiation and the radiator flows, depicted in Fig. 4 and 5,
respectively, affect the dynamics of the test room temperatures very differently.
In the southern test room,As, the air temperatureTs is increasing rapidly when
the solar radiation is high. Due to the thermostatic valve, the flow of water in
the radiatorqs is reduced each time the solar radiation is high. Hence, the radi-
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Fig. 5: Measurements of radiator flow.

ator flow and the solar radiation are strongly correlated. On the northern side of
the test building the measured solar radiationIn is severely limited compared
to the radiation on the southern side of the test building. Only a part of the
diffuse solar radiation is measured on the northern side. The power from the
EC-unit (150 W) is the main heat input for the northern test roomAn, and only
a very little flow, qn, is required to maintain a stationary temperature. Thus,
the main heat inputs and hereby the excitation of the test rooms temperatures
are different. The main heat source in the northern test room is the EC-unit
while the main heat source in the southern test room is the solar radiation and
the power from the radiator.
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5 FORMULATION OF A MODEL

In this section the formulation of a linear model for the variations of the test
room air temperatures is proposed. The following items are considered impor-
tant:

• The model should be able to describe all the dynamics of interest in the
room air temperatures, including the impact from the solar radiation and
the radiator power.

• The model should be formulated in continuous time in order to have
parameters which are physical interpretable.

• The model order should be as low as possible.

Besides the information from the measurements in Fig. 3-5, additionally in-
formation from the measurements is obtained. In Fig. 6 the output from the
EC-unit and the temperatureTn in the northern test room,An, is shown. Con-
sidering the variations in the room air temperature, both a quick response after
the input is shifted and a more persistent response are recognized. This indi-
cates that at least two time constants are required for describing the short-term
and the long-term variations of the room air temperatures in each test room, i.e.
a second order model. In order to model both the short-term and the long-term
variations, the heat dynamics of the room air and of the thermal heavy con-
structions are considered. This approached is described in Madsen and Holst
(1995) and it is found useful if the short-term variations of the room air tem-
perature are important, as for instance when controllers containing a feedback
from the room air temperature are considered. While the information from the
data indicates that at least a second order model is required, the attention is
turned towards the test building. The goal is to obtain some equations describ-
ing the heat dynamics of the room air and the thermal heavy constructions,
which in this particular case is the floor. Hereby, each test room are regarded
as two different thermal zones, the air and the floor. The heat equations for
each zone are formed by considering the heat transfer, i.e. conduction, con-
vection and radiation, that is assumed to have greatest influence on the heat
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Fig. 6: The heat output from the EC-unit and the temperature in the northern
test room.

dynamics in the test building. As argued in Section 4, it is assumed that the
most important heat transfer that influences on the room air temperature are
heat input from solar radiation, the EC-unit, the radiators and conductive heat
transfer through the walls and floor in each room, as sketched in Fig. 7. Sim-
ilarly, the most important heat transfer that directly affects the temperature of
the floor are assumed to be heat input from solar radiation and conductive heat
transfer from the room air. Taking the model approximations into account,
i.e. neglecting further heat transfer, the heat dynamics can be expressed as a
system of ordinary differential equations, see e.g. Ljung and Glad (1994):

d(Heat stored)
dt

=
∑

Power in−
∑

Power out, (5)

⇒ Ci
dTi

dt
=
∑

Φin −
∑

Φout, (6)

whereC (J/K◦C) denotes heat capacity,T denotes temperature (◦C) andΦ (W)
the heat transfer that is appraised to influence on the heat dynamics. To derive
a parameterization forΦ, well known deterministic expressions for convective,
conductive and radiate heat transfer are applied. The conductive heat transfer
through the walls and floor are modelled by a simple first order differential
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Fig. 7: A sketch of the heat transfer in the test house. The arrows symbolize
the heat transfer that is assumed to be most important for the heat dynamics.

equation:

C
dT

dt
= Φw = Bw (Tj − Ti) , (7)

whereBw (W/◦C) is the thermal conductivity for a specific wall or floorw,
andTi (◦C) andTj are the temperatures at each side of the wall or floor. When
using Eq. (7) it is assumed, that the heat transfer is one-dimensional. The
assumed heat conduction is sketched in Fig. 8. The heat conduction between
the air and the floor is sketched in Fig. 9. Note that only the heat capacity of
the floor and the air are modelled. Since the walls of the test building are light,
it is assumed that the heat capacities of the walls can be neglected. Hence, the
heat capacities of the walls are included in the ’heat capacity of the air’, and
only the thermal resistance of the walls are modelled.

To model the transmitted power from solar radiation,Φs (W), the following
relationship is used:

Φs = IAe, (8)

whereAe (m2) denotes an effective window area andI (W/m2) is the measured
solar radiation. In Eq. (8) it is expected, thatAe for the considered building
will be about 60 % of the measured window size, since only a fraction of the
solar radiation will be transmitted to the inside of the test building. The re-
maining part will be reflected and/or absorbed by the window, Hansen et al.
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Fig. 9: The conductive heat transfer between the air and the floor.

(1990). Furthermore, it is assumed, that both the air temperature and the floor
temperature are affected by the solar radiator, i.e. a fractionp of the solar radi-
ationΦs is transmitted directly to the floor while the remaining part,(1 − p),
will directly heat the air. Hereby, the input from solar radiation is modelled as:

Φs,air = (1 − p)IAe Φs,floor = pIAe. (9)

Now, Eq. (5) can be used to describe the heat dynamics for the temperature of
the air and floor in a single test room, respectively:

Ci
dTi

dt
=
∑
walls

Bw (Tj − Ti) +Ba (Ta − Ti) + (1 − p)Φs + Φr + ΦEC .

(10)

Ca
dTa

dt
=Ba (Ti − Ta) + pΦs. (11)
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In Eq. (10) the power from the radiators is denotedΦr. The heat output from
the EC-unit is known quite well, and is not modelled. In the following different
models forΦr will be suggested. A simple model, see e.g. Albrechtsen (1992),
is given by:

Φr = cpρq(Tf − Tr), (12)

wherecp (W/K) is the specific heat capacity of the water in the radiator,ρ

(kg/m3) is the mass density of the water,q (m3/s) is the flow andTf andTr

(◦C) is the supply and return water temperature. Eq. (12) simply states, that the
power from the radiators is equal to the change in energy of the water, when it
runs through the radiator. Another simple model is given by:

dQ

dt
= cTd where Td =

Tf + Tr

2
− Ti, (13)

wherec is a constant. Eq. (13) is reported to be useful in situations where the
flow is not too varying, Benonysson (1991).
If it is important to model the dynamics of the radiator as well, the following
first order equation can be used:

Cr
dTrad

dt
= cpρq (Tf − Tr) −Br (Trad − T`)

n , (14)

whereTrad is the mean temperature of radiator surface andn is the radiator
exponent, Hansen (1997). When using Eq. (12) or (13) to model the radia-
tor power each test room is modelled by two differential equations, as in Eq.
(10-11). Using Eq. (14) implies three equations for each room. Thus, using
the radiator model Eq. (12) or (13) a model for the heat dynamics of the test
building can be formulated:
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Ci,s
dTi,s

dt
=Bu,s (Tu,s − Ti,s) +Bb (Tb − Ti,s) +Bn (Ti,n − Ti,s)

+Ba,s (Ta,s − Ti,s) + Φr,s +Ae,s (1 − ps) Is (15)

Ca,s
dTa,s

dt
=Ba,s (Ti,s − Ta,s) + psAe,sIs (16)

Ci,n
dTi,n

dt
=Bu,n (Tu,n − Ti,n) +Bb (Tb − Ti,n) +Bn (Ti,s − Ti,n) (17)

+Ba,n (Ta,n − Ti,n) + Φr,n + ΦEC +Ae,n (1 − pn) In (18)

Ca,n
dTa,n

dt
=Ba,n (Ti,n − Ta,n) + pnAe,nIn (19)

The parameters in Eq. (15-19) are specifized in the nomenclature. The system
of differential equations, Eq. (15-19), is obvious an approximation to the true
system. According to the discussion in Section 2, the system is formulated
in terms of stochastic differential equations, yielding the linear state space de-
scription:

dX = AXdt+ BUdt+ dW, (20)

Y = CX + DU + e. (21)

Eq. (15-19) written matrix form implies:
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A =




−(Bu,s+Bb+Bn+Ba,s)
Ci,s

Ba,s

Ci,s

Bn
Ci,s

0
Ba,s

Ca,s

−Ba,s

Ca,s
0 0

Bn
Ci,n

0 −(Bu,n+Bb+Bn+Ba,n)
Ci,n

Ba,n

Ci,n

0 0 Ba,n

Ca,n

−Ba,n

Ca,n




B =




Bu,s

Ci,s

Bb
Ci,s

1
Ci,s

Ae,s(1−ps)
Ci,s

0 0 0 0

0 0 0 psAe,s

Ca,s
0 0 0 0

0 Bb
Ci,n

0 0 Bu,n

Ci,n

1
Ci,n

1
Ci,n

(1−pn)Ae,n

Ci,n

0 0 0 0 0 0 0 pnAe,n

Ca,n




C =

[
1 0 0 0
0 0 1 0

]
D =

[
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0

]

X =



Ti,s

Ta,s

Ti,n

Ta,n


 U =




Tu,s

Tb

Φr,s

Is
Tu,n

Φr,n

ΦEC

In




Y =

[
Y1

Y2

]
dW =



dω1

dω2

dω3

dω4


 e =

[
e1
e2

]

6 RESULTS

In this section the model performance is presented. The model parameters are
estimated using the ML method and building performance data. The applied
data covers the period of 17 days from the test building, discussed in Section 4.
Before estimating the parameters, the data has been subsampled to a sampling
time of 10 minutes. This sampling time is chosen based on the apriori esti-
mate of the smallest time constant, which is 20 minutes, along with Shannon’s
theorem.

By using the modelling procedure discussed in Section 2 it is found that the
radiator power in the test rooms have to be modelled differently due to different
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excitation of the input variables. It is found that the diffuse solar radiation on
the northern side of the test building doesn’t influence the heat dynamics in the
northern test room significantly. Contrary, the solar radiation on the southern
side of the test building has a major impact on the heat dynamics in the southern
test room. It is found that only the air temperature is directly affected by solar
radiation, i.e. the estimate of the fractionp is zero. Due to the fact that the
radiators in the test rooms are controlled by thermostatic valves, the radiator
power and the solar radiation are strongly correlated. This implies that Eq. (13)
are suitable in modelling the radiator power in the northern test room while Eq.
(12) and (14) are found adequate in the southern test room. The estimates and
standard deviations of the remaining model parameters of the model are shown
in Tab. 1.

It should be noted that only the the thermal equivalent parameters of the model
Eq. (15-19), which are found significant, are tabulated. The parameters values
seems reasonable compared to their expected values. However, the estimated
values of the capacity of the indoor air are quite large. This can be explained
by the fact, that not only the capacity of the air is modelled, but also the heat
capacity of the interior in the test rooms and probably the inner part of the
walls, as also reported in Madsen and Holst (1996). From that point of view,

Symbol Estimate Unit Std. deviation

Bu, s 12.65 kJ/(Kh) 0.60

Bb 32.39 kJ/(Kh) 0.93

Bn 38.95 kJ/(Kh) 0.91

Ba, s 542.18 kJ/(Kh) 11.65

Bu, n 28.35 kJ/(Kh) 0.25

Ba, n 624.34 kJ/(Kh) 1.91

Ci, s 421.28 kJ/K 7.76

Ca, s 1531.85 kJ/K 67.46

Ci, n 810.19 kJ/K 15.75

Ca, n 3314.74 kJ/K 180.02

Ae,s 1.67 m2 0.02

Table 1: Parameter estimates of the model Eq. (15-19).
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Northern room Southern room Unit

τair 25 42 min.

τfloor 23 26 hours

Table 2: Estimated time constants.

the estimates seem very reasonable and indicates in that the model parame-
terization is suitable. Furthermore, the estimates of the time constants,τ̂i are
calculated by the eigen-values,λi of the system matrixA, i.e. τ̂i = −1/λi.
The estimated time constants,τ̂i, are listed in Tab. 2. These estimates are close
to their expected values. The heat dynamics of the air is fast compared to the
slow heat dynamics of the floor, which was expected.

The model residuals have been analyzed to test if the residuals from the model
can be accepted as being white noise. If this is the case, the model describes
all the information given in the measurements. Test for white noise is applied
through estimation of the cumulated periodogram Eq. (22) and the autocorre-
lation function Eq. (23):

Ĉ(vj) =
∑j

i=1 Î(vi)∑N/2
i=1 Î(vi)

whereÎ equals: (22)

Î(vi) =
1
N

(
N∑

t=1

ε(t)cos(2πvit)

)2

+
1
N

(
N∑

t=1

(ε(t)sin(2πvit)

)2

,

ρ̂(k) =
1

Nσ̂2
ε

N−|k|∑
t=1

(ε(t) − ε̂µ)(ε(t + |k|) − ε̂µ), (23)

whereεt denotes the prediction error or residual at timet. Hence, the residu-
als are analyzed in both the frequency and time domain. The predicted states
and the equivalent measurements can not be distinguished in a graph, and is
therefor not plotted. However, the statistical tests, Eq. (22) and Eq. (23) may
be shown visually. In Fig. 10 the residuals from each test room are compared
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Fig. 10: Residual analysis of the prediction error. Top: Cumulated Peri-
odogram for the residuals of the southern air temperature. Bottom: Autocorre-
lation function for the residuals of the northern air temperature. In both cases,
the residuals can be assumed to be white noise.

with the approximated 95% interval of significance. The statistical tests show,
that the residuals of each test room can be regarded as white noise. This im-
plies, that the model order is sufficient. Finally, a simulation performance of
the model using the estimated parameters is shown in Fig. 11. Considering
that the temperatures were measured with an accuracy of 0.25◦C and that the
maximum difference between the simulated and measured temperatures, i.e.
the simulation error, is 0.40◦C during the period of 17 days, the simulation
performance is considered excellent.
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Fig. 11: Simulation performance during 17 days. Top: Simulation perfor-
mance of the air temperature in the southern test room. Bottom: Simulation
performance of the air temperature in the northern test room.

7 CONCLUSION

In this paper a lumped parameter model describing the heat dynamics of a
residential like building has been proposed. The selected modelling method
was the grey box modelling approach, i.e. the model was kept in a stochastic
framework and the model structure was identified using both information from
building performance data as well as known thermal properties. The model
was formulated as a system of stochastic differential equations and statistic
methods were applied for identifying, estimating and validating the model.

The heat dynamics in two test rooms were modelled. The two test rooms were
facing opposite directions, north and south, respectively, and were hereby very
differently affected by the solar radiation. Each test room was divided into two
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thermal zones in order to model both the short term and the long term varia-
tions. Furthermore, submodels for the radiator power and the solar radiation
were presented. Finally, a linear state space model was formulated, in terms of
stochastic differential equations.

The model parameters were estimated using a ML method. Through statistical
tests and physical interpretation of the system, it was argued, that the model
gives a good description of the heat dynamics of the considered building. Dif-
ferent models for the radiator power were found suitable in each test room
due to the very different influence from the solar radiation on the northern and
southern side of the building, respectively. Furthermore the radiator power,
which was controlled by thermostatic valves, were strongly correlated with the
solar radiation and affected the choise of radiator models. The estimated pa-
rameters seemed reasonable compared to the expected values of the equivalent
thermal components. Furthermore, the residuals from the model could be ac-
cepted as being white noise, which indicated that the model describes all the
variation in the data. Finally, it was shown that the model was able to simulate
the system with a very high accuracy.
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Nomenclature

Symbol

Ti,s Air temperature, roomAs (◦C)
Ta,s Floor temperature, roomAs (◦C)
Ti,n Air temperature, roomAn (◦C)
Ta,n Floor temperature, roomAn (◦C)
Tb Air temperature, roomB (◦C)
Tu,s Outside air temperature on the southern side (◦C)
Tu,n Outside air temperature on the northern side (◦C)
Is Solar radiation at the southern side (W/m2)
In Solar radiation at the northern side (W/m2)
Φr,s Power from radiator, roomAs (W )
Φr,n Power from radiator, roomAn (W )
ΦEC Power fromEC-unit, roomAn (W )
Ae,s Effective window area facing south (m2)
Ae,n Effective window area facing north (m2)
Bu,s Conductivity coeff. from roomAs to the outside (kJ/(Kh))
Bu,n Conductivity coeff. from roomAn to the outside (kJ/(Kh))
Bb Conductivity coeff. from roomAs andAn to roomB (kJ/(Kh))
Bn Conductivity coeff. from roomAs toAn (kJ/(Kh))
Ba,s Conductivity coeff. from the air to the floor, roomAs (kJ/(Kh))
Ba,n Conductivity coeff. from the air to the floor, roomAn (kJ/(Kh))
Ci,s Heat capacity of the air, roomAs (kJ/K)
Ca,s Heat capacity of the floor, roomAs (MJ/K)
Ci,n Heat capacity of the air, roomAn (kJ/K)
Ca,n Heat capacity of the floor, roomAn (MJ/K)
ps Fraction of solar radiation transmitted to the floor, roomAs (−)
pn Fraction of solar radiation transmitted to the floor, roomAn (−)
e(·) Measurement error (◦C)
dw(·) System error (◦C)
Y1 Air temperature, roomAs (◦C)
Y2 Air temperature, roomAn (◦C)
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ABSTRACT

Classical regression analysis by the method of Ordinary Least Squares (OLS)
considers errors to impact the dependent variable only, while it is implicitly
assumed that the independent or regressor variables are free of error. This as-
sumption is frequently unrealistic, since measurement inaccuracies in the inde-
pendent variables are sometimes very large. In such cases, model coefficients
identified will be biased. While this may be an issue of secondary concern
if the model is used for predictive purposes only, this would be problematic
if the model coefficients are to be used for diagnostic purposes. A modeling
approach that can overcome this deficiency is the Error-In-Variable (EIV) re-
gression approach that can provide unbiased parameter estimates even in the
presence of errors in the regressor variables (under the assumption that the er-
rors are unbiased and normally distributed). This paper describes this method,
and based on very precise chiller performance data measured in a laboratory,
illustrates the benefit and advantage of the EIV method over the OLS method.
An important finding of this study is that biased parameter estimates are very
likely to occur when OLS is used for identification even when well-maintained
field instrumentation is used.

Keywords: Physical parameter estimation, Error In Variables Models, Ordi-
nary Least Squares, Chiller Performance Modeling, Fault Detection and Diag-
nosis.

1 INTRODUCTION

Regression analysis is widely used in the engineering science to describe em-
pirical relationships between measured data. The most widely used method
of regression analysis is the Ordinary Least Squares (OLS) method that mini-
mizes the sum of the squared residuals (see any statistical textbook, e.g. Draper
and Smith (1981)). However, one of the basic assumptions in OLS, or in any
classical regression analysis, is that the errors are present only in the depen-
dent variables while the independent or regressor variables are free of error.
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This assumption is frequently unrealistic, since sampling errors, measurement
errors, modeling errors etc. may imply random inaccuracies in the indepen-
dent variables as well, (van Huffel and Vandewalle (1991)). A consequence
of neglecting the errors in the independent variables is that model parameter
estimates obtained by OLS are biased; see e.g. Draper and Smith (1981). A
possible remedy that could remove this bias may be the use of Error in Vari-
able (EIV) models, discussed in Draper and Smith (1981); J. and Fuller (1989);
Fuller (1987); Casella and Berger (1990).

If the purpose of the model is purely predictive, then a model determined by
OLS is probably as good as the EIV model for the mean predictive value, (van
Huffel and Vandewalle (1991)). However, the estimation of the associated un-
certainty or confidence intervals or bands is an equally important issue. Since
the prediction errors are calculated as the sum of the squared distances between
the dependent variable and the model predictions, the sum of squared residuals
will be unrealistically small when using OLS. This will also imply that pre-
diction intervals estimated by the OLS method will be misleadingly tighter,
an issue of concern in certain types of applications, for example in fault de-
tection using control chart techniques, (Box and Lucenco (1997)). How to
estimate prediction confidence levels in such cases is treated in advanced sta-
tistical textbooks, see e.g. Fuller (1987).

In many applications the accuracy of model parameters is important, especially
when the model parameters have be interpreted physically. An obvious exam-
ple is the use of physical models for Fault Detection and Diagnosis (FDD) of
engineering systems. This type of model-based diagnosis has reached a cer-
tain maturity in the engineering field, see e.g. Gertler (1998); Chen and Patton
(1999) and is also being increasingly adopted to the FDD of HVAC&R com-
ponents and systems, (Grimmelius et al. (1995); Han et al. (1999); Haves et al.
(1996); Karki and Karjalainen (1999); Lee et al. (1996); Ng et al. (1997); Rossi
and Braun (1997); Stylianou and Nikanpour (1996)).

The objective of this study is to evaluate the benefit in using the EIV model
approach as compared to the OLS method. Specifically, we propose to perform
the evaluation in the framework of a steady state chiller performance model
proposed by Gordon and Ng (1994, 1995) and later refined by Ng et al. (1997).



165

The Gordon-Ng model is derived from the laws of thermodynamics to which
realistic approximations have been made in modeling the various heat transfer
phenomena occurring in actual chillers. The great benefit of the model is that
it is not only linear, but its formulation is such that the model parameters have
a direct physical interpretation.

Comparison of both parameter identification approaches requires that we have
the "correct" physical parameters values to start with. We propose to over-
come this difficulty by using published data by Ng et al. (1997) who made
very careful and meticulous performance measurements on a chiller in the lab,
and also determined the physical parameters of the same chiller by direct mea-
surement. Subsequently, we propose to add different noise levels to the chiller
performance data to mimic the larger uncertainties present in field measure-
ments. Such data would allow us to investigate the extent to which OLS and
EIV parameter estimates differ from the "correct" values as the noise level is
increased. Since the physical parameters are measured explicitly we can di-
rectly evaluate whether or not the parameter estimates are biased. Aside from
comparing the parameter estimates themselves, tests with different noise levels
can provide guidelines of how accurate the instrumentation for field monitoring
should be in order to obtain reasonable accurate physical parameter estimates.
Furthermore, simulation studies with both the OLS and the EIV methods can
provide an indication of the extent to which sensor uncertainty influences the
variance of the parameter estimates.

The paper is organized as follows: The EIV method is described in section 2,
followed by that of the Gordon-Ng model in section 3. In section 4 we describe
the lab chiller data used for the comparison. Different methods to obtain the
EIV estimates are discussed in section 5, and estimation and simulation results
are presented in section 6. The final section provides a summary of the paper.

2 REGRESSION WITH EIV

Regression with errors in variables (EIV) is also known as the measurement
error model, see for example Draper and Smith (1981); Fuller (1987). The
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model is a generalization of the simple linear regression of the form:

Yi = α+ βXi + εi, (1)

whereYi is the dependent variable(s),Xi is the regressor(s) or independent
variable(s),α andβ are the model parameters, andεi is the error term, here
assumed to be normally distributed with mean zero and varianceσ2

ε .

The main difference between OLS and EIV is that in the EIV model does not
assume theXi to be known with full certainty. Instead the regressor variable is
taken to be a random variable whose mean isXi. The general EIV model as-
sumes that observed pairs(xi, yi) sampled are discrete realizations of random
variables(Xi, Yi) whose means satisfy the linear relationship:

E[Yi] = α+ βE[Xi]. (2)

PosingE[Yi] = ηi andE[Xi] = ξi, the relationship given by Eq. (2) becomes:

ηi = α+ βξi, (3)

which is a linear relationship between the means of the random variables. The
variablesηi andξi are sometimes called latent variables, a term that refers to
quantities that cannot be directly measured. Latent variables may be not only
impossible to measure directly, but impossible to measure at all. If we are
regressing onY onX, i.e. modeling as the response and as the regressor, we
can define the EIV model as:

Yi =α+ βxi + εi εi ∈ N(0, σ2
ε ), (4)

Xi =ξi + δi δi ∈ N(0, σ2
δ ), (5)
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whereN(0, σ2) implies a normally distributed random number with mean 0
and varianceσ2.

There are two different types of relationships that can be specified in the EIV
model, one that specifies a linear functional relationship, and one describing
the structural linear relationship, following Casella and Berger (1990). The
linear functional relationship is as described in Eq. (4). The parameters of
interest areα andβ, and inference on these parameters is made using the joint
distribution of(Xi, Yi) conditional onξi.

For the structural model, the dependent variables are modeled asξi ∈ N(ξ, σ2
ξ ).

As in the functional model, the parameters of interest areα andβ but infer-
ence on these parameters is now made using the joint distribution of(Xi, Yi)
unconditional onξi. For physical systems a functional relationship will often
seem most appealing, and in this paper we will only consider models of this
type.

3 A PHYSICAL MODEL FOR CHILLER PERFOR-
MANCE

In this section we will briefly describe the second-generation complete chiller
model proposed by Gordon and Ng (1994, 1995) and later extended Ng et al.
(1997), which will henceforth be referred to as GN model. We shall apply
both the OLS and EIV method to obtain estimates of the physical parameters.
The GN model is a simple, analytical, universal model for chiller performance
based on first principles of thermodynamics and linearized heat losses. The
model predicts the dependent chillerCOP (defined as the ratio of chiller (or
evaporator) thermal cooling capacityQch by the electrical powerE consumed
by the chiller (or compressor) with specially chosen independent (and easily
measurable) parameters such as the fluid (water or air) inlet temperature from
the condenserTcdi, fluid temperature entering the evaporator (or the chilled
water return temperature from the building)Tchi, and the thermal cooling ca-
pacity of the evaporator. The GN model is a three-parameter model which, for
parameter identification, takes the following form:
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(
1

COP
+ 1
)
Tchi

Tcdi
− 1 = a1

Tchi

Qch
+a2

(Tcdi − Tchi)
TcdiQch

+a3
(1/COP + 1)Qch

Tcdi
,

(6)

where the temperatures are in absolute units, andQch andE are in consistent
units.

The parameters of the model given by Eq. (6), have physical meaning:

a1 = ∆S, the total internal entropy production in the chiller,
a2 = Qleak, the heat losses (or gains) from (or in to) the chiller,
a3 = R, the total heat exchanger thermal resistance(= 1

Ccd
+ 1

Cch
), whereC is

the effective thermal conductance of either the condensercd or the evaporator
ch.

The authors point out thatQleak is typically an order of magnitude smaller
than the other terms. Though small, it is not negligible for accurate modeling.
The authors suggest that it should be retained in the model if the other two
parameters being identified are to be used for chiller diagnostics.

Let us introduce:

x1 =
Tchi

Qch
, x2 =

(Tcdi − Tchi)
TcdiQch

, x3 =
(1/COP + 1)Qch

Tcdi
, and (7)

y =
(

1
COP

+ 1
)
Tchi

Tcdi
− 1. (8)

It is easily seen that the model given by Eq. (6) becomes:

y = a1x1 + a2x2 + a3x3. (9)

The model has been extended to apply to the case of variable condenser flow
rate in Gordon et al. (2000). Though the final functional form is non-linear, the
parameter estimation can be done using methods such as OLS and EIV.
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4 DATA

The data in this study, taken from Ng et al. (1997), are from a semi-hermatic
reciprocating chiller with a nominal cooling capacity of 10.5 kW. It consists
of 30 measurements of(Tchi, Tcdi, Qch, E) taken with high accuracy in a lab-
oratory test loop. The units of these variables and their measurement accuracy
are shown in Tab. 1. It is realistic to assume that the measurement errors of the
different variables share no common elemental source, i.e. that the errors are
uncorrelated.

The data are plotted in Fig. 1 to provide the reader with a sense of the range
of variation in the performance variables. Besides measuring the four perfor-
mance variables, Ng et al. (1997) have also been able to separately measure
the individual physical parameters of the chiller, namely∆S,Qleak andR by
means of intrusive component-level high-grade instrumentation. Based on the
30 measurements, the mean and standard deviation of these measurements are
shown in Tab. 2. The corresponding values obtained by OLS to the origi-

0 10 20 30
280

282

284

286

288

290

292

K

T
chi

0 10 20 30
296

298

300

302

304

306

308

310

K

T
cdi

0 10 20 30
9

10

11

12

13

14

15

kW

Q
ch

0 10 20 30
3.6

3.8

4

4.2

4.4

4.6

kW

E

Fig. 1: The data.
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nal performance data are:R = 2.505KkW−1, ∆S = 5.55 10−3kWK−1,
Qleak = 4.38kW . Note that these values are within the one standard deviation
(except forQleak).

Table 1: Experimental uncertainty of the various performance variables for the
chiller tested in a laboratory (taken from Ng et al., 1997).

Variable Tcdi Tchi Qch E

Uncertainty ±0.05 K ±0.05 K ±0.2 kW ±0.01 kW

Table 2: Mean value (E) and standard deviation (S) of the measurements of the
physical parameters in the Gordon-Ng model.

E[R] S[R] E[∆S] S[∆S] E[Qleak] S[Qleak]
2.689 0.177 5.518 10−3 2.16 10−4 2.723 1.016

5 ESTIMATION BASED ON MOMENTS

In Section 2, the difference between the OLS and EIV methods was described.
In this section we shall discuss how the model parameters can be estimated,
suggest different ways of determining the influence of the measurement error
on the independent variables, and how to account for it.

In OLS estimation, the regression parameters are determined by:

βOLS = (XTX)−1XTY, (10)

whereX is a matrix of sizen × p, i.e. p independent variables each contain-
ing n observations andY is a matrix of sizen × q, whereq is the number
of dependent variables. Again, it must be emphasized that using OLS (10),
the independent variables,X, are assumed to be free of error. If the vari-
ances of the measurement errors are known, the bias of the OLS estimator can
be removed and a consistent estimator, called Corrected Least Squares (CLS)
can be derived, see e.g. van Huffel and Vandewalle (1991). The CLS corrects
for the extra source of error in an EIV model and can be considered to be a
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method-of-moments. Assuming that the correlation between errors in the de-
pendent variables and the errors in the independent variables are uncorrelated,
the estimator becomes:

βCLS = (XTX − S2
xx)−1(XTY − S2

xy), (11)

whereS2
xx is ap× pmatrix with the covariance of the measurement errors and

S2
xy is ap × 1 vector with the covariance between the regressor variables and

the dependent variable.

A simple conceptual explanation is that Eq. (11) performs on the estimator
matrix an effect essentially the opposite of what ridge regression, see any sta-
tistical textbook, for example, Chatterjee (1991) does. While ridge regression
’jiggles’ or randomly enhances the dispersion in the numerical values of the
dependent variables in order to reduce the adverse effect of multi-collinearity
on the estimated parameter bias, CLS tightens the variation in an attempt to
reduce the effect of random error on the dependent variables.

We will compare the estimates obtained byβOLS andβCLS , respectively for
the GN model. The computation ofβOLS is straightforward, i.e. we can use
Eq. (10) directly. In order to determineβCLSwe will have to calculateS2

xx and
S2

xy. This requires knowledge of the measurement errors, and assuming that
we have this insight, one of three methods can be adopted:

1. Computation ofS2
xx andS2

xy by propagation of errors.

2. Computation ofS2
xx andS2

xy by applying stochastic calculus.

3. Computation ofS2
xx andS2

xy by stochastic simulation.

The three methods will be discussed and compared with each other below.
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5.1 Computation of and by propagation of errors

Consider a model (or a functionf ) such thatΦ = f(δ, γ, λ) and assume that
δ, γ andλ are measured with known uncertaintiesσ2

δ , σ2
γ andσ2

λ respectively.
Then the uncertaintyσ2

Φ in Φ can be approximated by the error propagation
formula assuming the measurement errors of different variables to be uncorre-
lated, i.e., assuming the covariance terms to be zero, see for example, Coleman
and Steele (1999):

σ2
Φ = σ2

δ (
∂f

∂δ
)2 + σ2

γ(
∂f

∂γ
)2 + σ2

λ(
∂f

∂λ
)2. (12)

Equation (12) can be used to compute the correction factors for the model.
Since there are 3 independent variables and one dependent variable in the GN
model, we have to compute a total of 9 correction factors, namely the elements
in the following:

S2
xx =


S

2
x1,x1 S2

x1,x2 S2
x1,x3

S2
x2,x1 S2

x2,x2 S2
x2,x3

S2
x3,x1 S2

x3,x2 S2
x3,x3


 , S2

xy =


S

2
x1,y

S2
x2,y

S2
x2,y


 , (13)

whereS2
x1,x1 = σ2

x1 etc. To illustrate how the elements of the matrix in Eq.
(13) are determined, we consider the GN model and the calculation ofS2

x1,x1,
element (1,1) ofS2

xx which is the correction factor for the termx1x1. Recall
from the GN model given by Eq. (6) that the regressor variablex1, was defined
as:

x1 =
Tchi

Qch
.

Applying Eq. (12), the following correction factor is obtained:
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S2
x1,x1 = σ2

x1 = σ2
T (

1
Qch

)2 + σ2
Q(
Tchi

Q2
ch

)2, (15)

whereσ2
T andσ2

Q are the variance of the measurement error for the temperature
and the thermal load, respectively.

5.2 Computation of and by applying stochastic calculus

The calculation ofS2
xx andS2

xy can also be done by comparing the expressions
of XTX andXTY for both noisy and noise-free variables and then applying
stochastic calculus. To illustrate how this is done, let us again consider the GN
model and the calculation ofS2

x1,x1, the correction factor for the termx1x1.
Since the variables in this expression are measured and thus contain error, it
is to be realized that we are measuringT̂cdi = Tcdi + ε1, T̂chi = Tchi + ε2,
Q̂cd = Qcd + ε3 andÊ = E + ε4, whereεi denotes the measurement error for
the different variables, assumed normally distributed with mean 0 and variance
σ2

i . Thus, in the model the expression for thex̂1 variable can be written as:

x̂1 =
(Tchi + ε2)
(Qcd + ε3)

. (16)

For parameter estimation, the elementx̂1x̂1 (element 1,1 in ) becomes:

x̂1x̂1 =
(

(Tchi + ε2)
(Qcd + ε3)

)2

. (17)

The noise-free counterpart to Eq. (17) becomes:

x1x1 =
(
Tchi

Qcd

)2

. (18)
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By comparing Eq. (17) where noise is included with the noise-free expression
given by Eq. (18) we can find the correction factorS2

x1,x1. We have:

x1x1 = x̂1x̂1 − S2
x1,x1. (19)

The calculation ofS2
x1,x1 can be done by applying stochastic calculus, namely

that in the computation we have assumed that the errors are independent with
mean zero and variance equal to the square of the measurement error. In other
words, for two sources of error, e.g.ε1 andε2 we have:

E[ε1] = 0, E[ε2] = 0, E[ε1ε2] = 0, E[ε1ε1] = σ2
1, E[ε2ε2] = σ2

2 , (20)

and all higher order terms (equal or higher than 3) are equal to zero. By doing
so we find:

S2
x1,x1 =

σ2
QT

2
chi + σ2

TQ
2
ch

Q2
ch(Q2

ch + σ2
Q)

, (21)

whereσ2
T andσ2

Q are the variance of the measurement error for the temperature
and the thermal load, respectively. Although Eq. (21) may seem complicated
it can easily be computed with standard computer software such as MapleV
or Mathematica. Furthermore, the method can provide answers to which mea-
surement errors that will contribute the most to the correction factor and thus
are most important to reduce. Finally, it should be noted that the expression
given by Eq. (21) is slightly different from the approximation found be the
method of propagation of errors, i.e. Eq. (15). However, the numerical values
are almost identical, and in this study the influence of the approximation made
by propagation of errors has been found to be negligible.
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5.3 Computation of and by applying stochastic simulation

Finally, an estimate of the correction factors may be found by stochastic (or
Monte Carlo) simulation, also known as bootstrapping, see Davidson and Hink-
ley (1997). The method may be useful if the data at hand is assumed noise-free
and one needs to investigate how increasing sensor error will affect the param-
eter estimates. The following equation holds:

x1 = x̂1 − Sx1, (22)

wherex1 andx̂1 are noise-free and noisy values of the variablex1 respectively,
andSx1is the measurement error.

The correction factor can be estimated by adding noise to the noise-free data
and then repeating this simulation to obtain a large data set (say, 1000 values)
of noisy datax̂1 . The correction factor for each series is then found by:

S2
x1,x1 = (x̂1 − x1)2. (23)

Finally, a consistent estimate of the correction factor may be obtained by aver-
aging over the total number of simulation runs.

5.4 Comparison of the correction methods

The three different methods have both advantages and disadvantages, which
will be discussed below.

The method of stochastic simulation is probably best if the data at hand is close
to being noise free and the purpose of the study is to investigate the affect of
neglecting measurement errors in the parameter estimation. The method is less
useful if the data at hand is considered noisy and the purpose of the study is
to obtain corrected and less biased parameter estimates. This is not an issue
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for the two other methods, namely the propagation of errors and stochastic
calculus methods. These may be used to investigate the affect of neglecting
measurement errors in the parameter estimation and to correct for parameter
bias in noisy data.

The method of propagation may seem the most attractive from a practical view-
point. Many standard programs exist which can provide estimates of the un-
certainty due to errors in the variables and thus an estimate of the correction
factors. However, a drawback is, as in this case, that if the same variables enter
in the expression for the different regressors, the errors in the regressors are
correlated and one has to be cautious in calculating the sign for the correction
factor by propagation of errors. Say, we want to calculate the correction factor
§2x1,x2 = Sx1Sx2 = σx1σx2. BothSx1 andSx2 can be calculated easily by the
propagation of errors, but will always be positive. Thus if the correction factor
were to be negative, special attention has to be given when using the method of
propagation of errors. However, for many applications, the errors in the regres-
sors are uncorrelated which reduces the problem to the calculation of only the
diagonal elements inS2

xx, and, in such instances, the method by propagation
of errors may be most suitable.

The problem with negative correction factors from using the method of prop-
agation of errors is avoided when applying stochastic calculus. The method
gives the correct results but is not as well known, more tedious, and not as
straightforward as the propagation of errors method.

In general, we suggest applying the method using stochastic calculus when the
measurement errors in the regressors are correlated. If this is not the case, it
may be more attractive to use the method of propagation of errors. Finally,
if the purpose is to get a rough estimate of the effect of measurement error on
the parameter estimates, the method of stochastic simulation may be the fastest
and most attractive method.
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6 EXAMPLE: THE GN MODEL

In this example, we will assume that the data presented in Section 4 are noise
free and illustrate the effect of neglecting measurement errors in the parameter
estimation. The data has been measured with high accuracy in the lab and
although there may be some measurement error we will neglect this in order to
show the principles of the EIV method.

Table 1 assembled the uncertainty in the four performance variables as dictated
by the instrumentation used. These accuracies are representative of the best,
i.e. lowest uncertainties, one could hope to achieve in the laboratory. In the
field, the associated uncertainties are bound to be higher, and consequently,
different levels of errors need to be introduced to this basic data set. We have
done so by generating normally distributed random numbers with different lev-
els of standard deviation (to mimic precision error). Note that we have not in-
troduced bias to the measurements themselves. Following Coleman and Steele
(1999), one can assume the error which we propose to introduce effectively
include both bias and precision measurement errors.

In an effort to be realistic in how we corrupt the data, we have chosen to main-
tain the same magnitude of relative uncertainties of the four variables shown in
Tab. 1, and to use the same multiplier for all four variables. Hence a value of
1.2 would imply that the uncertainties of all four variables have been increased
by 20% from those given in Tab. 1. For the purposes of the evaluation per-
formed, we have taken the basic measured data and added normally distributed
noise ranging from a magnitude from 0 to 2 (with step of 0.1). The selection
of the upper value of 2 is based on what we consider to be realistic uncertainty
levels to be found in well-maintained field instrumentation relating to chillers.

We have estimated the parameters for the data at different noise levels using
both the OLS method and the EIV method. For the EIV parameter estimates
we have calculated the correction factors using all the three suggested methods
to ensure that all three methods yield equivalent results. In Fig. 2-4 the param-
eter estimates in the GN model,∆S, Qleak andR, are shown when both the
OLS and the EIV method are used for different magnitudes of noise added to
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the data. The estimation for each parameter and noise level has been repeated
1000 times using different noise sequences. The mean and corresponding 95%
confidence intervals are shown in the plots. It is seen that as the noise level
increases, the OLS estimates drift away from their true values. When the mag-
nitude of the errors are greater than about 1.4 the true parameter values fall
outside the 95% confidence level and may be regarded as being statistically
different. Since a multiplier of 2.0 is representative of the uncertainty level to
be found even in well-maintained field instrumentation, it is clear that unbiased
parameter estimates are very likely to occur if OLS is used for identification.
This is not the case for the EIV method. It is seen that the mean value of the
parameter estimates are very close to the true values even when the magnitude
of error is as large as 2.0. Thus this example illustrates, that when magnitude
of the measurement error is known, consistent estimates can be obtained by the
EIV method which avoids the biased estimates problem that plagues the OLS
method.

The practical implication towards, say, chiller FDD work, is wthat physical
parameters estimated by the OLS method and used in a control chart, see e.g.
Box and Lucenco (1997), setting to detect the onset of deviations or faults
in chiller performance, are likely to be biased and lead to mis-interpretation
and false alarms. Parameters estimated by the EIV method are likely to yield
physical parameters much more consistent with those determined by the chiller
manufactures under careful in-house lab tests using high-grade sensors.

We have also investigated how the width of the uncertainty bands on the pa-
rameter estimates (not to be confused with those of model prediction) of the
OLS and EIV models in the figures above are affected by larger sample size,
and whether the widths differ between both methods. We found that, as ex-
pected, a larger sample size will lead to more accurate estimates and tighter
parameter confidence bands, but that the width of the bands by both methods
were essentially similar.
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Fig. 2: Comparison of OLS (top) and EIV (bottom) estimates of the entropy.
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7 SUMMARY

The objective of this paper was to demonstrate that unbiased parameter esti-
mates can be identified by the EIV regression approach when errors are present
in the regressor variables, while OLS estimation can lead to biased estimates.
However, in order for the EIV method to yield fully unbiased estimates, the
levels or magnitude of the measurement errors, assumed to be random and
normally distributed only, should be fairy well known in advance. Otherwise
the method may suffer from the same type of problem which the OLS method
does, namely biased estimates. It is obvious that practically even if one may
not know the exact magnitude of such errors, even a realistic guess-estimate
would be better than using OLS, the degree of lack of bias being in propor-
tion to how accurately one is able to estimate the measurement errors in the
regressors.

The paper also discussed the need for such a procedure in the framework of
chiller FDD. If the purpose of the chiller model identified from actual perfor-
mance data is to predict future chiller performance, model parameter bias is
not a critical issue. A model identified by OLS will probably predict the mean
value of the response as well as that of an EIV model, though, the prediction
uncertainty bands will be under-estimated leading to the occurrence of high
false alarms during fault detection. However, when one wishes to interpret the
model parameters in terms of physical equipment health or performance, as
provided by say the Gordon-Ng chiller model, then model parameter bias as-
sumes a new importance, and the EIV regression approach is clearly superior
to the OLS method. The evaluation of both identification methods is based on
very precise chiller performance data measured in a laboratory to which dif-
ferent magnitudes of noise has been added to mimic field conditions. An im-
portant finding of this study is that biased parameter estimates are very likely
to occur when OLS is used for identification even when well-maintained field
instrumentation is used.
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NOMENCLATURE

C = thermal conductance of the heat exchangers of the chiller
E = electric power consumed by the chiller
Qch = thermal cooling capacity of the chiller
Qleak = heat losses or gains from or into the chiller
R = total heat exchanger thermal resistance
∆S = total internal entropy production in the chiller
S = standard deviation
Tcdi = fluid inlet temperature to the condenser
Tchi = fluid inlet temperature to the chiller or evaporator
X, x = regressor variable(s)
Y, y = dependent variable(s)
a1, a2, ..= model parameters
n = number of observations
p = number of regressor variables
α, β = model parameters
ε, δ,Φ = error
σ2 = variance
ξ = latent variable, or unobservable state variable
η = latent variable, or unobservable state variable
COP = coefficient of performance
CLS = corrected least squares
EIV = error in variables
FDD = fault detection and diagnosis
OLS = ordinary least squares
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