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Abstract

In this thess the redlization of semiconductor nanostructures in the InAlGaAs material system with
molecular beam epitaxy (MBE) is described, as well as the characterization of their optical properties.
First, the growth conditions used for different materials and surfaces are given, and the genera
capabilities of the MBE-systems are demonstrated, with respect to growth of structures with varying
thicknesses / alloy compositions, and the synthesis of aloys, so-called digital aloying.

In the first main part of the thesis a group of low-dimensiona structures are described, the so-called
quantum wells, wires and dots. For quantum wells in the InAlGaAs material system, a detailed analysis
is presented of the influence of surface segregation during growth, and it is shown how the measured
energy levels and linewidths may be calculated with very high precision. Furthermore, the limits of strain
in multi quantum wells are deduced, that determine when dislocations will be formed. It is aso
demonstrated how T-shaped quantum wires with enhanced confinement energies are redlized by
overgrowing InAlGaAs quantum wells with a GaAs quantum well. Finally, the growth of quantum dots
in both InAs, InGaAs and InAlGaAs is described, and it is shown how structures with very uniform
quantum dots at energies near the visible red part of the spectrum may be realized.

The second main part of the thesis deals with the growth of optical microcavities, where the light is
strongly interacting with a quantum well and so-called polariton resonances are formed. It is shown how
particularly narrow, tunable resonances may be achieved, by a combination of a low cavity energy
gradient across the samples and a narrow exciton resonance in a broad quantum well where the density
of free carriersis particularly low. Next, the polariton energies and linewidths are measured and analysed
as a function of detuning and temperature. It is demonstrated that a coupled-harmonic oscillator model
yields a good agreement with the energies, but the analysis of the linewidths requires that the absorption
in the quantum well is also taken into account, which is demonstrated in a microcavity with a reduced
light-matter interaction. For the polariton with the lowest eigenenergy, it is shown that the probability
for scattering on lattice vibrations or free carriers is reduced. Finally, the secondary emission from a
microcavity is measured and analysed, where a good qualitative agreement with theories for Rayleigh

scattering is found, and the so-called polariton bottleneck is observed.



Resumeé

| denne afhandling beskrives fremstillingen af halvleder nanostrukturer i INAIGaAs materialesystemet
ved hjadp af molekylstrdle epitaks (MBE), og karakteriseringen af deres optiske egenskaber. Farst
gennemgds de anvendte dyrkningsbetingelser for forskellige overflader og materialer, og MBE-
anlagygets generelle egenskaber demonstreres med henblik pa dyrkning af strukturer med varierende
lagtykkelser / legeringssammensagninger og syntetisering af legeringer, sdkaldte digitale legeringer.

| det ferste hovedafsnit af afhandlingen beskrives en gruppe lav-dimensionale strukturer, sdkaldte
kvantebrande, kvantetréde og kvanteprikker. For kvantebrende i InAIGaAs systemet prassenteres en
grundig analyse af indflydelsen af overflade segregation under dyrkning, og det vises hvordan de malte
energiniveauer og liniebredder derefter kan beregnes med meget stor ngjagtighed. Desuden bestemmes
granserne for strain i multikvantebrende, der afger hvorndr dislokationer bliver dannet. Det
demonstreres ogsa hvordan T-formede kvantetrade med foragede bindingsenergier kan fremstilles ved
overdyrkning af InAlGaAs kvantebrande med en GaAs kvantebrend. Endelig beskrives dyrkningen af
kvanteprikker bade i InAs, InGaAs og InAlGaAs materidesystemerne, og det vises hvordan strukturer
med meget uniforme kvanteprikker og energier naa den synlig rade del af spektret kan fremstilles.

Det andet hovedafsnit af afhandlingen omhandler dyrkningen af optiske mikrokaviteter hvor lyset
veksalvirker starkt med en kvantebrend og sdkaldte polariton resonanser dannes. Det vises hvordan
sagligt smalle, tunbare resonanser kan opnas, ved at kombinere en lav gradient af kavitetens resonans
energi henover prgverne med en smal exciton resonans i en bred kvantebrend hvor tegheden af frie
ladningsbaarere er saaligt lav. Herefter males og analyseres polaritonernes energier og liniebredder som
funktion af detuning og temperatur. Det vises at en koblet, harmonisk oscillator model giver en god
beskrivelse af energierne, men en forstéelse af liniebredderne kraever at absorptionen i kvantebrenden
ogsa tages i betragtning hvilket bl.a. demonstreres i en mikrokavitet med reduceret lys-stof
vekselvirkning. For polaritonen med den mindste egenenergi vises det desuden at den har en reduceret
sandsynlighed for spredning pa gittervibrationer og frie ladningsbaerere. Endelig, méles og analyseres
den sekundagre emission fra en mikrokavitet, hvor en god kvalitativ overenssemmelse med teorier for

Rayleigh spredning er fundet, samt den sdkaldte polariton flaskehals er eksperimentelt pavist.
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Chapter 1

Introduction

This thesis reports on molecular beam epitaxial (MBE) growth of semicon-
ductor nanostructures, and their optical properties.

MBE is one of several ways of growing crystalline semiconductors, that
also include metal-organic chemical vapour deposition (MOCVD) and liquid
phase epitaxy (LPE). For basic research both in electronics and optics, MBE
has been the favourite choice due to the higher purity and higher precision
of interfaces and alloy compositions that may be obtained compared to other
growth methods. Two important examples of structures where these unique
properties are necessary are high mobility two-dimensional electron gases and
the recently developed quantum cascade lasers [1]. Due to recent develop-
ments in the MBE-technology the throughput and cost-effciency has been
considerably improved, so MBE-grown structures are presently used also in
large-scale commercial production, e.g. of hetero-bipolar transistors (HBTs),
high electron mobility transistors (HEMTs) and high power lasers at 980 nm
(2, 3].

The work reported here concerns growth of structures for different basic
research activities within semiconductor optics in the Optoelectronics Group
at Mikroelektronik Centret and later the II1-V Semiconductor Components
and Materials Competence Area at Research Center COM. A common de-
nominator of the project has been the realization, understanding and im-
provement (or tailoring) of structures with electronic and photonic confine-
ment. These goals have been pursued by exploring both the properties of the
MBE-system itself and the properties of the full quaternary material system
availible in our MBE, InAlGaAs. The scope of the work has ranged from
growth to basic optical characterisation, determining the energy levels and
line widths, but for some of the structures the optical properties have been
further investigated.

More specifically the results reported here fall under two main areas. The



first is the realization of low-dimensional structures, quantum wells, wires and
dots, allowing a comparison between structures grown using quaternary InAl-
GaAs and the more conventional ternary compounds, InGaAs and AlGaAs.
The second is the growth of planar microcavity structures with very narrow
polariton resonances, and the optical characterisation of their properties.

The thesis is organized as follows. In chapter 2 a basic treatment of
semiconductor optics is given comprising mostly the topics related to this
work. Chapter 3 describes MBE-growth of thin films, their different mor-
phologies and growth on an atomic scale. A number of “tricks” that may be
used during growth are also demonstrated, such as growth interrupts, inten-
tional thickness and composition variations, and digital alloying. In chapter
4 the growth and characterisation of nanostructures based on InAlGaAs is
described and compared to similar ternary structures. Chapter 5 treats the
design and growth of planar microcavities and the line widths and energies of
the polaritons are compared for samples with different inhomogeneous broad-
enings and strengths of the light-matter coupling. Finally, in chapter 6 the
main results are summarized and conclusions are drawn.



Chapter 2

Basic semiconductor optics

2.1 Introduction.

In this chapter an overview of semiconductor optics is given, focussing on
the properties relevant for this work. The treatment here is based on Ref.
[4, 5, 6] unless other references are specifically given. In the first part the
material properties, band structure and electronic excitations of bulk and
low-dimensional structures are described, whereas the second part deals with
the propagation of light in semiconductor structures.

2.1.1 Band structure and exctions in bulk crystals.

The so-called TII-V semiconductors consist of elements from group-I1I and
group-V of the periodic table. The binary materials contain one element
from each of the two groups, while in ternary and quaternary alloys one or
two more elements have been added. The Arsenide-based semiconductors
crystallise in the zinc-blende structure, shown in Fig.2.1, and the lattice
constants of the binary InAs,GaAs and AlAs materials used here are given
in Table 2.1.

Also shown in In Fig.2.1 is the band structure of GaAs, a prototype of
a ITI-V semiconductor. The bands are filled up to zero energy, and since
the highest filled state is at the same k-vector, k=0, as the lowest unfilled
state the band gap is direct. Both GaAs and InAs are direct band gap
semiconductors, while AlAs is indirect since the lowest unoccupied state is
at k0.

Most semiconductor optics deals with transitions between the three higest
filled bands, the valence bands, and the lowest unfilled band, the conduction
band. In bulk, the two upper valence bands are degenerate at k=0, and
referred to as the heavy-hole and light-hole bands. The third band is the
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Figure 2.1: Left: The zinc-blende crystal structure of Arsenide-based II1-V semiconduc-
tors. Right: The band structure of GaAs.

so-called split-off band, which is shifted to lower energies by an amount Vy,,
see Table 2.1.

The valence and conduction bands are classified in terms of their total
angular momentum, J, and the projection of the total angular momentum,
my, which are good quantum numbers for the electronic states. Due to spin,
each band is two-fold degenerate, with (J:%, mJ::I:%) for the conduction
band, (J=2, m;==+2) for the heavy-hole band, (J=2, m;=+1) for the light-
hole band and (J=1, my=%3) for the split-off band. The split-off band will
not be treated further here.

To a very good approximation, the dispersion of the conduction band is

isotropic and parabolic around k=0, that is
h2

5 k*> + E, (2.1)

Econd:

where k is the magnitude of the k-vector, k=(k,,k,.k.), and E, is the band
gap. The heavy and light-hole bands are anisotropic and their dispersions
are given by

h2

B = -5 { k™ [193k' 112 (1393) (RCHRIZ4K2)] 7L (22)
h2
Bu = o (ki (3412 (1393) (22 +H2I2422)] 2 (2.3)

where ~1, 72 and =3 are the so-called Luttinger parameters. The effective

electron mass and the Luttinger parameters are also given in Table 2.1.
The elementary excitation of the electronic system in a bulk semiconduc-

tor crystal is the so-called exciton, consisting of an electron in the conduction



Parameter ‘ GaAs ‘AIAS ‘ InAs ‘

Lattice constant (A) 5.6503 | 5.6611 | 6.0583
Stiffness constant, Cy1(x101°Pa) 11.88 | 12.02 | 8.329
Stiffness constant, C12(x10'°Pa) 5.38 5.70 4.526
Stiffness constant, Cyq(x 101°Pa) 5.94 5.89 3.959
Relative electron mass, m./mg 0.0667 | 0.15 0.0248
Luttinger parameter, v¢ 7.1 3.76 19.7
Luttinger parameter, v, 2.02 0.9 8.37
Luttinger parameter, vs 2.91 1.42 9.29
Hydrostatic deformation potential, a, (eV) | -8.233 | -8.110 | -6.080
Shear deformation potential, b, (eV) -1.824 | -1.7 -1.8
Split-off band shift, V,, (meV) 340 275 380

Table 2.1: Material parameters for the binary semiconductors GaAs, AlAs and InAs,
from Ref.[35].

band bound to a hole in the valence band via the Coulomb interaction. This
is conceptually similar to a hydrogen atom and the exciton binding energy,
E., and exciton Bohr radius, ag,, may then be expressed in terms of the

Rydberg energy, Ry=13.6 eV, and the Bohr radius, ag=0.53 Aas
mp
E, = <—2> Ry (2.4)

aBx = <G—R> ap (25)
mpg

where ¢g is the relative permittivity of the semiconductor, and mpg is the
ratio of the reduced effective exciton mass to the free electron mass. For
bulk GaAs, E,;=4.2 meV and ag=14 nm. The band gap, E,, usually refers to
the energy difference between a free particles in the valence and conduction
bands. That is, the total energy of an exciton at rest is given by E,-E,,
corresponding to the energy of a photon emitted when an exciton recombines.

2.1.2 Uniform deformation of a bulk crystal.

Under a mechnical deformation of a semiconductor crystal the bands are
shifted. Assuming a uniform deformation, the stress and strain tensor ele-
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Figure 2.2: Left: Orientation of coordinate system. Middle: Undeformed cubic crystal.

Right: Deformed cubic crystal, indicating the effect of the stress and strain tensor elements.

ments are constant, and given by

Sz I Ciu Cia Cia 0 0 0 Crx
Syy 012 011 012 0 0 0 Eyy
S _ Cia Cia Ciy 0 0 0 €2z (2 6)
Sxy 0 0 0 044 0 0 Exy '
Slsz 0 0 0 0 044 0 €rz

L Syz i L 0 0 0 0 0 044 i L Cyx i

where the symmetry reduces the number of independent elements of the
stiffness tensor to three, Cyy, Cio and Cyy. In Fig.2.2 the stress and strain
tensor elements are illustrated for the deformation of a two-dimensional cubic
crystal with lattice constant d.

In the special case where the crystal strain is equal in the x- and y-
directions, €,,=¢,,, the influence on the band structure is described by two
parameters, the hydrostatic and shear energy shifts, AEy and AEg, given
by [41]

AEy = a(emteyyte..) (2.7)
AES = b(eam’_ezz)

where a and b are the hydrostatic and shear deformation potentials, see Table
2.1. In the limit where the shear energy is small compared to V,, the gaps
between the conduction band and the heavy-hole and light-hole bands are

Enn = E,4AEp-AEg (2.9)
En = E,4+AEp+AEs (2.10)

where E; is the band gap in the absence of strain. Hence, the volume de-
formation leads to the same shift of the two band gaps, while the shear
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Figure 2.3: Comparison of the density of states for at bulk semiconductor (g3%(¢)), a
quantum well (g?4(¢)), a quantum wire (g'%(¢)) and a quantum dot (g%¢(¢)), from [5]. E,
is the band gap and ¢ is the energy.

component splits the heavy and light-hole bands. For compressive strain
(€zz >0) Epp < Eip, and vica versa for tensile strain. The shear part of the
deformation only shifts the valence bands, while AEy is distributed between
the two bands, with ~ 90% in the conduction band.

2.1.3 Semiconductor alloys.

For a semiconductor alloy, the values of one of the parameters in Table 2.1
may be found using a weighted average of the values for the binary materials
(Vegard’s law). To make the treatment of the electron and hole masses
consistent, the Luttinger parameters and the inverse electron masses should
be interpolated.

However, for the band gaps experimentally obtained relations exist for
the ternary AlGaAs and InGaAs that go beyond the linear interpolation,
given by [41, 22]

E(AlLGaj_yAs) = 1.51941.36x+0.22x” (2.11)
E(In,Gas_,As) = 1.519-1.584x40.475x (2.12)

for unstrained material at low temperatures, (T~10K).

2.1.4 Low-dimensional structures.

Combining different semiconductors in the same structure leads to a spatially
varying band gap that influences the energies and the motion of electrons
and holes. If the band gap modulations take place on a length scale com-
parable to or shorter than the exciton Bohr radius, the confinement leads
to a quantisation of the exciton levels. These so-called nanostructures are
classified according to the number of motional degrees of freedom. That is,

10
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Figure 2.4: a): Layer structure of quantum well. b): Square well potential of quantum
well. ¢): Energies of the heavy-hole and light-hole transitions in a quantum well with

infinite barriers.

in two-dimensional (quantum wells), one-dimensional (quantum wires) and
zero-dimensional (quantum dots) structures, the excitons are free to move in
a plane, along a line or cannot move. In the absence of Coulomb interactions,
the density of states above the band edge of a low-dimensional structure is
constant for a quantum well and to proportional to E='/2 for a quantum
wire, while for a quantum dot the density of states is delta-function like, as
illustrated in Fig.2.3. So as the dimensionality of a structure decreases, the
density of states increases at the band edge. This is in fact one of the major
motivations for research in low-dimensional structures since it has been pre-
dicted to lead to improved device performance, e.g. lower treshold current
density and larger temperature stability in laser diodes [7].

As an illustration of some of the important differences between bulk and
low-dimensional structures, the quantum well will be treated here. It is typ-
ically realized by growing a layered structure consisting of e.g. Aly3GagrAs,
GaAs and Alg3GagrAs, as shown in Fig.2.4a. Because of the different band
gaps, the AlGaAs layers act as barriers for the GaAs layer, and the electron
and hole eigenstates may be obtained from the Schrodinger equation

HY = {—%V%V(z)} U (2.13)

where V(z) is assumed to be a square well potential, as illustrated in Fig.2.4b.
In Fig.2.4c the energy of the band gaps are plotted as a function of the GaAs
layer thickness, and it is noted that because of the different hole masses in
the confinement direction, the quantisation energy of the heavy-hole is always
smaller than for the light-hole.

In general the exciton binding energy is expected to increase as the dimen-

11



sionality decreases, because the confinement potential “pushes” the electron
and hole closer to each other, increasing the Coulomb energy. For the quan-
tum well here, the heavy-hole and light-hole excitons have different binding
energies, the light-hole exciton binding being larger than the heavy-hole by
1-2 meV [79]. The exact value of the binding energy depends on both the
thickness of the well and the material composition in the barrier, with typical
values of 8-10 meV for the heavy-hole exciton in a &~ 10 nm well [79].

2.2 Light-matter interaction.

Inherently, MBE grown samples are layered structures where the alloy com-
position changes in the growth direction but is practically uniform in the
plane of the wafer. The optical properties of such stratified media are ele-
gantly described by the so-called transfer matrix method (TMM), which will

be reviewed here after treating electromagnetic waves in uniform media.

2.2.1 Electromagnetic waves in a uniform medium.

An electromagnetic wave propagating in a uniform medium is described by
the wave equation
— 19 1 0*=
VE - ———FE=——-P 2.14

c2 o0t 2 ot? (2.14)
where E is the electric field strength, and ¢ is the speed of light in vacuum.
Eq. 2.14 basically states that the electric field induces a polarisation in the
medium, the nature of which influences the wave propagation. In the linear
regime the polarisation of an isotropic medium is proportional to the electric
field, and may be written

Pw)=x(w)E(w) (2.15)

where the susceptibility, y(w), is a scalar. In this case Eq. 2.14 has plane
wave solutions of the form

E=FEq expli(kz £ wt)] (2.16)

for propagation along the z-axis, where k is the wave vector. In the general
case, the susceptibility has both a real and an imaginary part, and it is related
to the relative dielectric function of the material, ¢(w), usually written in the
form

e(w)=1+x(w)=€(w)+ic"(w). (2.17)
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The solution of Eq.2.14 then yields the following expression of the real and
imaginary part of the wave vector, k=k’+1k”, where the explicit dependence
on frequency has been dropped and n is the refractive index.

p= 9.18

- (2.18)

K = Qie” (2.19)
cn

n:\/% <6’—I—W> (2.20)

The real part of the wave vector determines the phase velocity of light in
the medium whereas the imaginary part describes the absorption since the
power density of the electromagnetic wave in Eq. 2.16 has a decay length
of a™' =1/2k”. 1In essence, the polarisation in Eq. 2.15 is given by the
microscopic properties of the material, and once known it determines the
propagation of the macroscopic electromagnetic field, as given by the wave
vector k.

Of particular interest here is the susceptibility of an ideal excitonic reso-
nance at w, given by

_Nezfl, 1

2Mwy We-w-1y'

X() (221)

The parameters N, f, and 4’ are the exciton density, oscillator strength
and homogeneous linewidth. The homogeneous linewidth is the sum of the
radiative linewidth, I', and the non-radiative linewidth, v, where the latter
describes the additional dephasing of the exciton caused by scattering on e.g.
phonons, free carriers or other excitons. I' is proportional to the oscillator
strength and to the square of the dipole matrix element between the exciton
and the crystal ground state, |d.,|* [8], that is I' is essentially a measure of
the coupling strength between the photons and the excitons.

2.2.2 Electromagnetic waves in a stratified medium.

To calculate the electromagnetic field in a stratified medium with TMM, the
structure is split into simpler elements, such as interfaces, dielectric layers
and quantum wells. At each element the field amplitude of the incident,
transmitted and reflected waves on both sides are related to each other by a

matrix equation
E+ — E+
1+1 _ . 7

{ P } =M { oh } (222)

k3
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Figure 2.5: Tlustration of the directions of the incident, reflected and transmitted waves

on either side of an element in a stratified structure.

ensuring that the waves are solutions to Maxwells equations. The fields are
propagated from right to left, as illustrated in Fig.2.5, and M; is the transfer
matrix of the i’th element. The transfer matrix of a structure containing
many elements is then given by

M,,; =M, 1M, _,... M,M, (2.23)

which leads to the general equation

[E{}:[M” M“] [Ef] (2.24)
E; Miz My |, | B
that relates the field amplitudes on either side of a structure to each other.
All optical properties of the full structure is contained in Myy, Mg, My
and My,, and the amplitude reflection and transmission coefficients for light
incident on the first element are then given by

ET -My
r=—t == 2.25
B M (2.25)

Ef  det(M,,
(o B det(Myor) (2.26)

CEF T My
Furthermore, if the electric fields are known on one side, the transfer matrices
may be used to propagate the field through the structure to find its value at
any point inside.
Assuming normal incidence on the layers of the stratified medium, the

transfer matrices are given in the following. For an interface between two
dielectrics with refractive indices n; and ny it is
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12 ny
2145

N | 20

. — 2 ny
where ny (nz) is the index on the left (right) side of the interface. For a
dielectric layer of thickness d, where the wave vector is k, the transfer matrix

is [81]
N | P (ikd) 0 (2.98)
diel ™ 0 exp (-ikd) ’
Finally for a heavy-hole exciton in a quantum well it is given by
exp (ikLow ) (w-w,+iy-il") il
exp (-ikLow ) (w-wy+iy+il")
(2.29)

— 1
Mow=——— .
oW W17y [ il’

where Low 1s the quantum well thickness.
In appendix 1 the computer code for the program “stratify” is given,
which calculates the reflectivity and transmission coefficients of an arbitrary

structure containing these three elements.
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Chapter 3
MBE growth

3.1 Introduction.

The MBE technique was developed in the late 1960s, and is presently used
both in industry and research for growth of semiconductor structures with
high precision, high purity and high uniformity [9]. In MBE, the atoms
needed for growth are supplied by thermal evaporation from solid or liquid
elemental sources. Under ultra high vacuum (UHV) conditions, the atoms
are ballistically transported to the sample surface in the form of molecular
beams. Epitaxy refers to the situation where the atoms stay on the surface
to form their own arrangement (epi=on, taxy=arrangement), in contrast to
catalysis where the atoms desorp after a surface reaction [10].

The capabilities in growth of a specific semiconductor material system
ultimately set the limits of the optical and electrical properties that can be
achieved in a heterostructure. Some limits are set by the equipment which
is used for the growth, e.g. the uniformity of the layer thickness, and some
are set by the physics of the material system itself, e.g. the band gaps that
can be achieved or the restricted range of alloys that can be combined due
to different lattice constants.

In this chapter the growth of the InAlGaAs material system with MBE
is described. The focus is put only on the topics relevant for the work in
this thesis, and no general overview is intended. In the first two sections
the principles of crystal growth, independent of the MBE-system, is treated
both from a macroscopic and a microscopic point of view, by considering
the thermodynamic phases of a grown layer and the surface reactions on
the atomic level. The next section describes the practical use of our MBE-
system, the geometry of the sources, and typical growth parameters. In
the final section, a couple of advanced growth techniques are described and
experimentally demonstrated, that have been used to make the design and
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growth of structures more flexible with as many variable material parameters
as possible in the same sample.

3.2 Thermodynamics of thin films.

Since all Arsenide-based ITI-V semiconductors crystallize in the zinc-blende
structure, thin grown layers usually adapt to the structure and lattice con-
stant of the GaAs substrate, which is referred to as pseudomorphic growth
(pseudo=false, morphology=structure) [10]. If the grown semiconductor has
a different bulk lattice constant than the substrate it is uniformly strained
in the beginning, but as growth proceeds a critical thickness, h., is reached
where the misfit is accommodated by a change of the layer structure. In this
section a thermodynamic approach is taken to describe the critical thick-
ness and the two important mechanisms of strain relaxation by generation
of misfit dislocations or by forming coherently strained islands.

3.2.1 Free energy of a uniform layer.

Fig.3.1 illustrates a layer of semiconductor B with a thickness of t, which is
pseudomorphically grown on the [001]-surface of a semiconductor A. Since
the grown layer adopts the lattice constant of the substrate and the angles
between the crystallographic axis remain 90 degrees, five of the strain tensor
elements, Eq.2.6, in the grown layer are directly given by

ds —dp
Cxe = Cyy = T (31)

€ry = €3 =€y =10 (3.2)

where d4 and dg are the bulk lattice constants of the two materials. The
case of €,z < 0 (€z > 0) corresponds to compressive (tensile) strain in the
grown layer. The in-plane strain of the grown layer leads to a deformation
in the growth direction, given by

(3.3)

where Cyy and Cy, are stiffness constants of material B [11]. The sign of Eq.
3.3 implies that in-plane compressive (tensile) strain leads to a expansion
(contraction) of material B in the growth direction.

The surface energy of the grown layer, vg, is the cost per unit area of
creating the surface from a bulk crystal by cleavage. The value of v5 depends
on the crystallographic orientation of the surface, and generally has a local
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Figure 3.1: Pseudomorphically grown layer of semiconductor B with thickness t on a

substrate of semiconductor A.

minimum for high symmetry directions [10]. Likewise, the interface energy,
Y4B, corresponds to the interface energy of the materials A and B, but the
exact value is not important here and it has only been included for the sake
of a qualitative discussion.

Adding the bulk strain and the surface contributions, the total free energy
per unit area of the grown layer is given by

Eepi = 1Coc2, + 7B + 748 (3.4)

where Cy = Oy + C1o — 2C%,/Cyy [12]. Tn Table 2.1, the stiffness constants
discussed here are given for the three binary semiconductors used in this
work.

3.2.2 Surface morphology.

The total energy of the uniform layer given in Eq. 3.4 is a good basis for un-
derstanding the possible surface morphologies that may occur during growth,
and the parameters that govern them. In the ideal case of lattice matched
growth, only the surface energies in Eq. 3.4 remain, and it is relavant to com-
pare E., with the surface energy of the substrate, v4. In the cases where
vB + Y4B < Y4 growth of flat layers on the substrate is favourable, often re-
ferred to as the Frank-Van der Merwe (or layer-by-layer) growth mode. In the
opposite case, Y+ yap > V4, flat layers are energetically unfavourable lead-
ing to clustering on the surface - the socalled Volmer-Weber growth mode.
Finally, the Stranski-Krastanow growth mode may occur for v +vap ~ 74,
where the deposited layer first wets the substrate and then forms islands on
top of this so-called wetting layer. In the semiconductor system used here
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Figure 3.2: a): Phase diagram for the three different surface morphologies, uniform film
(UF), dislocated islands (DT) and coherent islands (CT) [14]. b): Detailed phase diagram

for coherently strained islands [13].

layer-by-layer growth is obtained for the growth of Al,Ga;_,As on a GaAs
substrate, which in practise may be regarded as lattice matched because of
the nearly identical lattice constants of AlAs and GaAs.

In the case of lattice mismatched systems, e.g. In,Ga;_,As on GaAs, Eq.
3.4 yields the total energy for t < h.. Further growth of the layer leads to
a phase transition, with a change of free energy that may be expressed as
AFE astic+AEompn <0, where AE, 5. <0 is the change of elastic energy due
to strain relaxation. In the case of dislocation formation AEmorph:E%iler is
the cost of forming a dislocated interface, whereas in the case of coherent
island formation AE,,.-pn = AEg,-s is the change of surface energy [14].

In fact, the ratio I' =E&“! /AE,,.; determines which of the two mor-
phologies are preferred, and it is possible to construct a phase diagram,
Fig. 3.2a, that distinguishes between a uniform film (UF), coherent islands
(CI) and dislocated islands (dislocated film) (DI) as a function of I' and the
amount of deposited material, Q [14]. In the In,Ga;_,As/ GaAs system it
was found that for coherent island formation to occur in MOCVD (Metal
Organic Chemical Vapour Deposition) grown structures a value of x > 0.33
is required, otherwise a dislocated film results above the critical thickness.

[15].
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3.2.3 Misfit dislocations.

In the case of dislocation formation, the critical thickness is obtained by
equating the strain force of the grown layer to the line tension of a misfit
dislocation, which yields the relation

BB OB

where v=C15/(C11+4C12) is Poisson’s ratio, b=4A is the size of the Burges
vector for the dislocation here and e=e,, is the amount of in-plane strain[47].
The term €;,;. accounts for a frictional strain that works against the formation
of dislocations [46], explaining the observation that for low values of ¢ strained
layers with very high values of h. have been achieved [45] [47].

In section 4.2.5 the generation of misfit dislocations will be discussed
further, where limiting values of €y, for InAlGaAs structures are derived
from experiments.

3.2.4 Coherently strained islands.

To form the phase of coherently strained islands the uniform film breaks up
into a three dimensional structure, consisting of islands that typically form
pyramids with low index facets. Part of the deposited material forms a wet-
ting layer between the substrate and the islands corresponding to Stranski-
Krastanow growth, and the break-up takes place without generation of dis-
locations. These islands, e.g. formed by growing In,Ga;_,As on GaAs are
particularly interesting because when they are capped with GaAs they ef-
fectively confine the electrons and holes in zero-dimensional structures of
high optical quality, so-called gquantum dots, that have properties similar to
individual atoms.

A detailed treatment of the surface structure yields a number of different
phases of coherently strained islands depending on certain control parameters
aand 3 [12] [13]. The phase diagram is shown in Fig.3.2b for pyramid-shaped
islands in a square lattice, in additon to plots showing the dependence of
the island energy on the size for each of the phases. The parameter « is
proportional to the change of surface energy in the island formation, and
although the surface area increases it may actually be negative due to a
strain induced reduction of the surface energy. The parameter 3 increases
with the amount of deposited material used for forming the islands, that
is the total amount of deposited material minus the part of it used for the
wetting layer. Phases 1,4,5 and 6 correspond to stable arrays of islands with
an optimum size, L,, that minimizes the energy. In the phases 2 and 3, the
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energy is minimized for L— oo, corresponding to so-called Ostwald ripening
where the average island size increases with time while the density decreases,
due to coalesence of islands.

Experimentally, it has been found that the growth of 4 ML of InAs in a
normal Asy-background pressure leads to a stable periodic array of coherent
islands with an optimum size of La~140A, but when the Asy-background
pressure is lowered, Ostwald ripening occurs. This is succesfully explained
by the phase diagram in Fig.3.2b as a change of the surface free energy from
a <0 to a >0 while 3 is constant, moving the system from phase 4 to 3 [12]
[13]. However, recent investigations show that kinetic effects also need to
be considered in more accurate models of the island formation [17] than the
equilibrium model given here.

3.3 Growth on an atomic scale.

While the thermodynamic approach considered above yields the different
equilibrium phases of the surface morphology during growth, it does not de-
scribe the processes on a microscopic scale. Knowledge of these processes
is important, in order to choose the optimal growth rates, beam fluxes and
substrate temperature, and additionally they influence the structure of the
interface between two alloys. Here, the basic atomic processes taking place
during MBE-growth of GaAs on the GaAs [001]-surface are first considered,
which are assumed to be representative of MBE-growth of most I1I-V semi-
conductors [18]. Second, exchange processes between different alloys are
described, that account for surface segregation and leads to interfaces that
are not abrupt.

3.3.1 Surface reactions.

For typical growth temperatures with a background As, pressure the GaAs
[001]-surface forms a (2x4) reconstruction, where the top layer is terminated
by As dimers forming rows in the [110]-direction, as illustrated in Fig.3.3. In
the case of GaAs growth, Ga atoms are incorporated into the surface with a
sticking coefficient assumed to be one. As; on the other hand, is physisorbed
to the surface, and only in the presence of Ga sites with vacant As sites
next to them is the chemisorption of Asy possible where the Ga-As bond is
formed. The Asy molecules in the physisorbed reservoir may also desorp back
into the vacuum. Hence growth is completely controlled by the flux of the
group-IIT elements when the flux of the group-V elements is high enough to
keep the physisorped reservior filled. This is accomplished with a V/IIT flux
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Figure 3.3: Drawing of the top three monolayers in the (2x4) reconstruction of a As-rich
[001]-GaAs surface. Big (small) filled circles are As-atoms in the first (third) layer from
the top, and open circles are Ga-atoms in the second layer. The shaded box indicates the

unit cell.

ratio of 7-8 for growth on the GaAs [001]-surface. If the flux of the group-III
elements is too high, the surface eventually becomes Ga rich, and terminated
with Ga dimers. In this case further deposition of group-IIl elements lead
to the formation of metal clusters on the surface with detrimental effects on
the optical and electrical properties.

When a group-III element is incorporated into the surface, it hops, or
migrates, between many different lattice sites, before it eventually forms a
Ga-As bond in a chemisorption event. Hence, the flux rate of group-III
atoms should be low enough to allow them to find the (local) minimum
energy position on the surface. The surface migration of the group-III atoms
may be enhanced by raising the substrate temperature, but if it is too high

‘ Surface ‘ Alloy ‘ V/III ratio ‘ T oub ‘ Max. growth rate ‘

(001) | AlGaAs 810 | 595-625°C T um/h
(001) | InAlGaAs | 810 | 500-520°C 1 um/h
(110) AlGaAs ~~ 20 470°C 0.5 um/h

Table 3.1: Growth conditions used here for different material systems and surface ori-

entations.
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desorption of group-II1 atoms significantly reduces the growth rate.

The growth conditions used here for different surfaces and alloys as given
in Table 3.1. The growth of InAlGaAs requires a lower substrate temperature
than for AlGaAs, because of the higher In-desorption rate. For the [110]-
surface, which is non-polar, the low incorporation rate of Asy is compensated
for by a combination of a high V/III flux ratio, a low substrate temperature
and a slow growth rate [38].

Starting from the As, terminated (2x4) surface reconstruction it has re-
cently been shown that after deposition of a fraction of a monolayer of Ga,
GaAs islands with a height of a single monolayer are formed after nucle-
ation on the As dimer rows [19]. In the ideal layer-by-layer growth mode,
the number and size of the islands then increase until approximately half a
monolayer has been deposited, after which the islands coalesce and a terrace
free surface is eventually obtained at the completion of the monolayer. In
this picture, the step density on the surface increases until approximately
half a monolayer has been grown, and then decreases to zero after growth of
exactly one monolayer. However, experimental and numerical investigations
have shown that this growth mode is only obtained in the beginning, whereas
a steady state surface topography is reached after the deposition of several
monolayers, where the density of terrace steps is constant and growth pro-
ceeds by step propagation. This corresponds to the average migration length
being shorter than the average distance between terrace steps [18]. As will
be demonstrated in section 3.5.1, the surface recovers the topography with a
low density of terraces if a growth interrupt is introduced.

3.3.2 Surface segregation.

The sharpness of the interface between two alloys influences the optical prop-
erties of semiconductor structures, e.g. the energy levels and inhomogeneous
broadening of excitons in quantum wells. In the plane of the interface the
sharpness is ultimately set by the surface topography as described in the pre-
vious paragraph. On the other hand, the sharpness in the growth direction
is determined by the tendency of the elements in the two alloys to float to
the surface, referred to as surface segregations. While this effect is negligible
in AlGaAs alloys, and GaAs/ AlGaAs interfaces are very abrupt, In has a
pronounced tendency of floating on the surface [24][28]. Thus, when grow-
ing an In,Ga;_,As quantum well with GaAs barriers, the In-content is only
gradually increasing after the first interface and gradually decreasing to zero
after the second interface.

On the microscopic scale, shown in Fig.3.4, surface segregation in e.g.
In,Ga;_,As results from an exchange proces of a Ga atom in the surface
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Figure 3.4: Tllustration In surface segregation, as an exchange proces in the group-IIT

sublattice, making the surface layer (s) more In-rich (grey cicles).

atomic layer (s) with an In atom in the bulk monolayer underneath (b),
in which the system gains an amount of chemical energy F, and an elastic
energy E.;,s due to strain. The chemical energy is related to the binding
energies between group-I1T and group-V elements[26][24], and reflects that in
the lowest energy configuration the most strongly bound group-III element
is in the bulk layer because of the fewer bonds of a surface atom compared
to a bulk atom. The lowest elastic energy configuration is obtained when the
largest atom is in the layer with the least compressive strain.

To simulate the composition profile of an InAlGaAs structure influenced
by surface segregation during growth, a model was build based on the three
possible segregation processes[35]

Ga(b) + Al(s) +— Ga(s) + Al(b) (3.6)
In(b) + Ga(s) +— In(s) + Ga(b) (3.7)
In(b) + Al(s) <+— In(s) + Al(b) (3.8)

with chemical energies F,y, E o and Eg3 respectively. The elastic energy term
may be neglected for the first proces because the GaAs and AlAs lattice
constants are practically identical.

If the bulk (surface) molefractions of In, Al and Ga are x, (X5), ¥» (Vs)
and 7, (zs), the elastic energies in the last two processes are given by|[25]

EelaSZ%CSAQ(Xb X ) |:J—|—g(SJ(Xb—|-X5):| (3.9)
where ¢ is the lattice constant of the GaAs substrate, A (~ 7%) is the lat-
tice mismatch between InAs and GaAs/ AlAs, and J = 12.3-10'°Pa ( J+4J
= 7.9-10"°Pa ) is the value of Cy;+C2-2C},/Cyifor GaAs/ AlAs (InAs).
Using the reactions 3.6 to 3.8, the segregated composition profile of an InAl-
GaAs structure may be modelled layer-by-layer. If the initial molefractions
of the bulk layer are known, and the initial molefractions of the surface layer
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are set by the source fluxes, the equilibrium molefractions of the two layers
may be found from the law of mass action, using the conservation relations
Xpt+vetze=1, X;+ys+2z, =1, Xs+x=const., y,+y,=const. and z;+z, =const.
The equilibrium molefractions obtained for the surface layer, are then used
as the bulk molefractions in the simulation of the next layer.

In appendix 2, the computer code for the program “segsimul” is given that
calculated the composition profile given the nominal profile and the segrega-
tion energies. In section 4.2.1, results from this model will be described and
compared with experiments.

3.4 MBE growth in practice.

3.4.1 Preparations for growth.

The MBE-system used here is a Varian Modular GEN I1, shown schematically
in Fig.3.5 where the upper case letters label the parts that will be described in
the following. The substrates used for growth are commercially available,epi-
ready, 2 inch GaAs wafers. The thickness is typically 500pum 425 pm, with
a maximum miscut angle to the [001]-direction of 1°. In the flow bench, (A),
the wafers are mounted on sample holders that are attached to a trolley.
Typically four wafer are introducted in the MBE-system in each loading.

The trolley is inserted into the entry-exit chamber (B), which is pumped
down to a pressure of ~107° Torr and degassed for 4 hours at 200°C. During
degassing the water vapour is removed, and a final pressure of < 10~ Torr is
reached. Through the valve (C) the trolley is moved into the buffer chamber
(D), where the wafers are prepared for growth. With the manipulation arm
(E) a sample holder is moved from the trolley onto the high temperature
degassing station (F'), where each sample is heated up to 400°C for 1-4 hours,
in order to remove residual gasses inside the wafer. A background pressure
of 10" Torr can be obtained in the buffer chamber, increasing to > 107®
Torr during the degassing. To avoid contamination, the valve to the growth
chamber (G) is not opened until the pressure in the buffer chamber gets
below 2-107'° Torr after degassing.

With the manipulation arm (H), the sample holder is introduced into
the growth chamber and fastened on a substrate holder, the socalled CAR
(continuous azimuthal rotation) (I). The CAR is turned so the wafer surface
faces the sources (J). The backside of the source flange is shown in the inset
in Fig.3.5 where the positions of the sources are indicated. The sources are
heated up to a temperature given by the desired beam flux, typically 180°C
for As, 800°C for Ga and Al, and 600°C for In. A cracker cell at the end

of the As-source decomposes Ass;-molecules evaporated from solid As into
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Figure 3.5: Schematic top-view of the MBE-system. (A): Flow bench, (B): Entry-
exit chamber, (C): Valve, (D): Buffer chamber, (E): Transfer arm, (F): high temperature
degassing station, (G): Valve, (H): Transfer arm, (I): CAR-station, (J): Sources, (K):
Electron gun, (I.): Flourescent screen. Inset: Side-view of source flange with positions of

the individual elemental sources.

Asy-molecules, at a temperature of 700°C. Since the group-I1T elements are
liquids at the operating temperatures they are positioned at the bottom of
the flange pointing upwards to the sample. The flux from the sources can
be turned on and off by pneumatically activated shutters, either manually or
from a computer.

3.4.2 RHEED calibration and growth.

A very important tool for characterizing the sample surface and determining
the growth rates, is the socalled reflection high energy electron diffraction
(RHEED) pattern. This is formed by the diffraction of 15 keV electrons
from the electron gun (K), in Fig.3.5, on the sample surface under a small
angle, and is imaged on the flourescent screen (L). Prior to growth, oxides
are removed from the wafer surface by heating it up to a high temperature
of ~640°C in a background pressure of As; for a few minutes. Formation of
the Asjy stabilized (2x4) surface reconstruction is then visible in the RHEED
pattern, showing elongated spots when the electron beam is incident along
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Figure 3.6: Typical RHEED diffraction pattern from the GaAs (2x4) reconstructed
surface in the [110] direction. From Ref.[9].

the high symmetry directions [110] and [110], see Fig.3.6. The spots cor-
respond to diffraction orders of the electrons in the crystal lattice, and in
between bright integer order spots weaker fractional order spots are seen,
corresponding to the two or four times longer periodicity of the reconstruc-
tion. When growth is initiated oscillations in the specular reflection are
clearly seen, corresponding to the growth of a single monolayer for each pe-
riod. The oscillations are damped and disappear after several monolayers
(>10), and a constant specular reflection intensity remains which is lower
than the initial value. This corresponds to the transition from layer-by-layer
growth to step propagation, as described in section 3.3.1, since the RHEED
specular intensity is in essence a measure of the density of terrace steps on
the surface. The oscillations are utilized to make a precise calibration of the
growth rates of the binary compounds and the group-I1T molefractions in the
alloys. Usually, the growth rates are measured separately on a calibration
wafer before introducing the wafer on which the desired structure is grown.
The substrate temperature, T,,;, should be the same for the calibration and
the growth, because the growth rates depend on Ty,; due to the temperature
dependence of group-I1I desorption. Note that the values of Ty, given here
are the real surface temperature measured with a pyrometer. Due to heat
loss, the set point of the thermocouple, Tr¢, should be higher, and a relation
of Tsup=0.78-Trc+56.4 was found [38].

During growth the Ass-source is kept open, and growth is controlled by
opening and closing the group-III sources, as described in section 3.3.1. For
ternary and quaternary alloys the molefractions of the group-III elements are
determined by their relative fluxes. At the end of every growth, the surface
is capped by a thin layer of GaAs, usually about 10 nm, in order to protect
the surface from oxidation in an ambient environment.
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After taking out the wafers, some kind of postprocessing is carried out,
depending on the particular application of the grown sample. For most of
the measurements described in this work the wafer is simply cleaved into 5
mm square pieces that are easily mounted on the cryostat holders used for
optical characterization.

The standard optical characterisation techniques of photoluminescence
and reflection will not be described in detail here. Only in section 4.3.3 and
section 5.3.1 this characterization will be described in further detail, where
a special setup was used.

All samples in this thesis are labelled HCOxxx similar to the standard
labelling at the I1I-V Nanolab. (HCQ stands for Hans Christian Orsted, who
discovered electromagnetism, purified Aluminum and founded the Technical
University of Denmark!)

3.5 Advanced growth techniques.

In this section a collection of growth “tricks” are presented, that have been
used frequently in the work here, e.g. to improve the sharpness of quantum
well interfaces, to vary the layer thickness and composition across the wafer
or to facilitate the use of several different alloys in the same sample. The
main motivation for using these techniques is either to economize on the
number of growths, or to be able to vary a parameter continuously (layer
thickness or composition) under constant growth conditions.

3.5.1 Growth interruption.

The effects of growth interruptions (GI) were studied in a series of samples,
HC®500-503 , as reported in Ref. [20] [21]. Only the influence of GI on
the exciton lineshape will be described here. All four samples were grown
under identical growth conditions, that is a substrate temperature of 625°C,
a maximum AlGaAs growth rate of 1 um/h and a V/III flux ratio of 8-
10. In each sample three GaAs quantum wells with Alg35GaggsAs barriers
were grown without wafer rotation. In HC@503 no GI was used, in HC@)501
(HC®502) a 120s GI was introduced at the first (second) interface of the
quantum wells, and in HC®500 a 120s GI was used at both interfaces. Fig.3.7
shows the PL spectra at T=50K of a quantum well with a nominal thickness
of 7 nm in the four samples.

Comparing the top and bottom spectra in Fig.3.7, it is seen that when
GI is used at both quantum well interfaces, the exciton lineshape splits into
two narrow lines in contrast to one broad line when no GI is used. This is
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Figure 3.7: PL-spectra at T=50K of the 7 nm quantum well in samples HC@500-503.

For each spectrum it is indicated at which interface(s) a growth interrupt was used.

a consequence of the surface reaction kinetics as described in section 3.3.1.
During continuous growth the surface is not in equilibrium and many small
islands are present, but when growth is interrupted the islands coalesce into
fewer and larger islands that differ in height by exactly one monolayer. The
exciton Bohr radius, ag, acts as a probe of the size, 1, of the monolayer
flat islands at the interfaces. If I<ag, as in HC(503, the exciton effectively
averages over the monolayer fluctuations at the interface yielding a broad
structureless PL-peak, whereas if 1>ag, as in HC@500, the exciton experi-
ences an atomically flat interface which is evidenced in the PL spectrum as
two sharp peaks corresponding to quantum well thicknesses differing by one
monolayer.

The PL-spectra of HC®501 and HC®502 show that interrupting the
growth only at the top interface has a larger influence on the lineshape than
an interrupt at the bottom only, and in the former case a broad double peak
structure is already seen. This indicates that the actual formation of large
monolayer flat islands is due to the top interface only, whereas the bottom
interface contributes with smaller potential fluctuations that may be further
reduced by the growth interrupt.
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Figure 3.8: a): Geometry of source and sample, with definitons used in Eq. 3.10.
b): Relative thickness variation across wafer for growth of GaAs. c¢): Relative alloy
composition variation across wafer for growth of AlGaAs, expressed as the ratio between
the Al and the Ga molefraction.

Hence, GI at both interfaces of a quantum well can be used to obtain
narrow PL-peaks at discrete energies, corresponding to thicknesses of an
interger numbers of monolayers. A growth interrupt of 120s is short enough
not to incorporate impurities that degrade the optical properties noticeably,
and sufficient to achieve islands larger than the exciton Bohr radius.

3.5.2 Thickness gradient.

A practical problem in thin film growth concerns the uniformity of the layer
thickness. The material flux from a source typically decreases like r=2, where
r is the distance from the source, which means that close to the source a flat
surface experiences a non-uniform flux distribution, while far away the flux
is uniform but small. Consider an infinitesimal surface area of the source,
da’, with surface normal 7’ and areal evaporation rate E, see Fig.3.8a. The
flux dF impinging on a point on the sample surface with position vector ©
relative to the source and a surface normal 7, is then given by [9]

(7 -7)
(

If the coordinates of the Ga-source relative to the sample surface in our

cos @ - cos

(_n2' U)Eda/ —

- D) 7[v]?

dF = Edd’ (3.10)

<

MBE system are used, and the source is approximated by a point source, the
thickness variation shown in Fig.3.8b is obtained. The thicknesses are given
relative to the center thickness, and the resulting variation is nearly linear in
the direction of the largest gradient with a slope of ~ 5%cm™!. This slope
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Figure 3.9: PL-spectra across the wafer of HC@®500, for a growth interupted quantum

well with a nominal thickness of 10 nm.

is in agreement with the thickness variation experimentally obtained from
counting the number of discrete exciton lines across the growth interrupted
sample HC@500, shown in Fig.3.9, where the wafer rotation was stopped dur-
ing growth of the well. The thickness in the middle of the wafer corresponds
to 10 nm and the nine PL-peaks correspond to a thickness difference of 2.5

I as obtained

nm across the 2 inch wafer diameter, or a slope of ~ 5%cm~
above.

Since the thickness gradient is nearly linear it may be efficiently elimi-
nated by azimuthal rotation of the wafer during growth. From experiments
on rotated quantum wells, it was found that effects of non-uniformity are only
seen in areas 2-3 mm from the growth edge. Fig.3.8b also shows that for the
RHEED calibration the electron beam should hit the sample in the middle
in order to obtain the average growth rate experienced during growth with
sample rotation. If high precision is needed this may be accomplished by
bonding a 1 em square piece of GaAs to the middle of the calibration wafer,
which can then be used as a “marker” for centering the electron beam, as
indicated with the dashed square, see Fig.3.8.

Alternatively, the linear thickness gradient may be utilized for structures
with special functionalities, for instance a tunable microcavity as described
in section 5.2.4. Furthermore, the different positions of the group-III sources
may be used in combination with the thickness gradient to grow structures
with spatially varying alloy compositions. This is illustrated in Fig.3.8c for
AlGaAs, where the spatial variations of the relative growth ratio is shown.

31



BE
is

1.5 1.6 1.7 1.8 1.9
Energy [eV]

PL intensity [a.u.]

S S

CEEEEE

Figure 3.10: a): PL-spectra at T=11K for six different positions, 1-6, on sample
HCQ575. b): The six sample pieces cut from the wafer, corresponding to position 1-6

in a).

The possibility of having different alloy compositions in the same layer on
one wafer is very advantageous, for instance for the growth of quantum dot
structures where the relation between the alloy composition and the transi-
tion energies is not known in detail, see section 4.4.2. In this way, the effect of
different alloy compositions can be probed in one growth instead of growing
several samples until the desired quantum dot energies are achieved.

3.5.3 Digital alloying.

Growth of the typical barrier alloy Alg30GagroAs is usually accomplished
by setting the growth rates of AlAs (GaAs) to 0.30 gm/h (0.70 gm/h). In
an advanced structure it is often necessary to have several different alloy
compositions, which may then be achieved by changing the temperature of
the Ga or Al source during growth. However, changing the temperature is a
slow process that typically takes 15 minutes before the source is stabilized,
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so for several different alloy compositions in the same structure changing
the source temperature is not an acceptable solution. Instead, a superlattice
consisting of alternating layers of e.g. Al,Ga;_,As and GaAs may be used to
realize an average alloy composition of Al,Ga;_,As (y<x). In such a digital
alloy the relative thicknesses of the two layers determine the value of y, and
the period, A, of the layers should be chosen much shorter than the length
scale of the excitation that probes the digital alloy. That is, if the digital alloy
is designed for a specific refractive index the period should fulfill A < A/n,
where A is the vacuum wavelength of the light and n is the refractive index.
Likewise, if it is designed for a specific band gap one has A < ag, where ap
is the exciton Bohr radius.

Assume that the Al and Ga sources are set to grow Al,Ga;_,As barriers,
but somewhere in the structure an Al,Ga;_,As layer (y<x) is needed. This
may be achieved by keeping the Ga shutter open during growth of this layer,
while the Al-shutter is only periodically opened corresponding to a duty cycle
tduty of

Y 1 —x

(3.11)

tauty = ——
duty 1_y -

In this case the average growth rate of the digital alloy, GRpa4, is given by
GRpa = touy - GRa1 + GRa, (3.12)

where GR4; (GRg,) is the growth rate of AlAs (GaAs). To achieve the most
uniform digital alloy possible across a wafer, the opening time of the Al-
shutter in each period should be synchronised to match an integer number of
wafer rotations. Here, a rotation speed of 60 rpm was used, and an opening
time of an integer number of seconds.

The capabilities of digital alloying was experimentally tested, in sample
HCO575 containing five 50 nm wide Al,Ga;_,As layers with y=0, 0.05, 0.10,
0.15, 0.20, 0.257 where x=0.257. The growth parameters for each of the
digitally alloyed layers are shown in Table 3.2, and it is noted that the thickest
period is 5.42 ML corresponding to 1.5 nm, which is small compared to the
bulk exciton Bohr radius. A rotation speed of 60 rpm was used corresponding
to the growth times of AlGaAs which are an integer number of seconds. In
Fig.3.10a, the photoluminescence (PL) spectrum of the structure at T=10K
is shown for the six different places on the wafer shown in Fig.3.10b. The
six peaks correspond to the band edges in the quantum wells, and we note
that the uniformities of the digital alloys are very good, with no detectable
spectral shift of the band edge along two perpendicular directions on the
wafer. The spectral position of the measured band edges as a function of the
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y tauty | deads | tGaas | daiGass | taicass | Ny | Egap
[ML] | ] [ML] [s] [meV]

0 0 177 225.6 0 0 1 1514
0.05 | 0.152 | 4.37 5.58 1.05 1.0 33 1585
0.10 | 0.321 1.66 2.12 1.05 1.0 65 1656
0.15 | 0.510 1.50 1.92 2.11 2.0 49 1724
0.20 | 0.723 | 0.90 1.15 3.16 3.0 44 1793
0.257 1 0 0 177 167.6 1 1868

Table 3.2: Growth parameters for the six layers of the digitally alloyed sample
HC®575. y: average Al-molefraction, tgu:y: Al-shutter duty cycle, dgaas/tGaas: thick-
ness/growth time of GaAs layer, d aiGaas/taiGaas: thickness/growth time of AlGaAs layer,

Niqy mumber of periods in digital alloy, Egqp: measured transition energy.

molefraction y, was fitted to a line yielding the relation
Egap(Al,Gar_yAs) = (1515.9 + 1.6) + (1379.7 £ 10.1) - y (3.13)

This is very close to the experimentally obtained relation for bulk AlGaAs
[22], and hence proves the capability of “synthezising” AlGaAs alloys by
digital alloying.

The growth of the quaternary In,Al,Ga,_,_,As material may be treated
in a similar way assuming the Ga and Al-fluxes are set to grow Al,Gaj_,As
(y<x). Then the In,Al,Ga;_,_. As may be grown as a digital alloy where the
In and Ga-shutteres are kept open and the Al-shutter is open periodically.
The growth rate of GRy, and the duty cycle of the Al-shutter is given by

GRp = —————GRaa 3.14
! l—y—= “ ( )
l—x
tduty i : (315)
1l —y—z x
and likewise the average growth rate of the digital alloy is
GRpa = tguy - GRa + GRa, + GRy,, (3.16)

The same synchronization of the growth time of the Al-containing layer and
the rotation period as discussed for the ternary alloy should be maintained.

In section 4.2.4 the characterization of digitally alloyed In,Al,Gay_,_.As
multi quantum wells with Al,Ga;_,As barriers will be described, and a com-
parison is made with continuously grown InAlGaAs structures.

34



Chapter 4

Nanostructures based on
quaternary InAlGaAs

4.1 Introduction.

As described in section 2.1.4, reducing the dimensionality of semiconductor
nanostructures leads to an increasing density of states at the band edge, with
the prospect of new physical properties and improved device performance.
In the practical realization of low dimensional structures, the choice of semi-
conductor alloys is very important since it determines the layer thickness
that may be grown, the sharpness of the interfaces and the position of the
band edge. For MBE-growth on GaAs, the most common material choices
are InGaAs/ GaAs or AlGaAs/ GaAs, but occasionally combinations of the
ternary alloys are also used, including InAlAs. However, the full quaternary
InAlGaAs alloy is rarely used, and very few of its properties are available in
standard references [85].

The present chapter deals with the growth and optical properties of quan-
tum wells, quantum wires and quantum dots based on quaternary InAlGaAs
alloys, as reported in Ref. [35] [77] [70] [71] [74] [75] [23]. For each of these
dimensions, an experimental comparison will be made with similar structures
based on binary or ternary alloys, in this way making a direct comparison
with the quaternary alloys possible.

4.2 InAlGaAs quantum wells.

Starting with the two-dimensional structure, a detailed analysis of InAlGaAs
quantum wells is first presented, with emphasis on the composition profile
when surface segregation is taken into account and the modelling of the
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measured transition energies and linewidths. Secondly, a series of digitally
alloyed multi quantum wells (MQWs) is compared with the continuously
grown structures. Finally, the conditions for avoiding misfit dislocations in
InAlGaAs MQWs are experimentally investigated.

4.2.1 Composition profile of InAlGaAs quantum wells.

As described in section 3.3.2, In shows a tendency of segregating to the
surface, leading to interfaces that are not abrupt. Here, the calculated com-
position profiles are shown, in order to compare the different alloy systems.

The most important parameters for finding the equilibrium of the ex-
change reactions, Fq. 3.6-3.8, are the chemical energies, which are not well
known from measurements and depend strongly on the growth conditions.
Experimentally, it has been found that Eg > Eg > Egy [24] [31] [33], showing
that the tendency of In segregation is always stronger than Ga segregation in
AlGaAs. However, it was also found that segregation depends more strongly
on temperature than the Boltzmann factor, exp(-E;/kT), entering the law
of mass action [30][29][26], suggesting a chemical energy that increases with
temperature. The growth model in section 3.3.2 has been compared with a
detailed Monte Carlo simulation[26], showing a good agreement at the nor-
mal growth temperatures of In-containing structures (Ts,, ~520°C) where
thermodynamic equilibrium is reached [32], and underlining the necessity of
taking the strain energy term in Eq.3.9 into account. The comparison also
concludes that E; only should be considered as a fitting parameter valid at
the specific growth conditions, and the apparently strong temperature de-
pendence is in fact due to kinetically limited diffusion on the surface. As
described in the next section the values E 1 =0.17 eV, E;,=0.34 eV and E
=0.52 eV were found for the growth conditions used here [35].

Using these values, Fig.4.1 compares the simulated composition profiles
of an 8 nm GaAs/ Alg3GagrAs quantum well and three 8 nm In,Ga;_,As/
GaAs quantum wells (x=0.05, 0.10 and 0.20), with and without segregation.
For the GaAs/ Alp3GagrAs well, the composition profile with segregation is
not much different from the nominal profile, and most of the change of the
Al-molefraction at the interfaces takes place within one monolayer. On the
other hand, at the first interface of the In,Ga;_,As/ GaAs quantum wells
the In-molefraction reaches 90% of the x-value after 7, 8 and 9 MLs, and
at the second interface it decays to 10% of the x-value after 7, 9 and 12
MLs. The rise and decay lengths decrease with increasing In-molefraction
because of the increasing influence of the elastic energy term, that tends to
equilibrate the In-molefraction in the surface and bulk layers. The decay
length at the second interface corresponds to 20-35 A, in good agreement
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Figure 4.1: a): The solid line (solid line with circles) show the nominal (segregated)
composition profile of an 8 nm GaAs/ Aly 3Gag 7As quantum well. b): The solid lines
(solid lines with circles) show the nominal (segregated) composition profile of three 8 nm

In,Gai_,As/ GaAs quantum wells, with x=0.05, 0.1 and 0.2.

with SIMS measurements [29].

In Fig.4.2 the simulated composition profile of an Ing15Alg.255Gags95As/
Alp3GagrAs quantum well is shown. These molefractions are typical for the
work here. The rise and decay lengths, defined in the same way as above,
are 4 (3) at the first (second) interface for Al and 8 (10) at the first (second)
interface for Ga and In. This difference is expected due to the low tendency
of Al-segregation. Hence, the model shows that for InAlGaAs quantum wells,
the Al composition profile is close to the nominal profile, and the In and Ga
profiles are very similar to pure ternary InGaAs quantum wells.

4.2.2 Energy levels of InAlGaAs quantum wells.

For a systematic experimental analysis of InAlGaAs quantum wells, three
samples were grown, HC(548-550, each containing several quantum wells
[35]. The first sample was used to find the value of the chemical energy
Es corresponding to the growth conditions used here. The second was used
to calibrate the In-source flux as a function of temperature, and the third
contains the actual InAlGaAs quantum wells. For all samples a substrate
temperature of 515°C, a V/III flux ratio of ~ 8 and a wafer rotation speed
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Figure 4.2: The solid lines (solid lines with symbols) show the nominal (segregated)
composition profile of Al, Ga and In in an 8 nm Ing 15Alg 255Gag 505As quantum well with

Al 3Gag 7As barriers.

of 20 rpm were used. To model the transition energies the segregation model
described in the previous section was used to calculate the composition profile
of grown structures. For each monolayer the band structure parameters were
then obtained from the molefractions, that is the effective masses and the
position of the band edges, which was then used to solve the Schrodinger
equation in a six-band k-p model, using a previously developed computer
code [40]. In this calculation the Coulomb interaction is not included, so the
exciton binding energy must be subtracted from the eigenvalues afterwards.

In the first sample, HC?549, 8 InGaAs quantum wells were grown with
a nominal In-molefraction of 0.10 and quantum well thicknesses of 1, 2, 3,
5, 7, 10, 20 and 40 nm. In Fig.4.3 the PL-spectrum at T=10K is shown
on the right, and the measured transition energies are shown on the left as
a function of well width. First, a corrected In-molefraction of x.,,.,=0.092
was found using a square well potential for the thickest quantum well, where
surface segregation does not influence the transition energy. Next, the value
of the chemical energy E4,=0.34 eV was fitted to yield the best overall agree-
ment with all the quantum well transition energies, using a well width depen-
dent exciton binding energy [41]. The measured and calculated values are
compared in Fig.4.3, showing an average deviation of a few meV. In Fig.4.3
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Figure 4.3: Right in figure: PL-spectrum at T=10K for HC®549. Left in figure: The
squares show the measured transition energies. The solid (dashed) lines show the calcu-
lated transition energies as a function of well width, for a segregation potential (square well

potential). Table: Measured and calculated values of the transiton energies in HCQ549.

the calculated transition energies are plotted as a function of well width, for
composition profiles with and without segregation. Clearly, including the
effect of segregation improves the overall agreement, and it is especially im-
portant for the intermediate quantum well thicknesses. At large thicknesses
the electron and hole wave functions have small amplitudes at the interfaces,
and hence are not influenced much by the exact shape of the quantum well
potential here. For narrow wells, the wavefunctions penetrate deeply into
the barriers and averages over the quantum well potential, so changes in the
shape of the potential do not influence the transition energies much.

The second sample, HC(548, contained six 5 nm wide In,Ga;_,As/ GaAs
quantum wells with nominal molefractions of x=0.05, 0.10, 0.15, 0.20, 0.25,
0.30. The sample was used to calibrate the In-source flux as a function of
temperature, which is difficult with RHEED for several reasons. Generally,
the RHEED intensity oscillations are weaker for growth of InGaAs than for
AlGaAs, and at high In fluxes relatively few monolayers of InGaAs can be
grown before the critical thickness is reached. Furthermore, if the electron
beam does not hit the center of the wafer the RHEED calibration does not
yield the exact growth rate obtained for growth with wafer rotation, see
section 3.5.2.
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Figure 4.4: Right in figure: PL-spectrum at T=10K for HC(?548. Left in figure: Mea-
sured and calculated transition energies for the best fit of the In-source flux. Table:

Measured and calculated values of the transiton energies in HC(548.

In Fig.4.4 the measured PL-spectrum at T=10K is shown on the right,
and on the left the measured and calculated transition enegies are shown for
the best fit of the In-source flux. For the calculations the value E ,=0.34
eV found above was used, and the exciton binding energy was taken from
Ref.[41]. In agreement with the Clausius-Clapeyron relation, it was assumed
that the In-source flux is proportional to exp(-a/T), where T is the absolute
temperature and « is a fitting parameter. In 4.4 the values measured and
calculated transition energies are compared, yielding a deviation of one meV
or less.

Comparing the measured energies of the nominally identical 5 nm Ing
GagoeAs/ GaAs quantum wells in HCO548 and HCO549, shows that the
reproducibility of the growth conditions is so good that no difference can be
observed with PL.

In HCO550, five 8 nm InAlGaAs quantum wells were grown, referred
to as QWI1-QW5, with AlgrGagssAs barriers. For the wells In was added
without using digital alloying, yielding a quaternary alloy which may be
written as In(Alp.17Gag.s3)1-As to indicate that the relative molefractions of
Al and Ga are the same in the whole structure. The nominal In-molefractions,
x=0.05, 0.10, 0.15, 0.20 and 0.25 were obtained by varying the In-source
temperature. The PL-spectrum of HC@550 at T=10K, see Fig.4.5, shows five
well defined peaks with similar shapes but differing widths, indicating a good
sample quality without strain relaxation. In addition to the e-hh transition
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Figure 4.5: Left: PL-spectrum of HC@550 at T=10K, corresponding to the e-hh tran-
sition in QW1-QW5. At each peak the corrected values of the well width and In-mole
fraction are given. Right: PLE-spectrum of QW5 at T=10K, with assignments of the
peaks.

energies obtained from PL, the e-lh transition energies were also measured
using photoluminescence excitation spectroscopy (PLE), see Fig.4.5. In this
plot ej;-hhy (ej-lhy) refers to the transition between the first level in the
conduction band and the first level in the heavy-hole (light-hole) band. Since
the quantisation energies of the second and third levels are much lower for
the holes than for the electrons, due to the larger hole mass, and since e;-hh,
is forbidden by symmetry [5], the peak in between is assigned to the e;-hhj
transition.

To model the measured e-hh and e-lh transition energies, the In-source
calibration and the value of E,, obtained above was used to calculate the
composition profile of the quantum wells. The values of E;; and E 3 needed
to model the segregation in the quaternary system were derived from Fi,,
using the experimentally determined ratio of approximately 1:2:3 between
the energies [25][31]. Since the nominal In-source flux differed from the cal-
ibrated In-source flux obtained from HC®548, the nominal thicknesses and
In-molefractions in QW1-QW5 were corrected as indicated in Fig.4.5 and
Table 4.1. The binding energies were assumed to be 7 (8) meV for the heavy
(light) hole exciton.

The best fit to the transition energies, see Table.4.1 was obtained us-
ing the following empirical relation for the unstrained In,(Al,Gaj_,)1_,As
bandgap

Egap(Ing (Al Gay_, )1_p As)=1.519+1.36y-+0.22y>-1.584x+0.475x2+0.55xy
(4.1)

In the limits x—0 and y—0 this relation becomes the experimentally well
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Emeas Emeas

Label || Luom | Xpom | Leorr | Xeorr e—hh ngih e—lh Ega—llch
[nm] [nm] [meV] | [meV] | [meV] | [meV]
QW1 8.0 0.05 8.0 [0.052 | 1719 1720 1742 1734
QW2 8.0 0.10 7.9 | 0.088 | 1679 1679 1717 1709
QW3 8.0 0.15 7.7 10.120 | 1643 1643 1694 1689
QW4 8.0 0.20 7.5 | 0.150 | 1609 1609 1674 1670
QW5 8.0 0.25 7.3 | 0.180 | 1574 1578 1650 1652

Table 4.1: Measured (meas) and calculated (calc) values of the transition energies in
QW1-QWS5 of HCO550. Lyom (Leorr) and Xpom (Xcorr) are the nominal (corrected) quan-

tum well thicknesses and In mole fractions respectively.

determined band gap relation of AlGaAs [22] and InGaAs [41], see section
2.1.3, and the last term proportional to xy is the lowest order correction due
to the simultaneous presence of Al and In. The measured barrier bandgap of
QW1-QWb5, obtained from the PLE measurements, was in very good agree-
ment with Eq.4.1 for x=0 and y=0.17.

4.2.3 Linewidth analysis.

In Table 4.2, the measured full width at half maximum (FWHM) of the
PlL-peaks in HCO550 are given. In a simple model of the linewidths of
InAlGaAs quantum wells the width is assumed to be the Gaussian sum of
three independent contributions

ABpwmy=y/ABZ+AFZHAE? (4.2)
where AE, and AE, are due to alloy fluctuations of In and Al, and AE,,,
is due to fluctuations of the width of the quantum well. The alloy fluc-
tuations may be described statistically as a standard deviation of e.g. the
In-molefraction within the volume of the exciton [42]

AE,=2v2 In2 X(IN'X) a];i“p (4.3)

where x is the mean In-molefraction, N is the number of group-IIl atoms
within the exciton volume and JE,,,/0x is the partial derivative of the alloy
bandgap. To calculate the exciton volume V=rmall., was used, where ag=13
nm is the in-plane Bohr radius and L., is the FWHM of the wave function in
the growth direction. A similar relation was used for Al.
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Label || AERSe | AE, | AE, | AEuus | AESE 10
[meV] [meV] | [meV] | [meV] [meV]
QW1 3.5 1.75 2.93 0.77 3.50
QW2 3.9 2.19 2.94 1.43 3.93
QW3 4.6 2.58 3.06 2.31 4.62
QW4 5.4 2.93 3.20 3.08 5.32
QW5 6.0 3.19 3.29 3.85 5.99

Table 4.2: Measured and calculated linewidths of QW1-QW5 at T=10K.

To describe the broadening due to well width fluctuations the deriva-
tive of the e-hh transition energy with respect to the well width was calcu-
lated, OE._p; /0L, and an effective size of the effective well width fluctuations,
AL.sy, was used,

OFc_pn
oL

A very good fit to all the measured well widths was obtained with AL.;;=1.1
ML as shown in Table 4.2, where the magnitudes of the three individual
contributions are also given. We note that the variation of AE, is neg-
ligible because the Al-molefraction is almost constant in the wells.Due to
the square root dependence in Eq. 4.3 AE, increases sublinearly with the

AE =

N (4.4)

In-molefraction. On the other hand, the contribution from well width fluctu-
ations increases almost linearly with the In-molefraction, and changes from
being the least significant contribution in QW1 to the most significant in
QW5.

It should be emphasized that the linewidth analysis here is a very sim-
plified approach, and for instance does not consider the effect of partially
localized excitons that may result in a more narrow lineshape than the po-
tential distribution [43]. However, it is sufficient to estimate the relative
magnitude of the contributions to the lineshape, and to conclude that the
linewidths are determined purely by random statistical effects. That is, clus-
tering of the group-III elements may be excluded as well as partial relaxation
of the strain, which leads to much broader linewidths [44].

4.2.4 Digitally alloyed InAlGaAs MQWs.

A number of InAlGaAs MQWs were grown for making T-shaped quantum
wires, that will be described in the following sections. For these structures
high barriers were needed, typically of Alp3GagrAs, but at the same time it
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Sample || Well material | Low | EI9? | Erwam Eg“_lzh (AE)
7,y [nm] | [meV] [meV] [meV]
HC®583 0.15,0.16 10.6 1591 15.5 1650(59)
HCO584 0.10,0.145 20.1 1558 20 1633(75)
HCO587 0.10,0.145 17.6 1591 4.6 1638(47)
HCO®588 0.10,0.11 17.9 1537 3.7 1589(52)
HC®589 0.10,0.18 17.9 1644 4.4 1686(42)
HC®626 0.15,0.15 8.8 1606 5.1 1652(46)
HCO627 0.20,0.18 8.2 1632 7.9 1667(35)

Table 4.3: Nominal quantum well In(z)- and Al(y)-mole fractions, quantum well thick-
ness, Low, measured e-hh energy, EI’/;, measured e-hh linewidth, Epw g, and cal-
culated e-hh energy, Eg‘ﬂfbh, (deviation from measurement, AE) of the InAlGaAs MQWs

investigated here. All samples were grown with Aly 3Gag 7As barriers.

should be possible to choose the In- and Al-molefractions in the well inde-
pendently. To avoid changing the source temperatures several times during
growth, this was accomplished by using digital alloying as described in section
3.5.3. In Table 4.3 the In and Al-molefractions and quantum well thicknesses
are given for these structures. All samples were grown with a substrate tem-
perature of 500°C, a V/III flux ratio of 810 and the wafer rotation was
synchronized to the growth time of the InAlGaAs layer in the digital alloy.
The energy and linewidth of the e-hh transition was measured with PL
at T=10K, and in Table 4.3 these values are compared to the calculated
values using the model in the previous section and a constant exciton bind-
ing energy of 7 meV. Especially for HC(583 and HC(584 the difference is
very large and the spectra are broad, which is explained by a clearly visi-
ble strain relaxation due to misfit dislocations. For the rest of the samples,
the calculated values are all ~40-50 meV higher than the measured values
indicating a systematic origin of the difference. Two important differences
between these samples and the samples HCO)548-HCM550 described in sec-
tion 4.2.2 should be emphasized, that may explain this deviation. First, the
growth rates for the samples in Table 4.3 were obtained from the RHEED
oscillations, that is no calibration samples were grown to check the In and
Al-molefractions. Secondly, digital alloying was used in these samples to ob-
tain the desired molefractions in the quantum well. As mentioned in section
3.5.2, RHEED calibrations yield the wrong molefractions and growth rates
if the electron beam is not centered on the sample, and in fact for small
variations of Ay=0.015 and Ax=-0.015 Eq. 4.1 leads to an increase of the
bandgap of ~45 meV. Because the RHEED calibration is more difficult for
the growth rate of InAs than for AlAs and GaAs, most of the uncertainty is
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Sample Ly N | ecyy d* Growth
[nm] [%] | [nm]
HC®583 || 25 | 41 | 0.32 | 1460 | relaxed
HCO584 || 25 | 25 ] 0.32 | 1128 | relaxed
HC®587 || 50 | 10 | 0.19 | 680 | pseudo
HC®588 || 50 | 10 | 0.19 | 680 | pseudo
HC®589 || 50 | 10 | 0.19 | 680 | pseudo
HC®626 | 50 | 10 | 0.16 | 588 | pseudo
HC®627 | 100 | 10 | 0.11 | 1082 | pseudo

Table 4.4: Barrier thickness, Ly, number of wells, N, effective strain, €erf, total thickness,
d*, and growth morphology of the InAlGaAs MQWs investigated here.

probably related to the In molefraction. Furthermore, the frequent shutter
operations during growth of the digital alloy may cause deviations of the
molefractions from the nominal values if the opening and closing times are
different. Although the measurements in section 3.5.3 do not indicate this
problem, changes of the shutter speeds over time have not been checked.
However, since the linewidths of the InAlGaAs MQWs in Table 4.3 are
very similar to the ones of HC(550, see Table 4.2, it may be concluded that
digital alloying leads to a distribution of the group-IIT elements which is ex-
perimentally indistinguishable from continuously grown alloys. Additionally,
the almost constant difference between the calculated and measured e-hh
transition energies show that it is realistic to grow digitally alloyed InAl-
GaAs MQWs with energy levels differing at the most by ~ 10 meV from the
designed values - if the exact origin of the systematic deviation is known.

4.2.5 Misfit dislocations in InAlGaAs MQWs.

A potential problem of growing strained MQWs, is that the accumulation of
elastic energy leads to formation of misfit dislocations even if the individual
quantum well does not exceed the critical thickness. For structures with
multiple quantum wells, it has been shown that the governing parameters
are the effective (average) strain, ¢*, and the total thickness, d*, given by

. Lowegw +lse

= 4.5
‘ Low+Ly (45)

d* = (Low-+1Ly)N (4.6)

where Low (egw) and L (€3) are the thickness (strain) of the quantum wells
and the barriers, and N is the number of periods in the structure[45]. The
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Figure 4.6: Plot of effective strain and total thickness (solid squares) of the InAlGaAs
MQWs investigated here, indicating the surface morphology for each set of values. The
solid, dashed and dotted lines show the calculated relation between critical total thickness
and effective strain for ¢;,;.=0, 0.0017 and 0.0030.

condition for generation of misfit dislocations is then the same as for a single
quantum well, see Eq. 3.5, with the well thickness and strain replaced by d*
and €*.

For the MQW structures grown here =0 since the barriers are lattice
matched to the substrate. The values of ¢* and d* are given in Table 4.4 and
plotted in Fig.4.6, indicating whether the quantum wells were pseudomor-
phically grown (pseudo) or the elastic strain was relaxed by forming misfit
dislocations (relaxed).

Using the values b=4 A and v=0.33 for Poisson’s ratio[47], the depen-
dence of critical total thickness, d¥, on the effective strain is plotted in Fig.4.6
for three different values of €7,;.. Clearly, for €7,;,.=0 misfit dislocations should
be present in all the samples grown here, in contrast to observations. The
dashed and dotted lines correspond to the minimum and maximum values
of €4 deduced from the samples here. The minimum value of €;,;,=0.0017
is in good agreement with the value of €;,;,,=0.0015 found for growth of
GaAsggsPoos on GaAs substrates [47].
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Figure 4.7: a): Orientation of MQW structure used for cleavage. b): Cleavage under

UHV conditions, leaving a clean [110]-surface. c¢): Overgrowth on the [110]-surface. d):
Schematic illustration of the T-wire wavefunction, spreading out into both the MQW and
OGW structures.

4.3 InAlGaAs quantum wires.

4.3.1 Background.

One of the most promizing and well controlled ways of making quantum wire
structures, is the socalled cleaved edge overgrowth method. Originally pro-
posed in 1985 [49] and experimentally demonstrated in 1992 [48], it consists
of an [001]-oriented multi quantum well (MQW) structure which is cleaved
along a [110]-plane under UHV conditions, and overgrown by a single quan-
tum well (OGW). This procedure is schematically shown in Fig. 4.7a-c, and
the final structure is referred to as a T-wire (TWR). The transition energy of
the overgrown well, Eggw, i1s matched to the transition energy of the MQWs,
Eanow, and at the T-shaped intersection a new state is formed with an en-
ergy Erwr < Eymow. Eogw. Since this state is bound in the yz-plane, and
free to move only in the x-direction, it is a quantum wire state.

The mechanism of binding is purely quantum mechanical [48], which is
seen from the Hamiltonian in the yz-plane

HU = {%Vz—l—\/(y,z)} U (4.7)

where m* is the effective mass of either the electron or hole, and V(y,z) is
the variation of the bandgap in the yz-plane. At the T-shaped intersection
the electron and hole can spread out their wavefunctions into both quantum
wells, as illustrated in Fig.4.7d, in this way lowering the quantization energy
in Eq. 4.7 that originates from the first term on the right hand side.
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A frequent pursuit of TWR research has been to maximize the separation
between the quantum wire energy and the lowest of the two quantum well
energies, Eyrow and Eogw, the so-called confinement energy, E...;. To
accomplish this, different T-wire structures have been proposed, which may
be separated into symmetric and asymmetric geometries.

In the symmetric structures the MQWs and the OGW consist of the same
well material and the maximum confinemet is achieved for Eyxow=Eoaw,
which requires the OGW to be a little thinner than the MQWs, because of the
larger hole mass in the [110]-direction[52]. The absolute value of E.o,¢ is in-
fluenced by scaling the structure, and for GaAs/ Alg3GagrAs quantum wells
it was found experimentally that the thinner the quantum wells the larger
is Econs, because E.,,; increases with the quantization energy in the quan-
tum wells [55]. Likewise, for increasing barrier heights E...s also increases
as demonstrated by using either GaAs/ AlAs[55][54][56] or In,Ga;_,As/
Alp3GagrAs[51][58] quantum wells instead of GaAs/ Alg3Gag7As.

It was demonstrated both theoretically and experimentally that higher
confinement energies may be achieved in asymmetric structures compared
to symmetric ones, and a record high E.,,;=54 meV was obtained with 12
nm Alg 14GaggsAs/ AlgaGagrzAs MQWs and a 2.5 nm GaAs/ Alg3GagrAs
OGW]I63][61]. Also for the asymmetric TWRs, the maximum confinement
energy is obtained for Eyrgw=Eoaw.

Only a few quantum wire structures have been reported where confine-
ment is influenced by the potential, V(y,z), in Eq. 4.7. In one structure, a
GaAs quantum well with Aly3Gag rAs barriers on both sides was overgrown on
strained InGaAs/GaAs MQWI[50]. The penetration of the strain field into
the quantum wells was reported to modify the bandgap of the overgrown
well through the deformation potential, giving rise to local minima in V(y,z)
along the z-direction. In the In,Ga;_,As/ Alg3GagrAs T-wire structures,
the bandgap in the overgrown well is also modified in the z-direction due to
strain, but this effect was estimated to be not more than a few meV [51].

The following sections describe the growth, characterization and analysis
of a number of asymmetric, strained T-wire structures based on quaternary
InAlGaAs MQWs with GaAs OGWs. With this material combination a novel
T-wire structure is realized, where Eyrow=FEogw can be achieved and at the
same time the overgrown well is only strained in the T-shaped intersection.
The energy levels are compared both experimentally and theoretically with
unstrained asymmetric T-wires.
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Figure 4.8: Schematic illustration of the composition and geometry of the TWRs studied

here.

4.3.2 Growth of T-wires.

In Fig.4.8 a cross sectional view of the quantum wire structures used here is
shown. First N periods of In,Al,Gaj_,—.As/ Al.p1Gas_zp1 As quantum wells
were grown on the [001]-surface, with well widths of Lasgw and separatios of
Lparr, as described in section 4.2.2. After growth, the wafer was cut into four
pieces along the diameters in the [110] and [110] directions. Each piece was
mechanically lapped to a thickness of ~120pum using an emulsion of 9 um
sized aluminium-oxide grains in water, and subsequently an almost mirror-
like surface was obtained by mechanical polishing with 0.3 um sized grains.
The lapped and polished pieces were then cut into smaller 4 mm x 7 mm
samples, and a scratch was made on the surface perpendicular to the long
edge, 4 mm from one of the short edges.

Before being loaded in the MBE system, the samples were cleaned three
times in trichloroethane (~100°C), then in methanole (~80°C) and finally
in demineralized water (~80°C). After drying in a flow of nitrogen gas the
samples were attached on special holders using Ga-bonding. FEach holder
had space for 6-8 samples, that were mounted horizontally with the scratched
surface facing upwards. Typically the samples were scratched on the polished
surface and bonded on the grown surface, but the opposite configuration
was also tried where the bonding to the polished surface was found to be
equally efficient. After loading, the same procedure was followed for growth
preparation as for ordinary wafers.
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Immediately before growth, the samples were cleaved on the trolley in
the buffer chamber, using the fingers of the transfer arm. The cleavage
emanated from the position of the scratch, leaving a 4 mm x 4 mm piece on
the sample holder with the cleaved surface facing outward, like the surface
of an ordinary wafer during growth. Especially two factors were found to be
important in order to obtain cleavage at the position of the scratch. First,
the liquid Ga applied to the surface holder for bonding should have a smooth,
mirror-like surface over the whole area which the samples were bonded to.
If the surface was mat grey or solid particles were visible in the liquid Ga,
the obtained bonding strenght was not always sufficient to keep the samples
fixed to the holder during the cleavage. Second, the pressure and sharpness
of the diamond scriber used to make the scratch should be set to the normal
values used for scribing and cleaving pieces of a GaAs wafer. If the force from
the scriber was reduced, cleavage was often difficult and the samples broke
into small pieces. When paying attention to these conditions, cleavage at the
position of the scratch was typically obtained on four out of five samples.

After cleavage, the sample holder was transferred to the growth cham-
ber, and heated up to the growth temperature in 5 minutes after which the
overgrowth was started. Hence, the total time from cleavage to overgrowth
was typically <10 minutes, and during this time the pieces were kept either
in the low pressure environment of the buffer chamber or in the background
Asy-pressure of the growth chamber. In this way surface contamination was
minimized, yielding a clean interface between the cleaved surface and the
overgrown layers.

The overgrowth consisted of a GaAs quantum well of thickness Logw with
an AlypeGag_ypaAs barrier of thickness L., see Fig.4.8. After the barrier a
reference quantum well was grown, with a barrier layer of the same thickness
Lsep- Finally, a GaAs cap layer of thickness L.,, was grown to avoid surface
oxidation and to separate the quantum wells further from the surface. Due
to the [110]-orientation of the cleaved surface, special growth conditions was
used. The substrate temperature was set to 470°C, the AlGaAs growth rate
was kept below 0.6 ym/h and the ratio of the As flux to the group-I1T flux
was 18-20 [38, 37].

In Table 4.3.2 the growth parameters are shown for the quantum wire
structures grown and characterized here. HC(¥594, HC()595, HCO654 and
HC®655 are based on the InAlGaAs MQW structures described in the pre-
vious section, where the details of their design and growths can be found.
HC®613, HCO615 and HCOD624 are AlGaAs MQW structures, grown using
digital alloying for the well material.
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Sample || Layow | N | MQW alloy | xbl | Logw | Lsep | xb2 | Legp
[nm] 7,y [nm] [nm] [nm]
HC®594 17.9 10 0.10,0.18 0.30 3.0 30 0.32 80

HC®595 17.9 10 0.10,0.18 0.30 3.5 30 0.32 | 150
HCO654 8.8 10 0.15,0.15 0.29 5.0 30 0.30 | 150
HC®655 8.8 10 0.15,0.15 0.29 4.2 30 0.30 | 150
HC®613 18.0 50 0,0.063 0.31 4.2 30 0.35 | 100
HC®615 24.0 50 0,0.03 0.31 6.3 30 0.29 | 100
HC®624 16.0 50 0,0.082 0.31 3.0 50 0.32 80

Table 4.5: Alloy compositions and well thicknesses of the TWR structures investigated

here. The definition of the parameters are given in Fig.4.8.

4.3.3 PL-measurements of T-wires.

For PL characterization at low temperatures a recycling He-cryostate with
very high vibration stability was used. The samples were mounted to facil-
itate excitation and collection of light normal to the cleaved surface. For
the excitation a He-Ne CW laser beam was focussed with a 60 mm focal
length lens to a spot size of 20 um on the sample surface. The same lens was
used to collect the luminescence, which was dispersed in a grating spectrom-
eter with a resolution of 100 peV. The light emission was monitored with
a CCD-camera, to make sure that the sample was always focussed during
measurements.

With an xyz-translation stage, the sample holder could be moved to in-
vestigate the spatial variations of the Pl-spectrum, as indicated in Fig.4.9.
Movements in the z-direction was used to distinguish the origin of differ-
ent PlL-peaks in a similar way as the micro-PL. measurements reported in
Ref.[57]. Starting at arrow 1, where the substrate is below the overgrown
layers, only luminescence from the overgrown reference well is seen (dashed
lines). When the sample is moved in the z-direction to the edge where the
MQWs intersect with the overgrown well, luminescence is seen both from
the quantum wires, the MQWs and the reference well (solid lines). Since the
quantum wire states are present only at this intersection, the luminescence
shows a very strong dependence on the z-position which is used to identify
them (marked with TWR). The luminescence of the MQWs is visible over a
larger range of z-positions because they may also be excited by defocussed
light deeper in the sample along the x-direction. Because the excitation is in
the plane of the MQWs, they are efficiently excited and usually the strongest
feature in the spectra. In Fig.4.9 and Fig.4.10 the PL-spectra at T=11K of
the seven samples are shown, and the positions of the peaks are listed in
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Figure 4.9: Left: PL-spectra of HC@624, HCG613 and HC(O615 at T=11K. The dahsed
(solid) lines are the spectra obtained in region 1 (2) of the quantum wire structure shown

in the right illustration.

Table 4.6.

In general, the PL efficiency was higher for the unstrained wires than for
the strained. For HC®613 and HCO615 PlL-spectra similar to the one shown
in Fig. 4.9 were obtained on the majority of the cleaved samples, however for
the strained wires in HC@594, HC654 and HC(655 the wire luminescence
was always weaker than for the unstrained wires, and only clearly visible on
the minority of the cleaved samples. The particularly intense TWR spectrum
of HC®595 compared to the other samples is not fully understood, but may
be due to the spectral overlap of the high energy side of the TWR peak and
the low energy side of the OGW peak, leading to a more efficient population
of the TWRs. The qualitity of the wires was degrading for increasing In-
molefraction in the MQWs, that is the wire luminescence was weaker for

HCO654/655 than for HC(?)594/595, and in fact HCO627 with a nominal In-
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Figure 4.10: PL-spectra at T=11K of HC(?594 and HC®595 (left), and HC@654 and
HCQ655 (right). The dashed (solid) lines correspond to the region 1 (2) in shown in
Fig.4.9.

molefraction of 0.20 was also overgrown but no wire luminescence was found
at all.

The thickness of the overgrown layers was also found to influence the
strength of the luminescence, as reported in a previous study [62]. In a num-
ber of samples, not shown here, the reference quantum well was overgrown
with a 50 nm barrier and a 20 nm GaAs cap. In these cases, neither the refer-
ence well nor the quantum wires were observed in the PL-spectra. However,
for a total thickness of the barrier and cap layers of more than ~100 nm, see
table 4.3.2, the luminescence from the reference well was always observed.
This effect may be explained by pinning of the Fermi level at the surface of
the overgrowth, which leads to a bending of the band that penetrates into
the structure, sweeping out the electrons or holes of the reference well and
the T-wires if they are too close to the surface.

In Fig. 4.11, the temperature dependence of the quantum wire energy, the
MQW energy and the intensity of the quantum wire luminescence is shown.
Since the mechanism of confinement is independent of temperature, the dif-
ference between Eprgw and Erwg is constant for increasing temperature.
The integrated intensity of the luminescence in Fig.4.11c, shows the typical
behaviour of the quantum wire samples measured here. For low temperatures
the intensity increases with temperature, however beyond a certain value of
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Figure 4.11: Temperature dependence of MQW (a) and TWR (b) energies. c): Inte-

grated PL-intensity of the T-wire as a function of temperature. Y-axis is logarithmic.

~ 50K, the intensity drops steeply. On the logarithmic scale in Fig.4.11¢, the
decrease of the intensity is approximated by a line, with a slope correspond-
ing to an energy of 15 meV. For 11K<T<50K, the behaviour is explained by
the activation of localized excitons in the MQWs, which are then captured
into the quantum wire states, increasing the population here. For T>50K
the excitons in the T-wires are thermally excited to higher energy levels with
a larger density of states, e.g. the OGW or the MQWs, thus reducing the
population of the wires. In agreement with this picture, the activation energy
of 15 meV is the same order of magnitude as the confinement energy.

4.3.4 Discussion of energy levels.

Although the T-wire structures characterized here are not all exactly matched,
that is Exrgw #Foaw, one may estimate the confinement energy in a similar
matched structure by Econs=(Evmow+Eoow)/2-E rwr, in agreement with
systematic measurements of the T-wire energy in mismatched structures[55].
The confinement energies of the structures measured here are compared to
calculations of the confinement energy[63] in Table 4.6, where the difference
is also given. The calculations do not include the effects of strain. It is
noted that for the unstrained structures, HC©®613, HCO615 and HC()624,
the agreement is within 5.5-7 meV, which is mainly due to the Coulomb
interaction not being included in the model. Hence, the difference should
correspond approximately to the difference between the quantum well and
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Sample || Exrogw | Eoaw | Erwr | Econs | Ecate (AE)
[meV] | [meV] | [meV] | [meV] [meV]
HC®594 1644 1645 1606 38.5 28.5 (10)
HC®595 1645 1629 1596 41 -
HC®654 1603 1600 1574 27.5 16 (11.5)
HCO655 1604 1617 1584 26.5 -
HC®613 1627 1628 1596 31.5 26 (5.5)
HCO615 1581 1577 1555 24.0 18 (6)
HC®624 1664 1655 1621 38.5 31.5 (7)

Table 4.6: Measured transition energies of the multi quantum wells (MQW), overgrown
well (OGW) and quantum wires (TWR) in the samples investigated here. Also given are

the measured and calculated (from [63]) confinement energies and their difference, AE.

quantum wire exciton binding energies, in reasonable agreement with a mea-
sured exciton-binding energy of 12 meV [64].

The influence of strain can be estimated by comparing HC)613 and
HC®595, that both consist of 18 nm MQWs and have almost equal values
of Erwr and Eggw. However, in HC(595 this is achieved with a transition
energy of the MQWs 18 meV higher than in HC(613, indicating an increase
of the confinement energy of ~9 meV due to the strain in HC©?595. Compar-
ing the matched structure in HC(?594 with HCQ613 a 7 meV increase of the
confinement energy is found, whereas only a 2.5 meV increase is predicted
from the model. Hence, for HC(594/595 we find a strain induced increase
of the confinement energy of 4.5-9 meV.

For HC(®654/655 the ratio between the thickness of the MQWs and the
OQW is &2, which is more symmetric than any of the other structures mea-
sured here. In a symmetric T-wire with slightly higher values of Eyow and
Eoaw, a confinement energy of 18 meV was found [55], yielding an upper
limit of &~10 meV to the strain induced increase of the confinement energy
in HC®W654/655. On the other hand, if the measured confinement energy is
compared to the calculated value and the same discrepancy is expected as
in HCO613/HCO615, the strain induced increase of the confinement is &5
meV. That is, for HCQO654/655 we find an increase of the confinement of
5-10 meV, similar to HC()594/595.

In contrast to the In,Ga;_,As/ Aly3GagrAs T-wire structures [51][69]
the OGWs in the structures here are only strained in T-shaped intersection
with the InAlGaAs MQWs, because GaAs is lattice matched in all other
areas of the cleaved surface. The source of the strain field is the larger lattice
constant of the strained InAlGaAs layers in the z-direction, given by Eq. 3.3.
When strain equilibration between the MQWs and the OGW is neglected, it

39



was shown that the strain tensor elements in the OGW are given by

Eacy _CIZ

Cxa=Cyy=—"F7 — €zz
W2 O +Cia2C,,

(4.8)

where €..=(asrs-aGaas)/acaas 18 the misfit to the InAlGaAs layers[50]. For
an In-molefraction of 0.1, asrs =5.7303 A, €..=1.36% and €,,=-0.25% is
obtained which leads to a volume deformation of €,,+¢,,+¢,.=0.86% in the
OGW. The corresponding volume and shear deformation potentials lead to
a shift of the bandgap of AE,,;=-71 meV and AE.., =127 meV. However,
these values are very high compared to the measured changes of the confine-
ment energy due to strain, suggesting that a more realistic strain field should
be calculated in a continuum model.

4.4 Quantum dots.

The growth and characterization of quantum dots (QDs) described in this
section, takes its starting point by investigating the growth conditions, using
the well characterized binary InAs QDs. The growth and basic characteri-
zation of special quantum dot structures for single dot spectroscopy, second
harmonic generation and time resolved measurements is then treated, where
both ternary and quaternary alloys are used for the QD material.

4.4.1 Growth conditions probed by InAs quantum dots.

Four samples were grown, HCO567-HCO570, to investigate the influence of
the substrate temperature and growth interrupts on the optical properties of
the InAs-dots.

All samples were grown on [001]-oriented GaAs wafers. At a substrate
temperature of 595°C a 500 nm GaAs buffer layers was grown, followed by a
ten period 2 nm AlAs/ 2 nm GaAs superlattice and a 100 nm GaAs spacer
layer. Then the substrate temperature was lowered to T, and 4 ML of InAs
was deposited followed by a growth interrupt with a duration of tg;. The
quantum dots were covered with 10 nm GaAs before increasing the substrate
temperature to 595°C and completing the cover layer with another 20 nm of
GaAs. Finally, a ten period 2 nm AlAs/ 2 nm GaAs superlattice and a 50
nm cap layer was grown. The purpose of the superlattice is to flatten the
surface during growth and trap surface segregating impurities. Furthermore,
for excitation above the GaAs band gap the superlattices act as barriers for
the excitons preventing them from diffusing out into the substrate instead of
being captured into the quantum dots.
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Sample Tsup tar EQD FWHM

5] | [meV], (OD=0/1.0/2.0) | [meV], (OD=0/1.0/2.0)
HC®567 || 480°C 0 1125/ 1125/ 1123 51/ 48/ 48
HC®568 || 515°C 0 1185/ 1178/ 1175 117/ 114/ 102
HC®569 || 515°C | 10 1210/ 1204/ 1202 109/ 99/ 95
HC®570 || 480°C | 30 1134/ 1132/ 1132 63/ 59/ 56

Table 4.7: Substrate temperatures, growth interrupt times, QD peak positions and QD
linewidths of the four InAs QD samples.

The samples HCO567-HCO570 were characterized with PL-measurements
at T=11K. The spectra were obtained over two orders of magnitude, corre-
sponding to power densities of 500, 50 and 5 W/cm?, and in the following
these values will be referred to as OD = 0, 1 or 2 corresponding to the
strength of the optical density filter used to attenuate the excitation laser.
In Table 4.7, the PL-peak positions and FWHM values are given for the four
samples, as well as growth parameters Ty, and tg;.

Comparing first the spectra of HC(567 and HCO568, shown on a loga-
rithmic scale in Fig.4.12, it is clearly seen that the quantum dot peak is much
broader for HCO568. 1t is noted that, for increasing excitation power the
peak in HC®568 is blue shifted and broadens noticeably, while for HC@A567
the shift and the broadening is negligible. Even at low powers the peak in
HC®568 is blue shifted compared to HC(567. These observations suggest
that the quantum dots in HC(O568 are generally smaller and more dispersed
in size than in HCO567, and filling of the lowest lying states in HC(568
accounts for the blue shift and broadening for increasing excitation power.
In HCO567 the high energy shoulder at OD=0 is also attributed to emission
from excited states due to filling of the ground states.

Since the only difference between HCD567 and HCO568 is the value of
Tsup, it 1s assumed that the rate of In desorption from the surface is signif-
icantly higher at T,,;=515°C than at T,,;;=480°C leading to an effectively
thinner deposition of InAs, and hence smaller and more dispersed dots.

Introducing a growth interrupt also leads to a blue shift, as seen when
comparing HCO570 to HCO567 (Fig.4.13a) and HCD569 to HCO568 (Ta-
ble 4.7), which is also explained by In desorption during the growth in-
terrupt. The significantly larger blue shift in HCO568/HCOD569 than in
HCO570/HCO567 is due to the higher rate of In desorption at T,,;=515°C
than at T,,;,=480°C. In fact, the rather small blue shift in HC@570 with a 30
second growth interrupt also shows the stability of the reconstructed surface
at this temperature, and the absence of e.g. Ostwald ripening as discussed
in section 3.2.4.
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Figure 4.12: PL-spectra at T=11K of HC®567 (left) and HC@568 (right), over two

order of magnitude of the excitation power.

Finally, the spectra of HCO567 at T=11K and at T=293K are compared
in Fig.4.13b. At room temperature the quantum dot peak is at 1042 meV,
corresponding to the red shift of the InAs and GaAs band gaps. The FWHM
of 44 meV is smaller than at low temperatures, which may be explained by a
more efficient relaxation to the lowest lying states at room temperature, e.g.
due to a larger population of phonons. The similar widths of the PL-peaks
at low and high temperatures underlines the zero dimensional nature of the
quantum dot states, where thermal broadening is negligible, which is why
they are frequently referred to as “artificial atoms”.

4.4.2 InGaAs QDs for single dot spectroscopy.
For InAs/ GaAs QDs with a narrow size distribution, like in HCQO567 de-

scribed above, the average size and hence the peak transition energy is deter-
mined by the self-organization process, which is not easily modified by the
growth parameters. Depending on the application other transition energies
may be desired, which are achieved either by using an alloy for the the bar-
rier material or for the dot material, or for both. For lower energies than
the “standard” InAs/ GaAs QDs, an InGaAs cover layer may be used in-
stead of GaAs [66, 67], and likewise for higher energies AlGaAs barriers may
be used [68]. Here, Ing5GagsAs/ GaAs quantum dots grown for single dot
spectroscopy will be described. Since the detector for these measurements is
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Figure 4.13: a): PL-spectra at T=11K of HC@567 and HC@®570. b): PL-spectra at
T=11K and T=293K of HCQ567.

a cooled Si CCD chip, the transition energies of these dots should be above
the cut off energy of ~1300 meV.

For the sample, HC(?593, a 500 nm thick GaAs buffer layer was grown
on a [001]-oriented wafer, followed by an 8 nm AlAs barrier and 80 nm
GaAs spacer at Ty, =595°C. The substrate temperature was then lowered
to Ty,;=500°C and the wafer rotation stopped. After a 20 nm GaAs spacer,
5 monolayers of Ing5GagsAs were grown one at the time with an 8 second
growth interrupt after each monolayer. The change from the 2D to the 3D
growth mode was monitored using the RHHED pattern, which changed from
a streaky to a spotty pattern. After the dot formation, a 20 nm GaAs cover
layer was grown, T, was raised to 595°C, the wafer rotation was resumed,
and the growth was completed by a 8 nm AlAs barrier layer and a 20 nm
GaAs cap. The 8 second interrupt after each monolayer was introduced to
decrease the average growth rate, which was reported to yield a good uni-
formity of the dots [72], and shift the transition energy up. Finally, at the
substrate temperature T,;=500°C some In desorption is expected according
to the measurements in the previous section, however the RHEED pattern
did not show any signs of change of the surface morphology during the growth
interrupts, indicating a stable surface reconstruction, like in HC@A570, with-
out Ostwald ripening.

Since the wafer rotation was stopped during growth of the QDs in HC()593,
a spatial variation of the alloy composition in the dots and the total thick-
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Figure 4.14: a): PL-spectra at T=11K for six different places on HC@593. b): Position

on the wafer of the six sample pieces measuered in a), relative to the Ga and In source.

ness of the deposited InGaAs layer is present in the sample. In Fig.4.14a, the
PL-spectra at T=11K is shown for six different positions on the sample, as
indicated in Fig. 4.14b. The samples C and A are on the “thin” side furthest
away from the sources, while the samples 1 and 3 are on the “thick” side.

Sample C, which has the thinnest InGaAs layer, shows a sharp peak
corresponding to an InGaAs quantum well with a thickness slightly lower
than the critical thickness. The small peak on the low energy side indicates
the formation of a small density of dots. On the other hand, sample A has a
large broad peak at ~ 1350 meV, corresponding to quantum dots, in addition
to a small narrow peak at the energy of the quantum well in sample C. Thus,
in sample A most of the InGaAs has formed dots. Close to the sources,
samples 1 and 3 have very similar quantum dot peaks at 1315 meV with a
width of 46-48 meV. The samples 6 and 7 have intermediate thicknesses of
the InGaAs layer, but different molefractions due to their different positions
relative to the sources. In the Ga-rich sample 6, this leads to a broad peak,
that looks like a combination of the peaks in sample 1 and 3, and the peak
in sample A. This structure is currently not understood.
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Figure 4.15: AFM scan of a sample similar to HC@®593, in which the quantum dots have
not been capped.

Note that the peaks in sample 1 and 3 of HC593 have the same linewidth
as the best InAs QD sample, HCO567. This indicates that the size distribu-
tion of the IngsGagsAs QDs is similar to the InAs QDs, and that random
alloy fluctuations do not play an important role for the linewidth.

Fig.4.15 shows an AFM scan of a sample similar to HC(?593 which has
been grown without covering the dots. The uncapped sample was very stable
under ambient conditions, and could be scanned for hours without measure-
able changes of the surface morphology. 1t is believed that the dot shape in
a capped sample is very different from the measured shape in an uncapped
sample, e.g. due to surface segregation during the capping [73], but the den-
sity is the same. Here, the measured average density is 2x10'%cm™2, in good
agreement with reports on similar structures.

HC®593 was used for single dot spectroscopy as reported in Ref. [70][71],
where a distribution of single dot linewidths was found peaking at ~50 peV
for T = 10 K. As the temperature was increased, a broadening of 0.4 pueV/K
was found, which is 4-8 times lower than in InGaAs quantum wells.

4.4.3 Quaternary quantum dots.

To obtain higher QD energies than with the ternary IngsGagsAs alloy, two
samples were grown with a quaternary alloy in the QDs. The substrate tem-
perature, the V/III flux ratio, the stop of wafer rotation and the interrupts
after each monolayer of the quantum dot material were identical to sample

HC®593 described above.
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Figure 4.16: Growth profile of HO@649. The layers role of the diffent layers is explained
in the text.

For time resolved streak camera measurements, it was necessary to shift
the energies to slightly higher values than the ones in HC®593. This was
accomplished in sample HC@648 by growing a 100 nm Alg osGag.gaAs spacer
layer with 6 ML IngsAlg.04GagaeAs for the quantum dots, covered by a 20
nm Al 0sGagg2As layer. Each monolayer of the dots were grown as a kind of
digital alloy, by depositing 0.5 ML of the barrier material, Al gsGaggaAs, and
0.5 ML of InAs. By adding Al to the spacer layer, the quantum dot energies
were kept well separated from the spacer layer band gap. The spacer layer
was bounded by 8 nm AlAs barriers to hinder the escape of excited electron-
hole pairs. As reported in Ref.[23] the quantum dot energies in this sample
were peaked at &~ 1430 meV at T=10K, with a width of ~ 50 meV.

For second harmonic spectroscopy, resonant excitation at room temper-
ature of the quantum dots were required using a pulsed Ti:sapph laser with
a minimum photon energy of ~ 1380 meV (900nm). Furthermore, a very
thin sample was needed to facilitate transmission measurements. To obtain
QDs with ground states at F.>1380 meV at room temperature, the sample
HCO649 was grown in a similar way as HC(648, and the growth profile is
shown in Fig.4.16. In HCO649 Alg16GaggsAs was used for the spacer layer
and 6 ML Ing5Alp.0sGag.zAs for the quantum dots. The spacer was bounded
by digitally alloyed Alg 4GaggAs barriers. The whole structure was grown on
a 50 nm AlAs etch layer and a 500 nm support layer.

After etching the sample in 10% HF the AlAs etch layer was removed,
separating the upper layers from the substrate. The thin layers containing
the quantum dots were then mounted by vax on a sapphire substrate[74].
The PL-spectrum at room temperature of the lift-off sample is shown in
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Figure 4.17: a): Room temperature PL spectrum of HC@649, after lift-off and mounting
on asapphire substrate. b): Intensity of the second harmonic signal as a function of energy.

Both Figures are reproduced from Ref.[74].

Fig.4.17a. A second harmonic signal was observed for excitation at the energy
of the quantum dots, ~1400 meV (885 nm), as well as at the energy of the
Alp.16GagsaAs spacer layer, 21620 meV (765 nm) [74], as shown in 4.17b.
Near field images showed spatial variation of the second harmonic signal
depending on the excitation wavelength, which is interpreted as a signature
of the quantum dot inhomogeneous broadening[75].

The width of the quantum dot peak in Fig.4.17b is &~ 30 nm, corre-
sponding to ~ 50 meV. The peak energy of 1400 meV at room temperature
corresponds to about 1490 meV at T=10K, assuming that the quantum dot
energy shift is similar to GaAs. Comparing HC?593, HC()648 and HC()649
then yields an approximately linear shift of the quantum dot energies of 180
meV when increasing the Al-molefraction from zero in Ing5Gags0As/ GaAs
to 8% in the quantum dot layer of IngsAlgesGagazAs/ Alg16GaggsAs. For
this range of Al-mole fractions, no significant broadening of the quantum dot
distribution is seen. In an alternative approach to growing quantum dots
with transition energies of 1300-1500 meV, 1.8 ML InAs was used for the
dots and Al,Ga;_,As as the surrounding material with x=0.6-0.8 [68]. For
these dots the line widths were about 150 meV at room temperature, show-
ing that the approach used here where Al is added both to the dots and the
barriers yields a much better uniformity. Furthermore, the same transition
energies may be obtained using much lower Al mole fractions, which is ad-
vantageous e.g. for quantum dot laser structures where a refractive index
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contrast to the cladding layers with a high Al mole fraction is needed.
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Chapter 5

Semiconductor microcavities

5.1 Introduction.

An atom inside a high quality optical cavity, may couple to the light field so
the energy oscillates coherently between the excited atom and the photons.
This so-called strong coupling regime is achieved when the probability for
absorption by the atom is larger than for the photon to escape the cavity,
either by transmission or background absorption [6].

In 1992 it was experimentally demonstrated that a similar system could
be realized in a solid, using the excitonic resonance of a quantum well embed-
ded in a microcavity (MC) [88]. The eigenstates of this combined system are
the so-called microcavity polaritons, and their optical properties have been
studied intensely since their discovery. As a possible application of micro-
cavity polariton resonances, all optical switching has been suggested [78].

In this chapter the design and growth of microcavities is first described,
giving a detailed treatment of each of its elements, the distributed Bragg
reflector, the spacer layer and the quantum well inside. Next, the optical
properties of the polaritons are investigated, focussing mostly on the energy
levels and linewidths.

5.2 Design and growth of microcavities.

5.2.1 Distributed Bragg reflectors.

The principle of Bragg reflection is known both from solid state physics and
optics, and simply means that propagation of a wave in a periodic potential
may be forbidden in a certain frequency interval, the band gap, because of
destructive interference from multiple back scattering. In a solid, the electron
wave is propagating in the periodic Coulomb potential of the atomic nuclei,
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Figure 5.1: Schematic illustration of the light incident on a Bragg reflector. The param-

eters are explained in the text.

while in optics the periodic potential is a refractive index modulation. The
latter may be achieved by growing a periodic structure of thin films with
different refractive indices, which will be described in the following.

Consider a periodic structure of uniform layers, for instance grown by
MBE, where each period consists of two layers with indices ng and njp,
(ng >nz), and thicknesses dy and dz. On the incident side of the struc-
ture the refractive index is n.,, and on the other side it is n.., see Fig.5.1. If
the optical thicknesses of the layers are equal to a quarter of the wavelength
of the light, A\g/4 = nydy = nrdr, propagation is strongly damped because
a round trip in each layer corresponds to a phase shift of 7, which leads
to destructive interference. At this socalled Bragg condition, the intensity
reflectivity, R, at normal incidence of the structure is given by

n n 2N
R=1-—4—"2 (—L> (5.1)

Neqy ng

where N is the number of periods [81][80]. For such a distributed Bragg
reflector (DBR), the reflectivity is high in a band of frequencies centered
around the frequency matching the Bragg condition, and for N— oo the
fractional width of this socalled stop band is

AE|_|AA
EO B )\0

4 _
= — arcsin(u) (5.2)
m ng +ny,

where Fy = i—; is the center photon energy and AFE and A\ are the widths of
the stop band [82]. Equations 5.1 and 5.2 show that in order to achieve a high
reflectivity with a few periods and a broad stop band, it is important to have
a high refractive index contrast in the two layers. It is interesting to note
that in the GaAs based material system used here, a maximum contrast of
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Figure 5.2: The measured (calculated) room temperature reflectivity spectra of HC@562
(a) and HCQ563 (b) are given by the solid (dashed) lines. N is the number of periods in
the DBRs.

Ngaas/Naras 23.6/3.0=1.2 can be obtained, which is significantly higher than
in the technologically important InGaAsP /InP system where the maximum
contrast i Nng v Gag 45 4s/Ninp 1.1 [85]. Hence, the AlGaAs system is better
suited for DBR structures.

Two AlAs/ GaAs DBRs were grown, using standard growth conditions.
Sample HCO562 (HCO563) contains 9 (12) periods, and the room tempera-
ture reflectivity spectra are shown in Fig.5.2. The stop band is visible from
~ 1400 meV to ~ 1600 meV, and the sharp drop of the reflectivity at 1425
meV is due to absorption at the GaAs band edge. The oscillations of the
reflectivity on the high energy side of the stop band show that above the
band gap the shape of the spectrum is still determined by the real part of
the susceptibility. If the absorptive part was dominating, no structure would
be expected.

Also shown in Fig.5.2 are the calculated reflectivity spectra using the
matrix method described in section 2.2.2. It is noted that the measured
spectrum seems “squeezed” compared to the calculated spectrum. However,
in the broad spectral range probed here the dispersion of the refractive indices
should be taken into account, which was assumed to be zero in the model.
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Figure 5.3: Calculated properties of a 18 period AlAs/GaAs DBR. a): The calculated
(fitted) deviation of the intensity reflectivity from 1 is given by the solid (dashed) line. b):
The phase change of the reflected light. c): The penetration of light into the DBR at the
center of the stop band. The bold solid line is the field intensity and the thin line is the

refractive index.

In fact, since In/IE>0 for GaAs and AlAs the side band modulations will
change faster with energy than if the dispersion was zero, in agreement with
the observations here.

5.2.2 Phase relations of DBRs.

In a narrow spectral range, where the dispersion of the refractive index is
not important, the TMM model here can be used to illustrate some further
properties of DBRs. In Fig.5.3a, the calculated deviation of the reflectivity
from 1 is shown on a logarithmic scale for an AlAs/GaAs DBR with N=18,
and Nggas/Naas=3.6/3.0=1.2. The light is incident from a GaAs layer and
the structure is bounded by air on the other side. The maximum reflectivity is
99.85% in agreement with equation 5.1, and the shape of the 1-R spectrum is
well fitted to a parabola in a broad range of the stop band. Hence, empirically
we can use the relation

R(E) =1~ Bexp(a(E — Fy)?) (5.3)
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to describe the reflectivity in the stop band, which is the range of interest
in most of the work here. [ is obtained by comparison with equation 5.1,
and « is related to the width of the stop band in the particular structure.
In Fig.5.3b, the phase of the reflection is shown for the same structure. It is
noted that the phase is zero at the center of the stop band, which generally
holds if n.y, is higher than the refractive index of the first layer in the DBR,
otherwise the phase is m. The phase changes linearly with the detuning from
the center energy, which is equivalent to placing a mirror with a constant
phase change at a distance L, behind the DBR interface [82]. L, is the phase
penetration depth, but for historical reasons twice this distance, Lpgr=2L,,
is always used in the microcavity litterature [81] [80], given by
Ao npnpg

Lper = - —

2 n2 (ng—nrg)

cav

(5.4)

where Ag is the center of the stop band. In the case of zero phase change at
the center of the stop band, the energy dependence of the phase is therefore
given by

ncavLDBR
Ey=—"—
P(E) P
In the limit of N— oo, the phase penetration depth is identical to the energy
penetration depth, L, which is defined as the thickness by which the medium

(E — Ey) (5.5)

on the incidence side should be extended to contain the same energy as is
stored in the DBR[82]. The distribution of the field intensity inside the DBR
is shown in Figh.3c. for a light wave incident from the left. The exponential
decay length of the intensity maxima is 335 nm, while equation 5.4 yields
L,=278 nm. This difference is due to the lower average index in the DBR
than n.q,, for which a larger physical distance is needed to obtain the same
optical thickness.

5.2.3 Photonic cavities.

A photonic cavity can be realized by growing two DBRs on top of each other,
separated by a spacer layer of thickness L., and refractive index n.,,. The
condition for a resonance is that the phase change in a cavity round trip is
an integer number of 27, or alternatively an integer number of 7 for half a
round trip, which may be expressed using equation 5.5
ELcavncav ncavELeff ncavEOLDBR
E = — = 5.6

P(E) + he he he i (5:6)
where L.;=Lppr+Le is the effective cavity length and m is the order of
the mode [82]. Equation 5.6 is only valid if E is inside the stop band where
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Figure 5.4: a): Calculated standig wave pattern in a A-microcavity showing the difference
between L,, and L.ss. b): Measured broadband reflection spectrum of a A-cavity. The

bold and thin lines are the field intensity and refractive index respectively.

the linear phase relation holds, and it follows that for the resonance to be at
the center of the stop band, Eg, the thickness of the spacer layer should be
an integer number of half wavelengths, L.,,=mMg/2n.4,. In fact, the name
microcavity refers to the particular situation where the cavity length is on the
order of the wavelength of light, typically m=2 or 3. In Fig.5.4a the calculated
standing wave pattern for such a MC with m=2 is shown, also referred to
as a A-cavity since the optical thickness of the spacer layer is equal to the
wavelength. A refractive index contrast of 1.2 was used, and the number of
periods in the DBRs are 16 (25) on the left (right) side corresponding to the
type of structure used in most of the work here. With Ag=800 nm we have,
Lppr=>556 nm, L;,=222 nm and L.;;=778 nm, as indicated in Fig.5.4a.
Note that L.s; ~3.5L,, in contrast to short cavities with metallic mirrors,
where the effective cavity length is identical to the spacer layer thickness.
The antinodes are placed at the interfaces between the spacer layer and the
DBRs because the phase of the reflection from the DBRs is zero in the center
of the stop band.

Fig.5.4b shows the measured broadband reflectivity spectrum of a typical
photonic cavity structure used in this work. This particular structure consists
of a A-cavity with a 16 (25) period DBR on the top (bottom), and will be
described in the following sections. The stopband of the DBRs is clearly
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Figure 5.5: a): Broad band reflectivity spectra for different positions along the gradient
of a wedged microcavity. b): Cavity resonance energy as a function of position on the

wafer.

visible, and the dip corresponds to the photonic resonance. It is noted that
the structure outside the stopband is more complicated than in a single
DBR, but is well understood from TMM calculations as an interference effect
between the top and bottom DBRs.

5.2.4 'Wedged photonic cavities.

In real MC structures it is often desirable to be able to tune the photonic res-
onance with respect to another narrow (excitonic) resonance, and investigate
their interaction. A controlled spatial variation of the cavity resonance en-
ergy may be achieved by intentionally wedging the microcavity, for instance
by stopping the wafer rotation during growth. For the MBE system here, a
thickness gradient of 25% is obtained across the wafer without rotation, see
section 3.5.2, corresponding to a slope of the cavity resonance of 375 meV
over 5 cm, or 7.5 meV/mm, if the resonance at the center of the wafer is
1.5 eV. With a typical probe spot size of 75 pum, an inhomogeneous broad-
ening larger than 500 peV is obtained which is usually much more than the
homogeneous linewidth and may result in undesired stationary coherences
[98]. However, the slope of the cavity resonance may be significantly reduced
if only part of the structure is wedged [80]. If the thickness of the spacer
layer is not exactly matched to the center of the stop band, it follows from
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Figure 5.6: PL-spectum at T=11K of the quantum well in HC®619 (a) and HC@621

(b). Tn (c) the composition profile in the spacer layer of the two samples is shown.

equation 5.6 that the cavity resonance energy is

Ly, L E
Ecav - L + LpBrto (57)
Legs

for m=2 and Eg,=hc/neu,Lsp. In essence this relation states that the cavity
resonance energy is a weighted average of the center energy of the stopband
and the resonance energy of an ideal Fabry-Perot cavity of lenght L;,. Hence,
if only the spacer layer thickness is wedged and the wafer is rotated during
growth of the DBRs, Eq is constant and the gradient of cavity energy is
reduced by a factor of Ly, /L.ss ~21/3.5 compared to a fully wedged structure.
In Fig.5.5a the measured broad band reflectivity spectrum is shown for
different spatial positions of such a MC structure where only the spacer layer
is wedged. It is clearly seen that the only spectral feature which differs sig-
nificantly is the position of the reflectivity dip, whereas both the positions of
the stop band and the structure outside the stop band is the same because of
the spatially uniform DBRs. The measured slope of the cavity energy, shown
in Fig.5.5b, is 1.35 meV/mm in reasonable agreement with the predicted re-
duction and sufficiently low to ensure that the inhomogeneous broadening
within a spot size of 75 um is much less than the homogeneous linewidth.

5.2.5 Quantum wells in photonic cavities.

To study the light-matter interaction in a microcavity a quantum well is
grown in the spacer layer. In order to maximize the overlap between the
quantum well and the optical field, it should be placed at an antinode of
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the standing wave pattern, see Fig.5.4a. In a A-cavity it is most practical
to choose the center, but placing the quantum well next to one of the DBR
interfaces will also give an almost maximum overlap.

The inhomogeneous linewidth of a quantum well is determined both by
the alloy composition and the width of the well, as described in section 4.2.3.
The narrowest excitonic lines are obtained when the inhomogeneous broad-
ening is small, which may be achieved with a broad well of a binary material,
such as a GaAs well with AlGaAs barriers. However, when embedded in a
microcavity charging of the quantum well turns out to be a serious obstacle
for achieving the same narrow linewidths as in an isolated quantum well [99].

The PL spectrum at T=11K of the uncoupled quantum well inside a
MC, may be measured through the small but non-zero transmittivity of
the top DBR at a position where the photonic resonance is tuned to much
higher energies than the exciton resonance, typically >30 meV. This is shown
in Fig.5.6a, for a 25 nm GaAs quantum well in a microcavity with an
Alp3GagrAs spacer layer [100]. The peak on the low energy side of the
quantum well transition is due to charged excitons, socalled trions, and the
intensity of the line compared to the peak of the free exciton, Xy, indicates
a large free carrier density. It is expected that the background charge den-
sity from a large part of the microcavity structure will accumulate in the
quantum well, since this is the lowest lying state. However, it was found that
with a modification of the spacer layer band structure a significant reduction
of the charge density was achieved, as shown in Fig.5.6b. In Fig.5.6¢ the
region around the spacer layers of the two samples, HC(619 and HC(621,
are compared. In HCO619 the 25 nm GaAs quantum well is embedded in a
spacer layer consisting only of Aly3GagrAs, that act as a barrier. However,
in HCO621 only thin 5 nm Aly3GagrAs barriers are used and the rest of the
spacer layer consists of Algg5GaggsAs which was grown using digital alloying.
Due to the lower lying states in the spacer layer outside the quantum well in
HC®621 compared to HCO619, it is possible for the free carriers to tunnel
out through the narrow barrriers of the quantum well in HC(621 explaining
the lower density here.

5.2.6 Layer profiles and growth conditions.

Based on the measurements and analysis described above and in the previ-
ous chapter on MBE growth, an optimized MC structure, shown in Fig.5.7,
was developed to ensure a low cavity energy gradient, a reduced free carrier
charging of the quantum well, narrow excitonic lines and as fast a growth as
possible without changes of the source temperatures during growth.

The AlAs and GaAs growth rates were calibrated for growing Alp 3Gag7As
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Figure 5.7: Growth profile of optimised microcavity structure. The structure is described

in detail in the text.

at a speed of 1 um/h and a substrate temperature of 625°C was used.
The bottom DBR consists of Ny, periods of Alg5GagssAs/AlAs, where the
Alg15GaggsAs alloy was grown using digital alloying. The particular Al-
molefraction of this alloy was chosen to make sure that the band gap was
well above the transition energy of the quantum well in the cavity while keep-
ing the refractive index contrast in the DBR as high as possible. The spacer
layer consists of a GaAs quantum well of width Lgw with 5 nm Alp35Gag 7 As
barriers, and digitally alloyed Al,Ga;_,As to fill out the spacer layer to a
optical thickness of A. The wafer rotation was stopped only during growth of
the Al,Ga;_,As spacer layers, whereas rotation was resumed during growth
of the quantum well, to ensure a constant quantum well resonance across
the wafer. The position of the wafer was monitored to make sure that the
orientation of the thickness gradients of the Al,Ga;_,As spacer layers were
the same on both sides of the quantum well. Finally, the top DBR consists of
Niop periods of Alg15GagssAs/AlAs, except for the last layer where 10-20 nm
of the Alg15GagssAs was replaced with GaAs in order to cap the structure
and avoid surface oxidation. The number of periods of the DBR was chosen
so0 Nyop < Ny to ensure a preferential emission of the cavity in the surface
direction.

In Table 5.1, the exact values of the parameters are given for the six
structures used here. The difference between HC©621, HCO634, HCO641
and HCO642 is mainly the quantum well thickness and position. HC(596
is not a structure with optimized design, but is instead based on an InGaAs

74



Sample LQW dqw pos Nbot Ntop XDBR | Xspacer

HCM596 || 0.15 10 anti 20 20 0 0
HCO619 25 anti 25 16 0.15 0.3
HCO621 25 anti 25 16 0.15 0.05

1
0
0
HCO641 0 15 anti 25 16 0.15 0.06
0
0

HCO642 10 anti 25 16 0.15 0.07
HCO634 20 | &node | 25 16 0.15 0.05

Table 5.1: Growth parameters of the p-cavity samples investigated here. Xquw 15 the
quantum well In-molefraction, Lgw is the quantum well thickness, pos indicates if the
well is placed at the node or the antinode, Npo: (N¢op) is number of periods in the bottom
(top) DBRs, xpgr is the Al-molefraction in the high index DBR layers, and Xspacer is the
Al-molefraction in the AlGaAs spacer layers.

quantum well and a fully wedged cavity with AlAs/GaAs DBRs.

5.3 Linewidths and energies of microcavity
polaritons.

5.3.1 Experimental steup.

Reflection measurements of polaritons in MCs require a careful consideration
of the probe spot diameter, d,,.;, and the opening angle of the beam incident
on the sample, given by the numerical aperture (N.A.) of the setup. In the
diffraction limit the two values are related through the Rayleigh criterion,
dspor=1.22A/(N.A.). In order to avoid a significant inhomogeneous broaden-
ing of the bare cavity resonance d,,,; should be as small as possible, but at
the same time the spread of the in-plane wavevectors of the probe light, k|,
should be as small as possible because of the steep dispersion of the cavity
resonance. For a cavity resonance of Ey at k=0, the in-plane dispersion is

given by
Fo )"
E(ky) = Eoy /1 — .
S e

where FEq=hc/Ao[101]. If the cavity linewidth is 4., the spread of the in-
plane wavevectors should fulfill v.., >E(k))-E(0), otherwise the measured
cavity resonance will broaden on the high energy side. Clearly, both the
requirements of a small probe spot and a small beam divergence cannot be
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Figure 5.8: Setup used for reflectivity measurements of cavity polaritons at normal

incidence. PH1 and PH2 are pinholes, L1 and L2 are lenses and BS is a beam splitter.

fulfilled at the same time and the best compromise must be found. In practise
a setup was used with a variable N.A., where the N.A. was reduced until the
measured linewidths reached a minimum.

In Fig.5.8 the experimental setup is shown. A pinhole (PH1) with a
diameter of 300 pm is illuminated with light from a broad band source, and
imaged onto the surface of the MC sample with a magnification of 0.2 (60
pm spot size), using a telescope with two lenses having focal lengths of 750

m (L1) and 150 mm (L.2). In the parallel beam path a pinhole (PH2) was
used to reduce the opening angle of the light cone incident on the sample as
described above. With a beam splitter (BS), the reflected light was separated
from the incident light and passed to a grating monochromator where the
dispersed light was detected with a cooled CCD chip.

The samples were cut into pieces having a typical size of 5 mm x 10 mm,
with the thickness gradient dominantly oriented along the long side. In the
cryostat, the samples were kept at temperatures down to T=11K and with
micropositioners the whole sample holder could be translated in all three
directions. In a typical measurement, the reflection spectrum of the sample
was obtained for a number of equidistant positions along the thickness gradi-
ent on the sample, in this way probing the polaritons for different detunings
of the cavity resonance with respect to the exciton resonance(s). The spec-
tra obtained in such a range of measurements are shown in Fig.5.9, for 13
different probe spots, spaced by 1.5 mm on the sample.
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Figure 5.9: Reflectivity spectra of HCQ642 at T=11K, measured at 13 equidistant

positions on the sample, spaced by 1.5 mm.

5.3.2 Data analysis.

The dips in the reflectivity spectra shown in Fig.5.9 correspond to the po-
lariton eigenstates. For all the measurements reported in this chapter, they
were fitted with Lorentzian lineshapes to obtain the polariton energies and
linewidths. In general a Lorentzian shape was found to fit much better than
a Gaussian shape.

The broadening function of the spectrometer was nearly Gaussian with a
FWHM of v,,..=95 peV, unless differently stated. In order to correct for the
instrumental resolution the fitted linewidth 7;; was related to the polariton
linewidth as ’ypol:(’y?ﬁ — ’yfpec)l/z which is only strictly valid for two Gaussian
lineshapes, but a good approximation here because the Gaussian width is
always much smaller than the fitted Lorentzian width.
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bare cavity resonance. b): Measured (solid triangles) and fitted (dashed line) values of

the linewidth of the cavity resonance as a function its energy.

5.3.3 Bare cavity resonance.

When the cavity resonance is tuned well below the exciton resonance the
concept of polaritons is not valid and only one reflectivity dip is seen corre-
sponding to the bare cavity. In Fig.5.10a the measured bare cavity dip and
the corresponding fit is shown for HCO621. A fitted width of ~;;;=320 peV
was obtained, corresponding to v,,,=300 peV when corrected for the instru-
mental resolution, which was vs,..=110 eV here. Assuming this linewidth
to be homogeneously broadened, it corresponds to a field intensity decay
time of 7=h/y=2.2 ps, or an average number of round trips in the cavity of
T [20eqplicsp 2120, In the absence of absorption, the photon life time is only
due to the small transmission probability, and may be expressed as [80]
Neqy Leff

T = {1 R) (5.9)
corresponding to R=99.6% for the values here.

The narrowest linewidth obtained so far for MBE grown cavities, ¥ =120
peV [84], was found to be approximately a factor of two higher than the value
obtained from TMM calculations. This discrepancy was ascribed to a small
curvature of the cavity thickness across the probe spot, whereas contribu-
tions from background absorption and mirror roughness was found to have a
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negligible effect on the linewidth, underlining the high quality of MCs that
can be achieved with MBE growth. In good agreement with these observa-
tions the gradient of the cavity resonance energy leads to an inhomogeneous
broadening of 80 ueV within the 60 ym spotsize, supporting the assumption
that the measured cavity linewidth here is dominantly lifetime broadened.

As pointed out in the section 5.5 the reflectivity of the DBRs varies across
the stop band. In the structure described above this is expected to lead
to a dependence of the cavity linewidth on the cavity energy, because the
cavity resonance effectively probes the reflectivity in different parts of the
stop band. In Fig.5.10b the measured variation of the linewidth with energy
is shown[100], and the dashed line shows a fit using Eq. 5.3 and 5.9, and
Eo=1515 meV. The agreement with the measured values is good, and it is
noted that in a region of ~10 meV from the center of the stop band the
linewidth is practically constant. In a couple of narrow spectral regions the
linewidth is significantly higher than the modelled values, which is ascribed to
background absorption in the structure, possibly from exciton states bound
to defects.

5.3.4 Polariton energy levels.

In Fig.5.11a-d the measured polariton energies are plotted as a function of
detuning for HC¥596, HCV621, HCO641 and HCOD642. The detuning is
defined here as the difference between the bare cavity energy and the energy
of the bare heavy-hole exciton, A=FE.,,-Fp;, and in the following it will
be described in detail how it is calculated. All the polariton energy levels
show the avoided crossing behaviour around one or two resonances in the
structures, similar to coupled harmonic oscillators. The polariton energies
may be fitted in many ways, for instance by using TMM calculations with a
special matrix describing the dielectric response of the exciton [81]. This is
consistent with a quantum mechanical picture, where the polariton eigenstate
is a superposition of the bare cavity photon state and the bare exciton state(s)
[81][86]. In both cases the polariton energies are found by diagonalization of
the Hamiltonian

Weav th th Cph Cph
h th Whi 0 . Chh = E Chh (510)
QY 0wy Cih Cih

where hwe,qy, hwpy, and hwyy, are the energies of the bare cavity resonance, and
heavy- and light-hole excitons[89]. The coupling strengths of the excitons to
the photons are given by h€);,and k€Y, whereas ¢, ¢, and ¢y, are the am-
plitudes of each of the uncoupled states in the eigenstates of the Hamiltonian.
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Figure 5.11: Measured (solid symbols) and fitted (solid lines) polariton energies as a
function of detuning for HC®596, HCQ621, HC@641 and HCQ642. The dashed lines mark

the energies of the uncoupled heavy-hole and light-hole exciton resonances.

Normalization of the eigenstates leads to |cyn|*+|enn|” + |en|*=1. Diagonal-
ization of equation 5.10 leads to three eigenstates of the system, which are
usually termed the lower, middle and upper polaritons (LP,MP and UP).
To fit the measured values the energies of the bare excitons were first
deduced, using the polariton energies far from resonance. For instance in
Fig.5.11d the energy of the heavy-hole is close to the average of the LP
energy at high values of A and the MP energy at the lowest values of A.
Next, the coupling strenghts were estimated, by calculating the minimum
separation of two polaritons around an anticrossing point. This socalled
Rabi-splitting, Eru, is related to the coupling strenghts in the Hamiltonian
by Erapi=2h/15. Finally, the bare cavity energy was calculated using the
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Sample Enn A | DITS R
[meV] | [meV] | [meV] | [meV]

HCO596 || 1401,45 | 1,75 - -

HCO621 || 1521,75 | 1,80 | 15243 | 1.1
HCO641 | 1533,04 | 1,87 | 15392 | 1,21
HCO642 || 1553,24 | 2,06 | 15655 | 1,43
HCO634 || 152540 | 0,44 | 15293 | 0,25

Table 5.2: The fitted values of the heavy-hole and light-hole exciton energies, Ej, and
E;n, and the heavy-hole and light-hole exciton Rabi-splittings, hQy; and A€y, for the

samples investigated here.

law of energy conservation that yields

Eewo + Enpy + By = Erp + Evp + Eup (5.11)

With these values, listed in Table 5.2, equation 5.10 can be diagonalized, and
the corresponding fits are shown with solid lines in Fig. 5.11a-d. The agree-
ment between the measured and calculated values is very good, with typical
differences on the order of 100 peV, showing that the polariton energies are
very well described by equation 5.10. Note, that in the case of HC()596,
which is a simpler two level system, a 2x2 matrix equation was used insted
of equation 5.10.

The fitted energy levels of the excitons in HC@621, HC(O641 and HC()642
agree with the expected positions. As the quantum well thickness decreases
the quantization energy increases, and hence the difference between Ej; and
the bulk GaAs exciton energy at 1519 meV increases. Likewise, the heavy-
light-hole splitting, E;;-Ejp, increases because of the different hole masses.
Since HC@596 contains an InGaAs quantum well, E;; is below the GaAs
bandgap and due to the strain the heavy-light-hole splitting is very large, see
section 2.1.2, and the light-hole exciton is not seen here.

The Rabi-energies in Table 5.2 measures the dipole interaction, d-E, and
are given by

or
0=,/—" (5.12)

ncavLeff

for a single quantum well placed at the antinode in a MC[81]. T is the ra-
diative lifetime of the exciton, which is proportional to the exciton oscillator
strength, f,,,and the parameters n.,, and L.;; are given in the previous sec-
tion. The fitted values of h€);;, and A€, increase for the GaAs quantum wells
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Figure 5.12: Reflectivity spectrum showing the ultra narrow polariton lines at zero
detuning of HC@621.

as the quantum well thickness decreases, which is the expected behaviour be-
cause of the increasing exciton binding energy [79]. The relative strengths of
Ry, and Ay, are in good agreement with previously reported values [89],
and corresonds to the oscillator strength of the heavy-hole exciton being 2.1-
2.7 times larger than the light-hole exciton. For comparison a theoretical
value of 2.3 was found previously [79].

5.3.5 Polariton linewidths.

As shown in Fig.5.12 the linewidths obtained in the optimised structures are
very narrow. In fact the ratio between the Rabi-splitting and the linewidth
is 19 at zero detuning of HC®621 [100], which is likely to be the highest
value obtained so far [87]. This is partly due to the negligible inhomogeneous
broadening of the quantum well and the low density of trions, and partly due
to the low cavity energy gradient ensuring a small photonic inhomogeneous
broadening. The very narrow polaritons obtained in the optimised structures
are promising for investigating finer details of the light-matter coupling than
was possible before.

The measured linewidths of the samples HC()621, HCO641 and HC)642
are shown in Fig.5.14a-c as a function of detuning. Before analysing their be-
haviour, a short review will be given of the current understandig of polariton
linewidths.
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Figure 5.13: a): Phase change across the spacer layer of a microcavity containing an
excitonic resonance. Three resonances are indicated with the same radiative line width
of '=200 peV, but different non-radiative broadenings, 7. The values given are the total
homogeneous broadening I'++. The dashed line is the phase change for an empty cavity.
The vertical lines show the positions of the upper and lower polaritons. b): Absorption in

the microcavity for the three different oscillators shown in a).

The simplest and most succesful explanation of the polariton linewidths
so far that reproduces the measured values in the full detuning range was
given by Ell et al. [91]. In this picture TMM calculations are used to model
the MC response, where the experimentally measured dielectric function of
the bare exciton has been used. The basic idea of this picture is shown
in Fig.5.13a for a homogeneously broadened exciton in a cavity resonant at
the same energy. Using equation 5.6, the phase change in a single cavity
round trip was calculated, where the real part of the dielectric response of
an exciton was added to the background refractive index of 3.6 in the cavity,
yielding an energy dependent index, n..,(hw). The exciton was treated as a
Lorentzian oscillator with a radiative broadening of +,,4=200ueV, and three
different values of the non-radiative broadening was used, ¥,onreq=0, 100,
300peV. Also shown in Fig.5.13a is the phase for an empty cavity (dashed
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line).

Because the presence of the exciton increases the refractive index on the
low energy side and decreases it on the high energy side, the resonance con-
dition Ap=m-2r is satisfied for two new energies on the low and high energy
side of the cavity resonance corresponding to the polariton energies. It is
noted that the positions of the polariton resonances are not changed as the
non-radiative broadening is increased, because far from the exciton resonance
the real part of the susceptibility does not depend on the non-radiative broad-
ening. The absorptive part of the exciton response is peaked at the resonance
energy, but extends to the polariton resonance energies with a value that de-
pends on the amount of homogeneous broadening, see Fig.5.13b. As shown
in Fig.5.13a a polariton at the exciton resonance also fulfills the resonance
condition, but due to the high absorption here it is not stable.

In the case of a homogeneously broadened exciton the TMM approach
is identical to diagonalizing the Hamiltonian in equation 5.10[81], and (in a
two-level system) the linewidths of the polaritons are given by

Ypol = “Veav |cph|2 + Yz |cag|2 (513)

where |cph|2 and |cl,|2 are the photon and exciton fractions, and 7., and
v, are the bare cavity linewidth and the homogeneous exciton broadening.
That is, at resonance the polariton linewidths are identical and given by the
average (Ve +7z)/2. In a real exciton system however, some inhomogeneous
broadening must be considered, and it was shown that for a symmetric Gaus-
sian distribution with a width of o, the polariton linewidths at resonance are
still given by the homogeneous linewidth (yeau+7:)/2 [97], assuming that
o is smaller than the Rabi-splitting. That is, at resonance the polariton
linewidths are not just the average of the bare cavity and exciton linewidths
but in fact narrower because the inhomogeneous broadening is not seen in the
tails of the exciton dielectric function. However, the assumption of a sym-
metric inhomogeneous broadening does not describe the dielectric response
of a realistic exciton in a quantum well, which is typically asymmetric with a
Gaussian absorption tail on the low energy side and an exponential absorp-
tion tail on the high energy side [43].

In the general approach by Ell et al. [91], where the realistic asymmetric
exciton lineshape is used in the TMM calculations, it was found that the
linewidth of a polariton is determined both by the local slope of the refrac-
tive index and the absorption at the polariton energy. In reference quantum
wells similar to the ones used in HC@621, HCQ641 and HC()642, the FWHM
of the exciton absorption peaks were measured to 200 peV (HC(621), 340
peV (HCO641) and 960 peV (HCO642). For the excitons in HCO621 and
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Figure 5.14: Top: Linewidths of polaritons in HC@621, HC@641 and HCQ642 at T=11K
as a function of detuning. The solid squares, open circles and solid triangles are for the
lower, middle and upper polaritons respectivily. The values have been corrected for the
instrumental resolutions as discussed in section 5.3.2. Bottom: Corresponding energy
level diagrams where the position of the heavy-hole continuum is indicated with a dashed

reactangle.

HC®641 the lineshapes were nearly symmetric, while a pronounced asymme-
try was seen for HC(642 [95]. From these observations combined with the
results in the specific limits mentioned in the paragraph above, the measured
linewidths plotted in Fig.5.14a-c may be explained. Also shown in the plot
are the detuning curves, where the dashed area indicate the position of the
heavy-hole continuum.

At large negative detuning the LP is photon like, so the linewidth should
be given mainly by the nearly constant bare cavity linewidth, in good agree-
ment with the measurements. The cavity linewidth is indicated in the plots
with a dashed line. As the detuning is increased towards resonance and into
the positive range A < 4 meV, the LP linewidths decrease monotonically
ending at a value less than 200 peV, which should correspond approximately
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to the homogeneous linewidth of the exciton [97] because the exciton has a
Gaussian broadening on the low energy side. However, in HC()642 the width
eventually increases again for A >4 meV, which may be explained by the
absorption tail of the exciton in HC(642, that extends to lower energies than
in HCO621 and HC(O641 because of the larger inhomogeneous broadening.

Starting again from large negative detunings, the MP linewidths are ini-
tially at a nearly constant level and only close to resonance, A &-2 meV,
they start changing. The MP linewidths at large negative detuning follow
the relation yarpear < YMpPear < Veaw < YMPesz Which is explained by the
increasing exciton absorption on the high energy side, as the inhomogeneous
broadening increases. In the intermediate range, 2 meV< A <5 meV, where
the cavity is tuned to the region between the heavy- and light-hole resonance
in HCO641 and HC®642, the MP branch is photon-like, and as expected the
linewidths approach the bare cavity linewidth here. Since yarpgar < Year @
crossing of the LP and MP linewidths is seen in HC(641 for -2 meV< A <2
meV, in contrast to HC®642 where they both decrease. In HCO621 the
photon-like behaviour is not clearly seen for the MP because the heavy- to
light-hole splitting is smaller than the Rabi-splitting, so all three resonances
are strongly coupled in the intermediate region. In HC®642 the MP fi-
nally broadens significantly to 4,05 >1200 peV for A >6 meV, whereas in
HC®641 this detuning range was not accessible but as the MP dip is very
weak for A=6 meV it cannot be expected to be seen for much higher A.
This difference is due to the position of the light-hole resonance compared
to the heavy-hole continuum. In HCO642 the light-hole resonance lies above
the heavy-hole continuum edge, so the MP broadens because of the increased
absorption in the continuum before it experiences the avoided crossing with
the UP. In HC®641 the avoided crossing between the MP and UP takes place
below the continuum edge, so the MP energy stays below the continuum and
the broadening is not seen.

Finally, for the UP the same behaviour is seen in HC(621 and HC(641,
where the linewidth is initially below the bare cavity linewidth, similar to the
MP in these two samples, but increases strongly at the end of the detuning
range when it becomes photon-like and enters the continuum. In HC(642,
the UP is broad in the whole detuning range where it is detectable, because
the corresponding light-hole resonance lies in the continuum.

The measured linewidths are hence in good qualitative agreement with
the approach by Ell et al.[91], but the full TMM calculation should be made
to verify the quantitative agreement. We note that at resonance in HC()642
the average linewidth of ~300 peV clearly shows the small influence of the
inhomogeneous broadening on the polariton linewidths at resonance, which
should be ~650 peV if the average of the exciton and cavity linewidth is
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taken. This effect was first reported by Whittaker et al. [93], and named
motional narrowing, because it was explained as a result of the polariton
mode averaging the quantum well disorder over a much larger area than the
exciton. The smaller mass of the polariton was used to rewrite the exciton
Hamiltonian, and through a rescaling argument it was shown to lead to a
smaller inhomogeneous broadening. A similar quantum theory by Savona et
al. [92] was able to explain the subaverage broadening at resonance, but for
the full detuning range Ell et al. [91] obtained better results with the TMM
calculations. Hence, it was concluded that only the quantum mechanical
effects already included in the experimentally measured dielectric response of
the bare exciton are needed to fully describe the linewidths of MC polaritons.

Finally, it is noted that Whittaker suggested a quantitative relation be-
tween the polariton line width and the background absorption at the po-
lariton energy [94]. However, this is valid only when the polariton energy
is in the tails of the exciton resonance. Using this relation Borri et al. re-
cently made a quantitative analysis of the measured linewidths of HC()621,
HCO641 and HCO642 [95], and found a good overall agreement.

5.3.6 Advantages of reduced light-matter coupling.

In the preceding section it was found that many different parameters may
influence the polariton linewidth, and it is difficult quantitatively to distin-
guish the effects of local absorption, local slope of the refractive index and the
exciton homogeneous linewidth. Additonally, the sample with the sharpest
and most ideal excitonic response used here, HC(621, "suffer” from having
two resonances close to the continuum edge with a separation less than the
Rabi-splitting. Therefore in the resonant regime, -2 meV < A < 2 meV,
all three polaritons are significantly mixed with both excitons and because
of the level repulsion the UP quickly moves into the continuum and broad-
ens. Thus, to see a more ideal polariton behaviour around each anticrossing
and to reduce the contributions from local absorption it is advantageous to
be able to design a structure with a reduced light-matter coupling. This
may be achieved by placing the quantum well away from the antinode of the
electromagnetic standing wave pattern. The energy level diagram of such a
structure, HC(634, is shown in Fig.5.15a and the fitting parameters are given
in Table 5.2. Compared to HC(?621 and HC®641, the values of the coupling
strengths are reduced by a factor of & 4, corresponding to a similar reduction
of the electric field at the position of the quantum well. Hence an effective
distance from a node in the standing wave pattern of L.,,sin™'(0.25)/27 ~8
nm, may be deduced. The level diagram shows that the two polariton an-
ticrossings are much better isolated compared to Fig. 5.11b-c, because the
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Figure 5.15: Left: Solid symbols show the measured polariton energies in HC@634, and
the solid lines are the fitted energies. Solid square: lower polariton, open circle: middle
polariton, solid triangle: upper polariton, open triangle: “top” polariton branch. The
dashed rectangle marks the heavy-hole continuum. Right: The solid symbols show the
measured polariton linewidths as a function of detuning and the solid lines are fits obtained

from equation 5.14.

ratio of the heavy-light-hole splitting to the heavy-hole Rabi-splitting is (Fq,-
Enn)/hQnn=4.4, in contrast to a ratio of 0.7 (1.6) in HC®621 (HC®641). In
addition a new resonance at E=1532.1 meV is visible, which is ascribed to
the 2s-state of the heavy-hole exciton, corresponding to an exciton binding
energy of 6.7 meV.

The linewidths of the polaritons in HC()634 are shown in Fig.5.15b. Com-
pared to the linewidths of HC(621 and HCX641, the broadening of the UP
when the cavity resonance is tuned into the continuum is significantly re-
duced, and because of the weaker level repulsion it is not clearly seen until
A >7 meV. Furthermore, at the energy crossing points, A=0 meV and A=3.9
meV, the linewidths also cross and show a very symmetric behaviour. This is
exactly what is expected for ideal homogeneously broadened polaritons in a
microcavity where the asymmetry due to the exciton lineshape is negligible,
and in fact the fit to the linewidth obtained from an extension of Eq.5.13

Ypol = Yeau |Cph|2 + Yhh |Chh|2 + Vi |Clh|2 (5.14)

shows a very good agreement using .., =320 peV and Yun hom="7ihhom=150
peV. Note, that the bare cavity linewidth and the bare exciton homogeneous
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Figure 5.16: Dispersion of lower, middle and upper polaritons (LP, MP, UP) in HC(@621
for zero detuning at k=0. The dashed lines indicate the position of the uncoupled heavy-

and light-hole excitons.

broadening are independent of the strength of the light-matter coupling, and
correspond to the values found previously.

5.3.7 Reduced dynamic scattering.

The polaritons treated so far were assumed to be coupled to photons propa-
gating in the growth direction perpendicular to the microcavity layers. How-
ever, light incident at an angle with respect to the growth direction also
couples to the excitons, and in fact it was shown that the in-plane wave
vector is a good quantum number for the polaritons [92]. In Fig. 5.16 the
polariton energies of HC(621 have been calculated as a function of the in-
plane wave vector, by inserting equation 5.8 into equation 5.10 and solving
for the eigenvalues. For the values chosen here, the empty cavity is resonant
to the heavy-hole exciton at k=0.

At large k-vectors the lower and middle polariton energies tend to the
energies of the uncoupled heavy- and light-hole excitons, while the upper
polariton follows the bare cavity dispersion. However, at k-vectors close
to zero the dispersion of the lower and middle polaritons is also large. It
was predicted that due to the shape of the lower polariton dispersion, the
phase space for acoustic phonon scattering is significantly reduced at k=0
[102]. This is due to the energy difference of approximately 2 meV between
polaritons at k=0 and at high k values, that acts as a barrier against phonon
scattering to high k-vectors. Only if an energy larger than 2 meV can be
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Figure 5.17: Reflectivity spectra of HCQ621 at zero detuning for different temperatures,
from [96].

tranferred to the polariton in the phonon scattering process, the polariton
can scatter to high k-vectors. However, due to the cutoff wavevector for
exciton-phonon interaction it was estimated that only an energy of 1.24 meV
can be transferred, which is not enough to overcome the barrier [96].

The prediction of the reduced scattering in the lower polariton branch
was experimentally tested in sample HC@621 [96]. The measured reflectiv-
ity spectra at normal incidence and zero detuning are shown in Fig.5.17 as a
function of temperature. It is clearly seen that the lower polariton remains
narrower than the middle and upper polaritons, as the temperature is in-
creased. In Fig. 5.18 the measured values of the linewidths are shown as a
function of temperature for a detuning of 0 meV and 1.2 meV. The solid line
shows the linewidth expected from a bare exciton due to acoustic and optical
phonon scattering.

It is believed that the reason for the polariton linewidths being broader
than the bare exciton linewidth is due to additional scattering with the resid-
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Figure 5.18: Measured linewidths as a function of temperature for HC@621 at detuning
of 0 meV and 1.2 meV, from [96].

ual trions in the structure, that were also visible in the PL-spectrum in
Fig.5.6. Thus, the fact that the lower polariton is still narrower than the
middle and upper indicates that the argument of reduced scattering phase
space also holds for polariton-carrier scattering.

5.4 Secondary emission from microcavities.

When light is incident on a medium, emission may be observed in direc-
tions different from the direct reflection or transmission. This so-called sec-
ondary emission (SE), typically originates from photoluminescence and reso-
nant Rayleigh scattering (RRS). Classically, the latter is an elastic scattering
process on particles smaller than the wavelength of light, with a cross section
proportional to A™*. Hence it is strongly dependent on the wavelength, and
actually explains why the blue light from the sun is more efficiently scattered
in the atmosphere than the red light [103].

The inevitable disorder in a quantum well leads to a spatially varying
dielectric function of the exciton, that also causes RRS, and the intensity and
time dependence of the scattered light is directly related to the nature of the
disorder [104]. For a coherent excitation beam the RRS is also coherent, in
contrast to the incoherent photoluminescence, and this property may be used
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Figure 5.19: Tllustration of the setup used for measuring the secondary emission from
microcavitites. The solid lines with arrows show the beam path of the excitation beam

and the direct reflection, and the dotted lines indicate the secondary emission.

to distinguish these two contributions to the resonant secondary emission
(RSE) [105, 114].

Whereas RRS from bare quantum wells has been studied in great detail,
the study of RRS from microcavities is only in its beginning and just a few
experimental [109, 110, 111] and theoretical [112, 113] reports have been
published. In this section, some very recent results [106] on the spectral and
directional properties of SE from microcavities will be described.

5.4.1 Samples and experimental setup.

The samples used for the following measurements were HC621, HC641
and HCO642, the details of which have been described in the previous sec-
tions. Here, it is just emphasised that the inhomogeneous broadening of the
quantum well is smallest in HC(621 and largest in HC(642.

The experimental setup used in the following is shown in Fig. 5.19.
The samples were kept in a He-cryostate at T = 5 K, and a mode-locked
Ti:sapphire laser with a pulse duration of ~ 100 fs and a spectral width of
~ 16 meV, was used for the excitation. The laser was tuned during the ex-
periments to ensure similar excitation intensities of the polariton resonances.
The excitation was incident at an external angle of 11 degrees, (k; = 1.5-10°
m™!), focussed through a N.A.=0.24 lens, and the emission was collected with
the same lens. The laser spot size was ~ 50um, yielding an inhomogeneous
broadening of the cavity resonance of ~ 70ueV, well below the measured line
widths. In the far field apertures were inserted to filter out the reflection,
leaving only SE, which was either imaged onto a CCD-chip or spectrally re-
solved in a grating spectrometer. A linear polarizer was used to analyse the
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Figure 5.20: a) : Image of the secondary emission from HC@621 in the far field at a
detuning of A = —5.1 meV. The dashed rectangles mark the positions of the blocking
apertures, and the dashed circle is the aperture given by the lenses in the detection. The
angular positions of the exciting (in) and reflected (out) beams are marked by solid circles.
b) : Far field image for A = —7.7 meV without the apertures so the pattern of spots in

the plane of incidence is visible.

polarization state of the emitted light.

In Fig.5.20a, the SE from HC®621 in the far field is shown, which corre-
sponds to resolving the emission in coordinates of the in-plane wave vector,
E”. The horizontal and vertical apertures block the reflected light as well
as the light emission sometimes seen in the plane of incidence (as shown in
Fig.5.20b). The outer circular aperture is determined by the diameter of
the lenses in the setup. Fig.5.20a shows that the SE forms a ring in the far
field, with a diameter determined by the angle of incidence of the exciting
beam, in agreement with previous observations of RRS from a MC [110, 111].
Furthermore we note that the emission is distributed in speckles, indicating
its coherent nature and thus dominance of RRS. As will be described in
the following, the reason for the ring shaped emission is that the condition
for elastic scattering, Fyor(kou)=Fpor(kin), implies that the magnitudes of
the kj-vectors are practically identical, |k out|=|kin|, due to the steep lower
polariton dispersion at negative detuning.

The apparently stronger emission in the backscattering direction seen in
Fig.5.20 is currently not well understood, although effects such as coherent
backscattering due to weak localization has been suggested [111]. Tt is also
noted that the regularity of the bright spots visible in the plane of incidence
in Fig. 5.20b, suggest that a periodic arrangement of scatterers is present in
the structure. Since it was experimentally observed that the relation between
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Figure 5.21: (a): Spectrally resolved secondary emission from HC@621 for different
values of the detuning. Starting from the bottom spectrum the detunings are (in meV):
-8.7,-7.7,-6.2,-5.1,-4.1,-3.6, -2.7, -1.2, -0.2, 0.9. (b) : The degree of polarization shown
as a function of detuning for the LP of HCQ621 (open squares), the LP of HCQ641 (open
triangles), the LP of HCQ642 (open circles) and the MP of HCQ621 (solid triangles).

the kj—vector and the energy of the emission of each spot coincides with the
polariton dispersion relation, it is believed that the excitation at the surface
is diffracted into a number of different directions, each exciting a different
polariton mode of the MC. Due to the large spectral bandwidth of the exciting
laser it covers the whole dispersion relation in the range of k-vectors imaged
here, and the bright spots then correspond to the light emitted from each of
the excited polariton modes. The spots are best observed at large negative
detuning, where no photoluminescence is present in the center of the ring.
However, the physical origin of the scatteres responsible for the spots is not
known, but they could be due to regular steps at the interfaces of the Bragg
reflectors or possibly dislocations.

For the rest of the measurements here, the geometry of the apertures
shown in Fig.5.20a was maintained, blocking the diffraction spots described
above.

5.4.2 Spectral properties of the secondary emission.

In Fig.5.21a, the total — both PL. and RRS — spectrally resolved SE from
HC®621 is shown for different detunings. All spectra have been normalized
to the same peak value. At the largest negative detuning, the spectrum
shows three peaks corresponding to the LP, MP and UP, and the emission
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is almost completely polarized parallel to the exciting laser beam showing
the dominance of RRS. The width and center position of the peaks in the
SE coincide with the dips seen in the reflection spectrum due to the elastic
nature of the scattering. As the cavity is tuned closer to resonance a broad
increasing emission is observed in addition to the spectrally sharp emission on
the LP branch, accompanied by a decreasing degree of polarization (shown
in Fig.5.21b). This demonstrates the increasing influence of unpolarized PL
in the SE from the LP. A different behaviour is seen for the MP, which
broadens and becomes less intense as the cavity is tuned closer to resonance.
In addition, the RSE of the MP remains more than 60% polarized indicating
less influence of PL. However, it is clear that in the range of detunings where
the influence of PL in the RSE is negligible, the RRS on the MP increases
compared to the RRS on the LP for increasing |A]. This is the predicted
behaviour according to the “filter” model of Shchegrov et al [113] for a MC
with small inhomogeneous broadening compared to the bare cavity linewidth.
The details of the filter model are not important here, but will be described
in the next section.

It is noted that the absolute intensity of the RRS on the LP is only weakly
dependent on detuning. It was observed that when increasing the detuning
from -8.7 meV to -4.1 meV, the RRS on the LLP was increasing continously
by 30%. A similar weak dependence on detuning was observed in the other
samples. This is in contradiction to the filter model [113, 112], where the
RRS intensity is expected to be proportional to the square of both the ex-
citon and photon fraction of the polariton. At these detunings the photon
fraction is nearly constant while the exciton fraction increases approximately
by a factor of 3. Moreover, for a MC with small inhomogeneous broadening
compared to the cavity line width, the RRS is expected to be less intense
on the LP than on the MP at negative detuning [113]. Both observations
suggest that there is an additional scattering mechanism on the LP, which is
attributed to scattering in the photonic part of the polariton due to dielec-
tric inhomogeneties, e.g. originating from microroughness on the interfaces
in the structure [118]. However, since the light is elastically scattered on a
ring it is suggested that the scattering can still be described by a filter model
which includes the dielectric disorder in addition to the static quantum well
disorder.

To support the following discussion, Fig. 5.22 shows the dispersion of
the polariton branches in HC(621 for different detunings as well as the pho-
ton fraction of the lower polariton. For resonantly excited polaritons on the
MP and UP branch, a dominating fast interband relaxation is expected to
exciton-like polaritons at high k—values on the LLP branch, forming a reservoir
of incoherent polaritons [115, 116], explaining the low fraction of PL in the
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Figure 5.22: Dispersion of the polariton branches in HC(?621 for detunings at k=0 of -8
meV (a) -4 meV (b) and 0 meV (c), where the polariton energies are given on the left axis.
The dotted lines show the photon fraction of the lower polariton on the right axis. The
dashed vertical lines indicate the excitation k-vector used here, and the arrows indicate

the fast interbranch scattering processes of the MP and UP polaritons.

RSE from the MP and UP. For the LP at zero and negative detuning, intra-
band relaxation via acoustic phonons from the exciton-like polaritons in the
reservoir towards lower k—values becomes less likely for decreasing k—values,
because of the decreasing density of final states [117]. This results in a bot-
tleneck effect, and explains the behaviour of the degree of polarization and
the spectra shown in Fig. 5.21b. For large negative detuning the excited po-
laritons are almost completely photon-like, and hence relaxation via phonons
into these states is impossible. As the detuning is increased towards zero, the
exciton fraction of the LP increases (the photon fraction decreases), giving
rise to an increasing contribution from incoherently scattered polaritons and
hence a decreasing degree of polarization. Since the incoherently scattered
polaritons occupy a broad range of k—space compared to the excited polari-
tons they account for the spectrally broad emission contribution, seen in Fig.
5.21a. It is noted that the degree of polarization of the LLP emission has an
almost identical behaviour as a function of detuning for HC©®621, HC®)641
and HC(642, showing that the presence of a polariton bottleneck has the
same dependence on the detuning for the three samples. This is expected
since the dispersion of the LP is very similar in the three samples, and the
inhomogeneous broadening is so small that it does not significantly affect the
possible scattering mechanisms.

To investigate the influence of inhomogeneous broadening on the spectral
properties of RRS from MC’s we show in Fig.5.23 the spectrally resolved
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Figure 5.23: Solid (dotted) lines: Spectrally resolved RRS (reflection) for a) HC()642,
b) HCA641 and ¢) HCO621. The arrows indicate the reflectivity dips corresponding to
the middle and upper polaritons. The spectra in a) and b) have been shifted to ease the

comparison.

RSE from the three microcavities for the same ratio of the detuning to the
Rabi-splitting, A/hQ g, = —1.6 where the influence of PL is negligible. Also
shown is the spectrum of the reflected light, indicating the spectral positions
of the excited polaritons. It is noted that the emission intensity of the MP
relative to the LP decreases as the static quantum well disorder increases. For
HC@621 the ratio of the integrated emission from the MP polariton to the L.P
is about 3%, decreasing to 1% for HC()641, whereas no emission is observable
on the MP in HC(642. Again, this observation is in qualitative agreement
with the theory of MC RRS by Shchegrov et al.  [113], which predicts that
for larger inhomogeneous broadening the MC RRS intensity is shifted towards
the photonlike polaritons. However, a quantitative comparison is difficult,
because relaxation effects are not treated in the theory [113] and as argued
above the RRS from the LP has a significant contribution from photonic
scattering at this detuning. The observation of decreasing MC RRS on the
UP for increasing inhomogeneous broadening seems to be in contradiction to
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the interpretation of the filter model by Whittaker [112], which emphasises
the importance of a spectral overlap between the polariton and the bare
exciton in order to get efficient MC RRS. Since the UP is spectrally very
close to the bare exciton for A/hQp.,; = —1.6, this interpretation instead
predicts an increasing MC RRS for increasing disorder.

5.4.3 Directional properties of the secondary emission.

In this section the directional properties of the RSE from the MC samples
are described. Due to the coherent nature of the RRS component a pro-
nounced speckle effect is seen in the emission images at negative detunings
(se e.g. Fig.5.20). To obtain meaningfull statistical information the images
are analysed by integration the RSE intensity over the azimutal angles. The
integrated RSE intensity is calculated as:

T(ky) = /6 T(ky, $)do (5.15)

where I(k), ¢) is the intensity in a cylindrical coordinate system with the
origin at the center of the emission ring. The integral is performed over a
large range of azimutal angles, typically 90 degrees, averaging out the speckle
structure in the image. The data from the CCD chip is converted into the
cylindrical coordinate system such that a uniform illumination of the CCD
chip results in a constant I(kj). The intergrated RSE is shown in Fig.5.24
as a function of in-plane momentum for HC?621 and HCO641 for a range of
different detunings. The arrows on the right side indicate the position of the
circular aperture shown in Fig.5.20. Note that the intensity does not drop
sharply to the right of the arrow, because the emission ring and the circular
aperture are not concentric.

For the detunings used in Figs. 5.24a and 5.24b the RSE is dominated by
RRS. Here a peaked emission is observed on a nearly constant background.
The peak in the integrated RRS corresponds to the ring in the images of
Fig.5.20 and is primarely due to RRS from the LP. The constant background
is partly due to stray light and partly to RRS from the MP or UP, which
is emitted in a broad range of directions because of the flat polariton dis-
persion, similar to a bare quantum well, see Fig. 5.22a. In Fig. 5.24c an
additional contribution to the background emission is seen, gradually in-
creasing for larger values of the in-plane momentum. In Fig. 5.24d, the
emission is completely transformed into a broad distribution peaked at the
outer aperture. This is exactly the shape expected for PL due to the polari-
ton bottleneck [117]. The appearance of this incoherent contribution in the
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Figure 5.24: a)-e) : The solid lines show the measured distribution of emission in k-
space, Ij|, integrated over the in-plane angles. The dotted line in a) is the calculated
distribution for a Lorentzian distribution using Eq.5.16, whereas the dotted lines in b)
and c¢) are Gaussian fits as described in the text. d): The solid (dotted) lines show the
distribution in k-space for polarization parallel (perpendicular) to the excitation. The

dashed line shows the difference, I — 1. S1 (S2) refers to HCQ621 (HCQ641).

integrated RSE for A > —4meV matches the observation of the decreasing
degree of polarization of the RSE from the LP. Comparison of I and I
shows that an extra contribution is still seen in the I} emission originating
from the Rayleigh scattering. Finally, for a small positive detuning, shown
in Fig. 5.24e, the polaritons are completely relaxed to & = 0 with a decaying
tail for increasing wavevectors, that is there is no bottleneck effect for this
detuning.

The filter model predicts not only the presence of the ring shaped RRS
emission but is also able to predict the width of the ring. Consider first
a monochromatic plane wave of energy hw resonant to a polariton with a
wave vector k. Then the possible outscattering directions are given by the
range of polaritons in k—space that has a spectral overlap with hw. If the
polariton line width is v,, the emission in k-space is centered at |k’| and
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has a width given by 7, - (dE/dk|p)™"!, which defines the output filter. Tt
is important to notice that even excitation with monochromatic light gives
rise to a broadening of the ring and is already evidenced in the images of
Houdré et al [111]. Exciting the polariton with a broad spectrum and a
focussed beam give rise to additional broadening. To accurately account
for the additional broadening the output filter must be convoluted with the
spectrum of the excited polaritons. Under the assumption that a Lorentzian
distribution of polariton energies of width ~.,. is excited, and that the output
filter is Lorentzian, the width of the ring in k—space can be approximated by:

Ak = (dE/dk)™ (4 + Yeue). (5.16)

The proportionality of the width with (dF/dk)™" has already been observed
[110, 112], but here we distinguish between the contributions from the ex-
citation and the output filter. To test this approach, Eq.5.16 was used to
calculate the directional emission in Fig. 5.24a, where v, = 260 peV was as-
sumed in agreement with the reflection measurements described previously,
and the experimentally obtained spectrum of the emission was approximately
Lorentzian with yexe = 420 peV. The dispersion was calculated using a three
level model [100], and no fitting parameters have been used. As shown in Fig.
5.24a the agreement between the measured and the calculated distribution
is very good.

Due to the polariton dispersion the spectral distribution of the excited
polaritons depend on the range of k—vectors in the excitation beam. A
tighter focus was used in Fig. 5.24b and 5.24c and a wider range of en-
ergies was consequently excited. From the RRS spectrum, ~exy = 700 peV
and vext = 550 peV was obtained for Fig. 5.24b and 5.24c¢, respectively, and
a spectral shape closer to a Gaussian than a Lorentzian. Hence, Eq. 5.16 is
not strictly valid here. For these two curves a Gaussian with a spectral width
of v = ’y;—l—’yezxt was used and from the calculated inverse dispersion slopes of
0.353 - 10°(meV m)~" and 0.376 - 10°(meV m)~" the fits shown in Fig. 5.24h
and 5.24c were obtained. Note that due to the tail of the bottleneck under
the peak in Fig. 5.24c, the modelled distribution does not coincide with the
background level on the left side. The good overall agreement supports the
approach used here to describe the directional emission.

In summary, it was found that the proposed filter model of the RRS from
MC’s [113] is able to qualitatively reproduce most aspects of the measured
RRS data. In agreement with the model an increasing RRS on the MP was
observed for larger negative detuning in a sample with small inhomogeneous
broadening, as well as a shift of the RRS toward the LP for increasing inho-
mogeneous broadening. The model is also able to correctly predict the width
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of the emission in k—space and points to the importance of broadening in
both the excitation and emission process. In addition, an RRS contribution
on the LP was observed that was not related to the QW inhomogeneous
broadening, and it was argued that this was due to dielectric roughness at
the interfaces, which couples to the photonic part of the LP.
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Chapter 6

Summary and conclusion

In this thesis the growth and the optical properties of semiconductor nanos-
tructures with electronic and photonic confinements have been described.

The basic theory of semiconductor optics relevant for the work here has
been reviewed, focussing especially on the influence of strain on the band
structure, the properties of low-dimensional structures and the transfer ma-
trix method for calculating the optical properties of straitified media.

The current understanding of molecular beam epitaxial growth of Arsenide-
based TII-V semiconductors has been summarized, both with regard to the
different thermodynamic phases of the surface morphology and the surface
reactions taking place on an atomic scale. For the surface morphology a
qualitative distinction between uniform films, dislocated films and coherently
strained islands has been made. The surface reactions on an atomic scale in-
clude both reactions in the plane of growth, that account for the roughness
of the surface, and exchange reactions between monolayers that describe sur-
face segregation. A smoothening of the interfaces in a quantum well due to
a growth interrupt of 120s has been experimentally demonstrated, yielding
monolayer flat islands larger than the exciton Bohr radius and showing that
the amount of impurities incorporated into the surface during the interrupt
is small enough not to affect the photoluminescence markedly.

Two other growth “tricks” have been experimentally demonstrated, digi-
tal alloying and controlled thickness variations. With digital alloying, several
Al,Ga;_,As layers were grown for x-values between 0 and 0.257 with band
gaps very close to continuously grown alloys and a high uniformity across the
wafer. The thickness variations across the wafer when rotation was stopped
during growth was determined to be 5%cm™" in the steepest direction, in
agreement with a simple flux model assuming a point source. Based on
the understanding gained here, digital alloying and intentional thickness and
composition variations have been used in the rest of the work to make sample
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design more flexible and add new functionalities to the structures.

A large part of the work has dealt with growth of low-dimensional struc-
tures, quantum wells, quantum wires and quantum dots, and the characteri-
zation of their basic optical properties at low temperatures, such as transition
energies and linewidths. All of the structures have been grown using both
ternary materials, AlGaAs and InGaAs, as well as the quaternary InAlGaAs.

Starting from the quantum wells, a detailed analysis of InAlGaAs based
structures was made, using InGaAs reference samples to calibrate the In
growth rate and to deduce the parameters describing surface segregation.
Using a computer code to simulate the composition profile under the influ-
ence of surface segregation and a six band k-p-model to calculate the qua-
ternary quantum well transition energies, an empirical band gap relation for
InAlGaAs was found (Eq. 4.1). A simple linewidth analysis of the photo-
luminescence peaks revealed effective well width fluctuations of 1.1 ML in
addition to the expected random alloy fluctuations. Hence, it is concluded
that the growth conditions used here for the InAlGaAs quantum wells are
optimal, avoiding clustering in the group-III sublattice and yielding very flat
interfaces.

A number of InAlGaAs multi quantum well structures were grown using
digital alloying, in order to be able to choose the Al mole fraction in the
barriers independent of the Al and In mole fractions in the well. A compar-
ison with continuously grown structures, yielded similar photoluminescence
linewidths but the transition energies were 40-50 meV lower than the de-
signed value. This difference was ascribed to the different methods used for
calibrating the In growth rate. The uncertainty using the RHEED oscilla-
tions is larger compared to an In containing reference structure, because the
growth rate depends on the position where the electron beam hits the cal-
ibration wafer. Thus it is suggested to use a GaAs piece as a “marker” on
the center of the calibration wafer to reduce this uncertainty. Finally, the
conditions for avoiding dislocations in InAlGaAs multi quantum well struc-
tures were analysed, yielding a value of the frictional strain in the range
€7i.=0.0017-0.0030.

The InAlGaAs multi quantum well structures were used for growing T-
shaped quantum wires, with the so-called cleaved edge overgrowth technique.
Because of the larger lattice constant of InAlGaAs than GaAs, the overgrown
quantum well was under tensile strain in the T-shaped intersection. From a
comparison with unstrained AlGaAs structures and theoretical calculations,
a strain induced enhancement of the quantum wire confinement energy of
5-10 meV was found. However, the quality of the overgrown GaAs layers
was found to decrease for increasing In content in the InAlGaAs quantum
wells and for an In mole fraction of 0.2 no quantum wires were observed,
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possibly due to defects or dislocations. In any case, the observation of a
strain induced enhancement is promising for the realization of quantum wire
structures with larger confinement energies than the record values obtained
so far in asymmetric structures.

For the lowest dimensionality, quantum dot structures were grown both
in InAs, InGaAs and InAlGaAs. The growth conditions were optimized
for InAs quantum dots, where In desorption was found to be important
for T4,y =515°C whereas for T,,;,=480°C no significant change of the lumi-
nescence peak and linewidth was observed when introducing a 30s growth
interrupt before covering the dots. To obtain higher transition energies a
structure with 5-6 ML IngsAl,Gags_,As quantum dots and Aly,Gaj_s,As
barriers was realized for x = 0, 0.04 and 0.08 using an 8s growth interrupt
between the deposition of each monolayer of the quantum dots. In this way
transition energies ranging from 1315 meV to 1490 meV were obtained, with
typical linewidths of 50 meV. Compared to other reports using InAs quan-
tum dots on AlGaAs barriers to increase the transition energies, the quantum
dots in the structure used here are significantly more uniform.

In conclusion, the main difference between quaternary InAlGaAs com-
pared to InGaAs for nanostructures is that strain effects can be used in struc-
tures with high transition energies, near the visible red part of the spectrum.
Although the main motivation in the present work for growing quantum dots
in this spectral range was to fit the transition energies to the requirements
set by a specific detector or excitation laser, the understanding gained here
of InAlGaAs quantum wells and quantum dots may also prove useful for fu-
ture applications in semiconductor lasers [39]. Especially, the quantum dot
structures with a low total Al content and narrow size distribution, could be
advantageous as a gain medium in a waveguide structure, where a refractive
index contrast to the cladding layers is needed to confine the light. Finally,
the use of InAlGaAs instead of AlGaAs makes it possible to realize GaAs
structures with strained barriers, as was shown for the strained T-shaped
quantum wires. Although the applications of this effect may be limited, one
may think of using InAlGaAs for strain-patterned structures, e.g. for spatial
control of quantum dot nucleation.

Another large part of the work has focussed on growing semiconductor mi-
crocavities with narrow polariton resonances and characterising their optical
properties. The growth of each part of the microcavity, the Bragg reflector,
the spacer layer and the quantum well was analysed in detail and experimen-
tally investigated. An optimized microcavity structure was developed, where
both the bare cavity linewidth and the linewidth of the excitonic resonance
was minimized. To minimize the cavity linewidth while still keeping the cav-
ity energy tunable, the spacer layer was intentionally wedged, while the Bragg
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reflector was grown without a thickness gradient. In this way a cavity energy
gradient of 1.35 mm /meV was obtained, ensuring an inhomogeneous broad-
ening of the cavity resonance much smaller than the homogeneous linewidth
when probing a area of 50-75 pum. The linewidth of the exciton resonance
was minimized using a broad GaAs quantum well where the influence of well
width fluctuations on the inhomogeneous broadening is small. At the same
time a special spacer layer design was used, leading to a low density of free
carriers in the quantum well and a reduced homogeneous broadening of the
exciton due to free carrier scattering. In such an optimized structure with a
25 nm quantum well, a record high ratio of the Rabi-splitting to the linewidth
of 19 was obtained.

A number of different microcavity structures were grown with different
inhomogeneous broadenings of the quantum well and different strengths of
the exciton-photon coupling. Using reflection measurements at low temper-
ature, the polariton energies and linewidths were investigated as a function
of detuning. It was found that a simple coupled harmonic oscillator model
was sufficient to precisely model the polariton energies, whereas the under-
standing of the linewidths was much more involved. Since the nature of the
polaritons changes between photon-like and exciton-like as a function of de-
tuning, the linewidths change because the homogeneous widths of the exciton
and photon are different. Furthermore, the absorption in the quantum well
at the polariton energy broadens the line, which is especially important in
the tails of the excitonic absorption and in the continuum. This was clearly
demonstrated in a structure where the exciton-photon coupling was reduced
by placing the quantum well close to a node of the electromagnetic standing
wave pattern. Because of the lower sensitivity to background absorption, an
“ideal” behaviour was observed in this structure for a large detuning range,
where the linewidth was given by an average of the cavity linewidth and the
homogeneous exciton linewidth, weighted by the exciton and photon content
of the polariton.

The polariton linewidths were also measured as a function of temperature,
showing a narrower lower polariton resonance compared to the middle and
upper polaritons. Since the broadening of the polaritons as a function of
temperature is expected to be due to scattering of the exciton on phonons or
free carriers, the narrow lower polariton is explained by a reduced scattering
rate in this branch, in agreement with theoretical predictions. This is due to
the steep dispersion of the lower polariton branch at k=0, which significantly
reduces the density of final states compared to a bare exciton.

The secondary emission from microcavities was investigated as a function
of detuning and quantum well disorder. A good qualitative agreement for the
resonant Rayleigh scattering was found with the so-called filter model [113],
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but the contributions from incoherently scattered polaritons (photolumines-
cence), which were not included in the model, made a quantitative agreement
difficult. It was found that dielectric disorder is present in the Bragg reflec-
tors of the microcavities, giving rise to elastic light scattering even at large
negative detunings. Finally, a polariton bottleneck was experimentally ob-
served in the directionally resolved photoluminescence, in agreement with
theoretical predictions [117].

All considered, the control of the polariton resonance linewidth achieved
in the structures developed in this work, is very promising for future research
in the field of strong light-matter coupling. Generally, the narrow linewidths
that have been obtained allow the investigation of finer details than was pos-
sible so far. But more specifically the understanding of this near-ideal planar
structure may be important for the development of other structures with a
strong light-matter coupling, e.g. utilizing photonic band gap components
instead of a planar microcavity to localize the light.
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Appendix 1

Borland C++ codefor
"STRAITIFY .CPP"
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#i ncl ude <stdio. h>
#incl ude <stdlib.h>
#i ncl ude <conpl ex. h>
#incl ude <mall oc. h>

#define pi 3.14159265359
#define hc 1239.8424 // value of hc for converting nm<-> eV

Structure of inputfile:
Nunber _of _| ayers: x
Type pl p2 p3 p4 p5

X X X X X X

X X X X X X
Wavel engt h_start[nn]: x
Wavel engt h_end[ nn: X
Nunber _of _poi nts: x

Meani ng of paraneters:

Waves are propagated fromleft to right.

B T T e T N e e
B T T

/1 structure for defining geonetry and nmaterials in dielectric structure.
struct medium ist

int |ayers;
int *typeno;
doubl e *pl, *p2, *p3, *p4, *p5;
b

structure for holding the conplex refractive index of the structure at

11
/1 a given wavel engt h.

struct optparlist

int |ayers;

doubl e *mll_real, *mll_i mag,
*ml2_real, *ml2_i mag,
*m2l_real, *nmRl_imag,
*m22_real, *nmR22_i mag;

H
/'l structure for holding the transfer matrix and reflectivity/transmttivity of
/1 a layered structure at a given wavel ength.

struct optic

struct conpl ex nll, ml2, n21, nR2;
struct conpl ex anp_r, anp_t;
double int_r,int_t;

}s

functions for calculating optical properties

al loc_nenory_nediumist : allocates dynamic nmenory for the mediumist structure
| oad_nedi um : generates/|oads the nmedium geonetry/material |ist

al loc_nenory_optparlist : allocates dynamic menory for the optparlist structure
calc_nediumn : calculates the layer refractive index at a given wavel ength
calc_nediumo : calculates the optical properties of the whole medi um

~————
~————

struct nediumist *alloc_nenory_nediunmist(int n);
struct optparlist *alloc_nenory_optparlist(struct mediumist *);

116

Descri ptionType pl p2 p3 p4
Di el ec. |ayer 0 n_r eal n_i mag d[ nm 0
Ri ght DBR 1 R i nt E(eV) d(phi)/dE n_left n_right
Left DBR 2 R int E(eV) d(phi)/dE n_left n_right
Quant um wel | 3 E ex G rad G_nonr ad d[ nm
Interface 4 n_left n_right 0 0 0
Bragg period 5 n_left n_right d_left d_ri ght

p5
0

n_back

0



voi d cal c_medi um n(struct mediunist
struct optic cal c_nmedi umo(struct optparlist

/1 definition for the function for getting dielectric structure

struct nediunist

{

struct mediumnist
if ((me(struct mediumist

m >l ayer s=n;

m >t ypeno=(i nt
m >pl=(doubl e
m >p2=(doubl e
m >p3=(doubl e
m >p4=(doubl e
m >p5=(doubl e

*, struct opt

*):

*al |l oc_menory_medium i st (int n)

*m

parlist *,

double W );

*) mall oc(sizeof (struct medium ist)))==NULL)
{ printf("Menory allocation error!\n"); };

*) malloc(n*sizeof (int));
mal | oc(n*si zeof (doubl e))
mal | oc(n*si zeof (doubl e))
mal | oc(n*si zeof (doubl e));
))
))

*)

mal | oc(n*si zeof (doubl e
mal | oc(n*si zeof (doubl e

return(m;

}

struct optparlist

struct optparlist
m n=(struct optparli st

*m.n;

m n->nll_real =(doubl e *)

m n->nl1_i nag=(doubl e
m n->nl2_r eal =(doubl e
m n->ml2_i nag=(doubl e
m n->nm21_real =(doubl e
m n->nm21_i nag=(doubl e
m_n->nm22_r eal =(doubl e
m_n->n22_i nag=(doubl e

*)
*)
*)
*)
*)
*)
*)

return (mn);

voi d cal c_medi um n(struct mediunist

* alloc_menory_optparlist(struct mediumist

mal | oc((m >l ayers-2)*si
mal | oc((m >l ayers-2)*si
mal | oc((m >l ayers-2)*si
mal | oc((m >l ayers-2)*si
mal | oc((m >l ayers-2)*si
mal | oc((m >l ayers-2)*si
mal | oc((m >l ayers-2)*si
mal | oc((m >l ayers-2)*si

* m struct optparlist

*) mal |l oc(sizeof (struct optparlist));

*m

zeof (doubl e));
zeof (doubl e));
zeof (doubl e));
zeof (doubl e));
zeof (doubl e));
zeof (doubl e));
zeof (doubl e));
zeof (doubl e));

/1 Transfer matrix evaluation corresponding to Savona et al.
struct conplex iun,dO,t,r;
doubl e nrati o, phl, ph2, a;

int i;

i un=conpl ex(0, 1) ;
m n->| ayer s=m >| ayer s- 2;
for(i=0;i<(m.n->layers);i++)

swi tch(m >typeno[i +1])

I/ dielectric |ayer
t=exp(iun*2*pi *m >p3[i +1] *(m >pl[i +1] +i un*m >p2[i +1])/w);
mn->nll_real [i]=real (t);
mn->mll_i mag[i] =i mag(t);

case 0:

Il
case

m n->nl2_real
m n->nl2_i mag
m n->n21 _real
m_n->nR1_i mag

[
[
[
[
[

0

ooo

]
]
]
]

* m.n, double W)

(Sol . Stat.Conm 93 (9) p.733)

t=exp(-iun*2*pi *m>p3[i +1] *(m >pl[i +1] +i un*m >p2[i +1])/w);
mn->n22_real [i]=real (t);
mn->n22_i mag[i] =i mag(t);

br eak;

right DBR mrror
1:

r=sqrt (m>pl[i+1])*exp(iun*m >p3[i +1] *(hc/W -m >p2[i +1]));

t=1-r;

nratio=m>p4[i+1]/m >p5[i +1];
mn->nll_real [i]=nrati

m n->nll_i mag
m n->nll2_real
m n->nl2_i mag
m n->n21 _real
m_n->nR1_i mag
m n- >nR2_r eal

]=nrati
]=nrati
]=nrati
]=nrati
]=nrati
]=nrati

o*real (1/conj (
o*i mag(1/ conj (
o*real (-conj (r
o*imag(-conj (r
o*real (-r/t);
o*imag(-r/t);
o*real (1/t);

t))
t))
)
)

)
)
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}

/1 function for calculating the transfer matrix/refl ectance/transm ttance of the

Il left
case 2:

mn->n22_imag[i]=nratio*inag(1/t);

br eak;

DBR nirror

r=sqrt (m>pl[i+1])*exp(iun*m >p3[i +1] *(hc/W -m >p2[i+1]));
t=1-r;
nratio=1;
mn->nll_real
m n->nll_i mag
m n->nl2_real
m n->nl2_i mag
m n->n21 _real
m n->nR1_i mag
m n->nP2_real
m_n->n22_i mag
br eak;

i]=nratio*real (1/conj(t))
i]=nratio*img(1l/conj(t));
i]=nratio*real (r/t);
i]=nratio*imag(r/t);
i]=nratio*real (conj(r/t));
i]=nratio*img(conj(r/t));
i]=nratio*real (1/t);
i]=nratio*imag(1/t);

/1 quantum wel |

case 3:

dO=i un*m >p2[i +1]/ (hc/wW -m >pl[i +1] +i un*m >p3[i +1]);
mn->nll_real [i]=real (exp(iun*2*pi*m >p4[i+1] *m >p5[i +1]/
mn->mll_i mag[i] =i mag(exp(iun*2*pi *m >p4[i +1] *m >p5[i +1] /
mn->nl2_real [i]=real (-dO);

m n->nl2_i mag[i] =i mag(-do);

mn->nm21_real [i]=real (dO);

m n->n21_i mag[i] =i mag(do);

mn->nm22_real [i]=real (exp(-iun*2*pi*m >p4[i +1]*m >p5[i+1]/w
m n->n22_i mag[i] =i mag(exp(-i un*2*pi *m >p4[i +1] *m >p5[i +1]/w

br eak;

/'l interface

case 4:

m n->nlll_real
m n->nll_i mag
m n->nl2_real
m n->nl2_i mag

[i]=0.5%(m>pl[i+1]+m >p2[i+1])/(m >p2[i +1]);
[i]
[i]
[i]
mn->n21_real [i]
[i]
[i]
[i]

oo

0 5¢(m >pl[i +1] - m >p2[i +1])/(m >p2[i +1]);

o

-0.5*(m >p[i +1] - m >p2[ i +1])/ (m >p2[i +1]);

m n->nR1_i mag =0;
m n->nR2_r eal =0. 5*(m>pl[i+1] +m >p2[i +1] )/ (m >p2[i +1]);
m_n->n22_i mag =0;

br eak;

/1 Bragg period

case 5:

}
}s

a=m >p2[i+1]/ m>pl[i +1];
ph1=2*pi *m >pl[i +1] *m >p3[i +1] /W ;
ph2=2*pi *m >p2[i +1] *m >p4[i +1] /W ;

)*
)*

w)*(1-d0));
W) *(1-d0));

(1+d0));
(1+d0));

mn->mll_real [i]=0.25*(cos(phl+ph2)*(2+a+l/a)+cos(ph2-phl)*(2-a-1/a));

mn->mll_i mag[i]
mn->ml2_real [i]
mn->ml2_i mag[i ]
mn->m21_real [i]
m n->nm21_i mag[i]
mn->m22_real [i]
m n->nm22_i mag[i ]
br eak;

ouuu
[ejoloNoNoNoNa]

/1 medium at wavel ength W
struct optic cal c_nmediumo(struct optparlist *m

{

struct optic op;

int i;

struct conpl ex all, al2, a21, a22,iun, nc;
i un=conpl ex(0, 1) ;

op. nL1=1;
op. mL2=0;
op. n21=0;
op. nR2=1;

for (i=0;i<=(m>layers-1);

{

all=(m>nll_real [i]+iun*m>nll_inag[i])*op. ml+(m >ml2_real [i]+i un*m >ml2_i mag
al2=(m>nll_real [i]+iun*m>nll_inag[i])*op. m2+(m >ml2_real [i]+i un*m >ml2_i mag
a2l=(m>nmR1_real [i]+iun*m>nR1_inag[i])*op. ml+(m >nR2_real [i]+i un*m >n22_i mag
a22=(m>nmR1_real [i]+iun*m>nR1_inmag[i])*op. m2+(m >nR2_real [i]+i un*m >n22_i mag

i ++)

op. ml=all;
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. 25*(si n(phl+ph2) * (2+a+1/ a) +si n(ph2-phl) *(2-a-1/a));

. 25*(cos(phl+ph2)*(1/a-a)+cos(ph2-phl)*(a-1/a));

. 25*(si n(phl+ph2) *(1/a-a) +si n(ph2-phl)*(a-1/a));

. 25*(cos(phl+ph2)*(1/a-a)+cos(phl-ph2)*(a-1/a));

. 25*(-si n(phl+ph2) *( 1/ a-a) +si n(phl-ph2)*(a-1/a));

. 25* (cos(phl+ph2) * (2+a+l/ a) +cos(phl-ph2)*(2-a-1/a));

. 25%(-si n( phl+ph2) *( 2+a+1/ a) +si n( phl-ph2)*(2-a-1/a));

— e
~—
* Ok ok
O o0 o0o



op. ml2=alz;

op. m21=a21;

op. m22=a22;
b
op. anp_r =- op. n21/ op. nR2;
op. anp_t =(op. mL1*op. nR22- op. mL2* op. n21) / op. nR22;
op. int_r=abs(op. anp_r)*abs(op.anp_r);
op.int_t=abs(op.anp_t)*abs(op.anp_t);
return op;

}
/1 main program

void main(int argc, char *argv[])

{
struct mediumist * nucav;
struct optparlist * nucav_n;
struct optic muopt;
char str[20];
/1 struct field mufield;
int i,j,no,nop,ns;
double Wi 1,w 2, w , d1, d2, d3, d4, d5, phasr, phast, | ;
struct conpl ex prei,ei, preo,eo,iun;
FILE *fout,*fin;

i un=conpl ex(0, 1);
if (argc!=2)
{

printf("Wong nunber of input paraneters\n");
exit(1);
b

strcpy(str,argv[1]);
strcat(str,". map");
if ((fin=fopen(str,"r"))==NULL)

printf("Cannot open input file\n");
exit(1);

H

printf("COpening file %\n",str);

fscanf (fin,"Nunber_of _| ayers: %\ n", &o);

printf("Nunber of layers: %\ n",no);

nmucav=al | oc_menory_nedi um i st (no+2);

nmucav- >l ayer s=no+2;

fscanf(fin,"Type pl p2 p3 p4 p5\n");

for (i=1;i<=no;i++)

{
fscanf(fin, "% %f ABf %Bf %UBf %Bf\n", &rucav->typeno[i], &1, &2, &d3, &d4, &d5) ;
mucav->pl[i]=di;
mucav->p2[i]=d2;
mucav->p3[i]=d3;
mucav->p4[i]=d4;
mucav->p5[i]=d5;

H

fscanf(fin,"Wavel ength_start[nn]: %4f\n", & 1);
fscanf(fin,"Wavel ength_end[nn]: % f\n", & 2);
fscanf (fin,"Nunmber _of _points: %\ n", &op);
fclose(fin);

for (i=1;i<(mucav->layers-1);i++)

printf("%l % % % 9% % \n", nucav->typeno[i], mucav->pl[i],
nmucav->p2[i], mucav->p3[i], nucav->p4[i], nucav->p5[i]);

b
printf("W.: % - % in % points\n",w 1, W 2, nop);

switch (nop)
/1 If number of points to be calculated are 1, the total field in the structure
/'l is calculated instead, at the start wavel ength

{
case 1: strcpy(str,argv[1]);
strcat(str,".fld");
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printf("%\n",str);
if ((fout=fopen(str,"w'))==NULL)

printf("Error opening filel\n");
H
ei =conpl ex(0.0, 0.0);
eo=conpl ex(1.0,0.0);
| =0;
for (i=1;i<=no;i++)

switch (rmucav->typeno[i])

{
/1 case of dielectric |ayer
case 0: ns=(int) 40*nucav->p3[i]*nucav->pl[i]/w 1+1;
fprintf(fout,"%f Bf %Af %Bf %f %f\n",|,nucav->pl[i],real(ei),inmag(ei),real(eo),inmg(eo));
for (j=1;j<=ns;j++)
ei =exp(i un*2*pi *(nmucav->pl[i]+i un*nucav->p2[i])/wW 1*nmucav->p3[i]/ns)*ei;
eo=exp(-iun*2*pi *(nucav->pl[i]+i un*nmucav->p2[i])/w 1*nmucav->p3[i]/ns)*eo;
I =l +nucav- >p3[i ]/ ns;
fprintf(fout,"%f Af %Af %Bf %f %f\n",|,nucav->pl[i],real(ei),inmg(ei),real(eo),inmg(eo));
-
br eak;
/1 case of interface
case 4: prei=ei;
pr eo=eo;
ei =0. 5*(1+(nmucav->pl[i])/ (mucav->p2[i]))*prei+0.5%(1-(rmucav->pl[i])/ (mucav->p2[i]))*preo;
€0=0. 5*(1- (nucav->p1[i])/ (mucav->p2[i]))*prei +0.5%(1+(mucav->pl[i])/ (mucav->p2[i])) *preo;
fprintf(fout,"%f Af %Af %Bf %f %f\n",1,0.0,real (ei),inmag(ei),real (eo),inmg(eo));
br eak;
b
fclose(fout);
br eak;

/1 if nunmber of points are greater than 1, this part is carried out
default: mucav_n=all oc_nenory_opt parli st (nucav);
strcpy(str,argv[1]);

strcat(str,".out");

printf("%\n",str);

if ((fout=fopen(str,"w'))==NULL)

printf("Error opening filel\n");

for (i=1;i<=nop;i++)
{
W =w 1+(w 2-w 1) *(i-1)/(nop-1);
cal c_nmedi um n(rmucav, nucav_n, W) ;
muopt =cal c_nmedi um o(nucav_n);
printf("%d\r",i);
phasr=ar g( muopt. anp_r);
phast =ar g( nuopt . anp_t ) ;
if (phasr>0.5*pi) phasr=phasr-pi;
if (phasr<-0.5*pi) phasr=phasr+pi;
if (phast>0.5*pi) phast=phast-pi;
if (phast<-0.5*pi) phast=phast +pi;
fprintf(fout,"9%d2.81f 9%d2.8If 9%42.8If %42.8/f %2.8/f %2.8/f\n",hc/w , W,
abs(nuopt . anp_r), phasr, abs(muopt. anp_t), phast);

b
fclose(fout);

}
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Appendix 2

Borland C++ code for
project SEGSIM.IDE
with programs
"SEGSIM.H"
"SEGSIM.CPP"
"SEG FUNC.CPP"
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SEGSIM H

#define a0 2.827

/*

#define E1 3133.2 /1 0.27eV divided by k (Al -In system //
#define E2 1972.8 /1 0.17eV divided by k (Ga-In system //
#define E3 1160. 4 // 0.10eV divided by k (A -Ga system //
*/

#define JGaAs 8974 // J(GaAs)*Ang”3/k //

#define JAIAs 8916 // J(A As)*Ang”3/k //

#define JlnAs 5744 // J(InAs)*Ang”3/k //

#define latGaAs 5.6533 // GaAs lattice constant in Angstrom//
#define latAlAs 5.660 // AlAs lattice constant in Angstrom//
#define latInAs 6.0583 // InAs lattice constant in Angstrom//

/1 definition of structures for input and output files //
struct growt h_paraneters

int step_no;
doubl e *ga_growt h, *al _growth, *in_growth, *shutter_time, *sub_tenp;
b

struct nonol ayer _map
{
i nt nonol ayer _no;
doubl e thi ck, Esl, Es2, EsS3;
doubl e *ganol e_nom *al nol e_nom *innole_nom
*ganmol e_seg, *al nol e_seg, *innole_seg, *sub_tenp;
b

struct surf_bul k_nol efrac

doubl e xs, xb, ys, yb;
}

struct surf_bul k_nol efrac3

doubl e xs, xb, ys, yb, zs, zb;

struct filelist

int no_energies;

doubl e *Esl, *Es2, *Es3;
int no_files;

char *filename[80];

b
/1 definition of functions used by segsimcpp //

struct growt h_paraneters* | oad_growth_paraneters(char *fnane);

struct filelist * load_file_list(char *fnane);

voi d seg_simul (struct surf_bulk_nolefrac * p, double expon, double |at,
doubl e m's, double J, double dJ);

voi d seg_simul 3(struct surf_bul k_nolefrac3 * p, double tenp, double Es2,
doubl e Es3);

voi d save_growt h_sim(struct nonol ayer_map *p, char *fnane);

voi d generat e_output (struct nonol ayer_map *p, char *fnane);

struct nonol ayer _map * growth_sinul (struct grow h_paraneters * pin, double Esl,
doubl e Es2, doubl e Es3);

doubl e * dvector(int nl, int nh);

void free_dvector(double * v, int nl, int nh);

voi d free_growth_paraneters(struct grow h_paranmeters *p);

voi d free_nonol ayer_nap(struct nonol ayer _map * p);

void free_filelist(struct filelist *p);
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SEGSI M CPP

#i ncl ude <stdio. h>
#incl ude <stdlib>
#i ncl ude <math. h>
#i ncl ude <segsim h>

mai n(int argc, char **argv)

{

struct growt h_paraneters * sanpl e_i nput;
struct nonol ayer _map * sanpl e_out put;
struct filelist * files;

char str[80];

int i,j;

/1 test if the right nunber of input files have been specified //

if (argc==1) {printf("\nNo input file specified!\n"); exit(0);}

if (argc>2) {printf("\nToo many input files specified!\n"); exit(0);}
if (argc==2) printf("\nSpecified input file : 9%\n",argv[1]);
files=load_file_list(argv[1]);

for (i=1;i<=files->no_files;i++)

{

for (j=1;j<=files->no_energies;j++)

/1 load data frominput file //

sanpl e_i nput =l oad_growt h_paraneters(files->filenane[i]);
printf("Gowth recipy succesfully |oaded!\n");

/] performthe growth sinulation //

sanpl e_out put =gr owt h_si mul (sanpl e_i nput, files->Es1[j],fil es->Es2[j],
files->Es3[j]);
printf("Nom nal nol efractions succesfully calculated\n");

/] save the results of the growth sinulation //

sprintf(str,"%%l",files->filename[i],j);
save_growt h_si n{ sanpl e_out put, str);

gener at e_out put (sanpl e_out put, str);
printf("Results saved\n\n");

/1 free the menory used by the input and output structures //

free_nonol ayer _map(sanpl e_out put);
free_growt h_paranet er s(sanpl e_i nput) ;
}
}

free_filelist(files);
return(0);
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SEG FUNC. CPP

#i ncl ude <stdio. h>
#incl ude <stdlib.h>
#i ncl ude <math. h>
#i ncl ude <segsim h>

struct nonol ayer _map * growth_sinul (growm h_paraneters * pin, doubl e Esl,
doubl e Es2, doubl e Es3)

{

doubl e tot_grow h, x,y, z, rest =0, rest 2=0, t hi ckness=0, x0, yO0, z0;
int nonol ayers,i,j, k=1, layer, di skr;

struct nonol ayer _map * p;

struct surf_bulk_nol efrac *top;

struct surf_bulk_nol efrac3 *top3;

/1 allocate nmenory for nonol ayer_map output //

if ((p=(monol ayer_map *) malloc(sizeof (struct nonol ayer _map)))==NULL)
{printf("Menmory error!\n"); exit(0);}

/] calculate total thickness of the structure, and //
/1 the corresponi ng nunber of nonol ayers //

for (i=1;i<=(pin->step_no);i++)

t hi ckness+=pi n->shutter_time[i]*((pin->ga_growth[i])+(pin->al _growth[i])+
(pin->in_growthl[i]));

nmonol ayer s=f 1 oor (t hi ckness/ a0) +1;

/] allocate nmenory for nonol ayer_map //

p- >nonol ayer _no=nonol ayer s;

p- >t hi ck=t hi ckness;

p->Es1=Es1;

p- >Es2=Es2;

p- >Es3=Es3;

p- >ganol e_nom=dvect or (1, nonol ayers) ;
p->al mol e_nom=dvect or (1, nonol ayers);
p->i nmol e_nom=dvect or (1, nonol ayers) ;
p- >ganol e_seg=dvector (1, nonol ayers);
p->al nol e_seg=dvector (1, nonol ayers);
p->i nnol e_seg=dvector (1, nonol ayers);
p- >sub_t enp=dvect or (1, monol ayers) ;

/] step through growmth reci py, and generate nonol ayer _map //
[/ i: recipy step nunber, k:nonolayer nunber I
Il x,y,z : Ga,Al,In nolefractions of growth step /1

for (i=1;i<=(pin->step_no);i++)
/1 total growmh rate and nom nal nol efractions during the i'th step //
tot _growt h=(pi n->ga_growt h[i])+(pin->al_growth[i])+(pin->in_growh[i]);
x=(pin->ga_grow h[i])/tot_grow h;

y=(pin->al _growm h[i])/tot_grow h;
z=(pin->in_growh[i])/tot_grow h;

/1 if the previously grown atomic |layer was not full, add the rest to //
/1 layer fromthe i'th gromth step, and adjust shutter_tine for this //
Il step I/

/] case 1 : the i'"th growth step CANNOT conpl ete the nonol ayer //

if ((rest>0) && (pin->shutter_tinme[i]*tot_growt h<alO*rest))
{

rest 2=pi n->shutter _tinme[i]*tot_grow h/a0;

p- >ganol e_non k] +=r est 2*x;

p->al nol e_non k] +=r est 2*y;

p->i nnol e_nonf k] +=r est 2*z;

p->sub_t enp[ k] +=rest 2*pi n->sub_tenp[i];

pin->shutter_time[i]=0;

rest-=rest2;
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}
/] case 2 : the i'"th growth step CAN conpl ete the nonol ayer //

if ((rest>0) && (pin->shutter_tinme[i]*tot_growth>=al*rest))
{

pin->shutter_tine[i]=pin->shutter_tine[i]-rest*a0/tot_grow h;
p- >ganol e_non k] +=r est *x;

p->al nol e_nonf k] +=r est *y;

p->i nnol e_nonf k] +=rest *z;

p->sub_t enp[ k] +=rest*pi n->sub_tenp[i];

K++;

}

/1 cal culate the nunber of full nonolayers grown in the i'th step, and //
/] add themto the nonol ayer nmap //

| ayer=fl oor((pin->shutter_tinme[i])*tot_grow h/a0);
for (j=1;j<=layer;j++)

p- >ganol e_nonf k] =x;

p->al nol e_nonf k] =y;

p->i nnol e_nonf k] =z;

p->sub_t enp[ k] =pi n->sub_tenp[i];
pin->shutter_time[i]-=a0/tot_grow h;
K++;

}

/1 add initiated (but not conpleted) |ayer to the nonol ayer map //

rest =0;
if (pin->shutter_time[i]*tot_growth/a0>le-3)
{
rest=(pin->shutter_tinme[i])*tot_growh/ao;
p- >ganol e_noni k] =r est *x;
p->al nol e_nonf k] =rest *y;
p->i nnol e_non k] =rest *z;
p->sub_t enp[ k] =r est *pi n->sub_tenp[i];
rest=1-rest;
}
}

f or (k=1; k<=npnol ayers; k++)

if (p->ganol e_nonf k] <=1e-4) p->ganol e_nonf k] =0;
if (p->al nol e_nonf k] <=1e-4) p->al nol e_nonf k] =0;
if (p->i nnol e_nonf k] <=1e-4) p->i nnol e_nonf k] =0;
p- >ganol e_seg|[ k] =p- >ganol e_non{ K] ;
p->al nol e_seg|[ k] =p- >al ol e_non{ k] ;
p->i nnol e_seg[ k] =p- >i nnol e_non{ k] ;

/1 allocate nmenory for top variable //

if ((top=(surf_bulk_rolefrac *) malloc(sizeof(struct surf_bul k_nol efrac)))==NULL)
{printf("Menmory error!\n"); exit(0);}

if ((top3=(surf_bulk_rolefrac3 *) mall oc(sizeof(struct surf_bul k_nol efrac3)))==NULL)
{printf("Menmory error!\n"); exit(0);}

for (k=2; k<=(ronol ayers-1); k++)

x0=(p- >ganol e_seg[ k ) +( p- >ganol e_seg[ k] ) ;
y0=(p- >al nol e_seg[ k ) +( p- >al nol e_seg[k]);
z0=(p->i nmol e_seg[ k- 1] ) +( p- > nmol e_seg[ K] ) ;
di skr=(z0! =0) +2* (y0! =0) +4* ( x0! =0) ;
swi tch(diskr)
{

case 0 : printf("Error in nonol ayer nap - enpty |layers\n");

exit(0);

case 1 : break;

case 2 : break;

case 4 : break;

-1]
-1]
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}

case 3 :

case 5 :

case 6 :

case 7 :

}
}

free(top);

free(top3);

return(p);

t op- >xs=p- >al mol e_seg[ k] ;

t op- >xb=p->al nol e_seg[ k- 1] ;
t op- >ys=p- >i nnol e_seg[ k] ;
t op- >yb=p- >i nmol e_seg[ k- 1] ;
seg_simul (top, (doubl e) (Esl/(p->sub_tenp[k])),
lat Al As, (latAlAs-latlnAs)/latAl As, JA As/(p->sub_tenp[Kk]),
(JI nAs- JAl As)/ (p->sub_tenp[k]));
p->al nol e_seg[ k] =t op- >xs;
p->al nol e_seg[ k- 1] =t op- >xb;
p->i nnol e_seg[ k] =t op- >ys;
p->i nnol e_seg[ k- 1] =t op->yb;
br eak;
t op- >xs=p- >gamol e_seg[ k] ;

t op- >xb=p- >ganol e_seg[ k- 1] ;
t op- >ys=p- >i nnol e_seg[ k] ;
t op- >yb=p- >i nmol e_seg[ k- 1] ;
seg_simul (top, (doubl e) (Es2/(p->sub_tenmp[k])),
| at GaAs, (latGaAs-latlnAs)/|atGaAs, JGaAs/ (p->sub_tenp[k]),
(JlI nAs-JGaAs)/ (p->sub_tenp[k]));
p- >ganol e_seg[ k] =t op- >xs;
p- >ganol e_seg[ k- 1] =t op- >xb;
p->i nnol e_seg[ k] =t op- >ys;
p->i nnol e_seg[ k- 1] =t op->yb;
br eak;
t op- >xs=p- >al mol e_seg[ k] ;

t op- >xb=p->al nol e_seg[ k- 1] ;
t op- >ys=p- >ganol e_seg[ k] ;
t op- >yb=p- >ganol e_seg[ k- 1] ;
seg_simul (top, (doubl e) (Es3/(p->sub_tenp[k])),
lat Al As, (latGaAs-latAlAs)/latAl As, JA As/(p->sub_tenp[Kk]),
(JGaAs- JAl As)/ (p->sub_tenp[k]));
p->al nol e_seg[ k] =t op- >xs;
p->al nol e_seg[ k- 1] =t op- >xb;
p- >ganol e_seg| k] =t op- >ys;
p- >ganol e_seg[ k- 1] =t op- >yb;
br eak;
t op3- >xs=p->i nmol e_seg[ K] ;
t op3- >xb=p- >i nnol e_seg[ k- 1] ;
t op3- >ys=p- >al nol e_seg[ K] ;
t op3- >yb=p- >al nol e_seg| k-
t op3- >zs=p- >ganol e_seg| k]
t op3- >zb=p- >ganol e_seg[ k- 1] ;
seg_simul 3(top3, p- >sub_tenp[ k], Es2, Es3);
p->i nnol e_seg[ k] =t op3- >xs;
p->i nnol e_seg[ k- 1] =t op3- >xb;
p->al nol e_seg[ k] =t op3- >ys;
p->al nol e_seg[ k- 1] =t op3->yb;

[
[

p- >ganol e_seg[ k] =t op3- >zs;
p- >ganol e_seg[ k- 1] =t op3->zb;
br eak;

voi d seg_simul (struct surf_bulk_molefrac * m double expon, double I|at,
doubl e mis,

{

doubl e J, double dJ)

doubl e xtot,ytot,cl,a,b,c,d,ys,dys;

xt ot =(m >xs) +( m >xb) ;

ytot=(m >ys) +(m >yb) ;

d=l at*lat*lat*m s*m s*(J+1. 5*dJ*ytot);

ys=(m >ys);

dys=1;

whi l e (dys*dys>1le-20)
{

cl=exp(expon)*exp(0.5*d*ytot) *exp(-d*ys);

a=1-cl;

b=1-yt ot +c1* (1+ytot);
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c=-cl*ytot;
dys=(a*ys*ys+b*ys+c)/ (2*a*ys+b+d*cl*ys*ys-d*cl*(1+ytot) *ys+d*cl*ytot);
ys- =dys;
if ((ys>1) || (ys<0)) {printf("ys out of bounds : %f - exiting",ys); exit(0);}
}
m >ys=ys;
m >yb=yt ot - (m >ys);
m >xs=1- (m >ys);
m >xb=xt ot - (m >xs) ;

}
voi d seg_simul 3(struct surf_bul k_nolefrac3 * p, double tenp, doubl e Es2, doubl e Es3)

doubl e c1,c2,d1, xtot, ytot, ztot, xs, zs, fx, fz,gx, gz, f, g, dxs=1, dzs=1;

XS=p- >XS;

zs=p- >zs;

xt ot =( p- >xs) +( p- >xb) ;

ytot=(p->ys) +(p->yb);

zt ot =( p- >zs) +( p- >zb) ;

whi | e ((dxs*dxs+dzs*dzs) >1e- 20)

{
d1l=l at GaAs* (| at GaAs-1 at I nAs) * (| at GaAs- | at | nAs) *
(JGaAs+1. 5*(JI nAs- JGaAs) *xtot)/ tenp;
cl=exp(Es2/tenp)*exp(-dl*(xs-0.5*xtot));
c2=exp(Es3/tenp);
fx=(cl-1)*zs+ztot-dl*cl*xs*zs+d1l*cl*xt ot *zs;
fz=(cl-1)*xs-cl*xtot;
gx=(1-c2)*zs+ztot*c2;
gz=2*(1-c2)*zs+(ytot-1+c2+c2*ztot)+(1-c2)*xs;
f=(cl-1)*xs*zs+zt ot *xs-cl*xtot*zs;
9=(1-c2)*zs*zs+(ytot-1+c2+c2*zt ot ) *zs+(1-c2) *xs*zs+zt ot *c2*xs-c2*ztot;
dxs=(f*gz-g*fz)/ (fx*gz-gx*fz);
dzs=(g*fx-f*gx)/ (fx*gz-gx*fz);
XS- =dxs;
zs- =dzs;

}

p- >XS=XS;

p- >zs=zs;

p->ys=1- xs-zs;

p- >xb=xt ot - xs;

p->zb=zt ot - zs;

p- >yb=yt ot - 1+xs+zs;

}
struct filelist * load_file_list(char *fnane)
{

int i;

char str[80];

FILE *fp;

struct filelist *p;

/1 generate file name, and open file if possible //
sprintf(str,"%s. cont, fnane);

printf("Reading command file %\n",str);

if ((fp=fopen(str,"rt"))==NULL) {printf("Can't open filel"); exit(0);}
/1 allocate menory for the pointer to the input structure //

if ((p=(filelist *) malloc(sizeof(struct filelist)))==NULL)
{printf("Menmory error!"); exit(0);}

/1 get nunber of segregation energies in file //
if (fscanf(fp,"Nunber_of _energies %\ nEsl Es2 Es3\n", & p->no_energi es))! =1)

{printf("Wong nunber of energies!"); exit(0);}
printf("Nunber of energies : %\ n", p->no_energies);

p->Es1l = dvector (1, p->no_energies);
p->Es2 = dvector (1, p->no_energi es);
p->Es3 = dvector (1, p->no_energies);
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for (i=1;i<=p->no_energies;i++)

if (fscanf(fp,"%Af %Bf %Bf\n", & p->Esl[i]), & p->Es2[i]), & p->Es3[i]))!=3)
{printf("Error reading energies"); exit(0);}
printf("Esl: W4f Es2: %f Es3: %f\n", p->Esl[i], p->Es2[i],p->Es3[i]);

/1 get nunber of filenanes in command file //

if (fscanf(fp,"Nunber_of _files %\n", & p->no_files))!=1)
{printf("Wong nunmber of files!"); exit(0);}
printf("Nunber of files : %\ n",p->no_files);

for (i=1;i<=p->no_files;i++)

if ((p->filename[i]=(char *) nalloc(81*sizeof (char)))==NULL)
{printf("Error assigning menory for filename list!"); exit(0);}
if (fscanf(fp,"%\n", p->filenane[i])!=1)

{printf("Error reading file names\n"); exit(0);}
printf("Filename no %d : 9%\n",i,p->filenane[i]);

}
fclose(fp);
return(p);

struct growt h_paraneters * | oad_growt h_paraneters(char *fnane)
int i;
char str[80];
FILE *fp;
struct growt h_paraneters *p;
/1 generate file name, and open file if possible //
sprintf(str,"%s.grw', fnanme);
printf("Reading paranmeter file %\n",str);
if ((fp=fopen(str,"rt"))==NULL) {printf("Can't open filel"); exit(0);}
/1 allocate menory for the pointer to the input structure //

if ((p=(growth_paraneters *) malloc(sizeof (struct growt h_paraneters)))==NULL)
{printf("Menmory error!"); exit(0);}

/1 get nunber of steps in growth recipy //

if (fscanf(fp,"Nunber_of _steps %\ n", & p->step_no))!=1)
{printf("Wong nunber of steps!"); exit(0);}

/1 allocate nmenory for arrays of growth rates, shutter opening tinmes, and //
/] substrate tenperature. //

p->ga_growt h = dvector(1, p->step_no);
p->al _gromt h = dvector(1, p->step_no);
p->in_growth = dvector(1, p->step_no);

p->shutter _time = dvector (1, p->step_no);
p- >sub_t enp=dvect or (1, p->st ep_no) ;

/1 scan file for growh paraneters, and read them //
if (fscanf(fp,"Structure_paraneters\nGa[ang/s] Al[ang/s] In[ang/s] Tinme[s] Tenp[K\n")!=0)
{ printf("Error in structure paraneters!"); exit(0); }
for (i=1;i<=(p->step_no);i++)
if (fscanf(fp,"%WAf %Bf %Bf Bf %Bf\n", & p->ga_growth[i]), & p->al _growt h[i]),
i1))!=5)

&(p->in_gromh[i]), & p->shutter_tinme[i]), & p->sub_tenp[i])
{ printf("Error in structure paraneter values!"); exit(0); }

}
fclose(fp);

return(p);
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voi d save_growt h_sim(struct nonol ayer _map *p, char *fnane)

int i;
char str[80];
FILE *fp;

/] generate output file name, and open file //
sprintf(str,"%s.out", fnanme);

if ((fp=fopen(str,"w"'))==NULL)

{ printf("\nCan't open output file\n"); exit(0); }

/1 write nunber of nonolayers, total thickness and nom nal nolefraction //
/1 of each nonol ayer //

fprintf(fp,"Number of nonolayers in structure : %\ n", p->nonol ayer _no);

fprintf(fp,"Thickness of structute : 9% f[Ang]\n\n", p->thick);

fprintf(fp,"Energies of segregation: Esl=%4f Es2=%f Es3=%f\n", p->Esl, p->Es2, p- >Es3) ;
fprintf(fp,"Mlefraction of group Il elenents in structure:\n");

fprintf(fp,"Mnolayer Nom nal nolefractions: Simul ated nol efractions: Tenperature[K]:\n");
Fprintf(fp, - mm oo m oo oo \n");
fprintf(fp," Ga Al I'n Ga Al In\n");

for (i=1;i<=((p->nonolayer_no)-1);i++)

fprintf(fp,"%d Nt Bf %Bf Nt NBf %Bf % f\n",i,p->ganmole_nonfi],

p->al mol e_nonfi], p->innol e_non{i], p->ganol e_seg[i], p->al mol e_seg[i],
p->inmol e_seg[i], p->sub_tenp[il]);

fclose(fp);
}
voi d generat e_output (struct nonol ayer_map *p, char *fnane)
{

int ok,i,nundi gnon=0, nonol ay_I eft, nonol ay_st ep, nonol ay_nunber ;

doubl e derivga, derival, deri vin, sl opega, sl opeal , sl opei n, accga, accal , acci n;
char str[80];

FILE *fp;

/] generate output file name, and open file //

sprintf(str,"%s.tpnt, fnanme);

if ((fp=fopen(str,"w"'))==NULL)
{ printf("\nCan't open output file\n"); exit(0); }

/] generate parameters for calculation details

fprintf(fp,"nunmber_of _points 128\ n");
fprintf(fp,"nunber_of _trial states[cbg, cbx,vb] 2 0 16\n");
fprintf(fp,"nunber_of _eigenstates[cbg, cbx,vb] 1 0 3\n");
fprintf(fp,"lattice_constant[nni 0. 5653\ n");
fprintf(fp,"gromh_direction 00 1\n");
fprintf(fp,"in_plane_direction 1-10\n");
fprintf(fp,"nunmber_of _nomentum st eps 11 1\n");
fprintf(fp,"superlattice_nonmentunil/cm Oe6 0e6 0e6\n");
fprintf(fp,"monentumsymetry s s s\n");
fprintf(fp,"structure_inv_symretry s\n");

nmonol ay_| ef t =p- >nonol ayer _no- 10;
nmonol ay_nunber =1;

/'l repeat the following until there are no nonol ayers |eft
whi | e (nonol ay_| ef t >0)
{

/] set step size to 8 initially

nmonol ay_st ep=40;

I/ if step size is greater than remaining nunber of steps, decrease

if (nonol ay_step>nonol ay_Il eft) {nonol ay_step=nonol ay_l eft;}

ok=0;

/'l repeat the following until step size is 1 nonolayer or step size is OK
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while ((ok!=1) && (nonol ay_step>1))
{

deri vga=0;

deri val =0;

deri vi n=0;

/] cal cul ate average slope of full step

sl opega=0;

sl opeal =0;

sl opei n=0;

/1 find largest slope between nei ghbouring | ayers

for (i=nmonol ay_nunber ;i <nmonol ay_nunber +nonol ay_st ep-1;i ++)

{
sl opega=nax( sl opega, f abs( p- >ganol e_seg[ nonol ay_nunber] - p- >ganol e_seg[i +1]));
sl opeal =nax( sl opeal , f abs( p- >al nol e_seg[ nonol ay_nunber] - p- >al nol e_seg[i +1]));
sl opei n=nax( sl opei n, f abs( p- >i nnol e_seg[ nonol ay_nunber] - p->i nnol e_seg[i +1]));
deri vga=max(derivga,
fabs(p->gamol e_seg[i]-p->ganol e_seqg[i+1]));
deri val =max(deri val ,
fabs(p->al ol e_seg[i]-p->al nol e_seg[i+1]));
deri vi n=max( deri vin,
fabs(p->inmol e_seg[i]-p->innole_seg[i+1]));

/1 if all slopes are less than 2% step size is OK otherw se reduce step size
if ((derivga>0.01) || (derival>0.01) || (derivin>0.01) || (slopega>0.01) ||
(sl opeal >0.01) || (slopein>0.01)) {nmonol ay_step-=1;} el se {ok=1;}

}

accga=0;

accal =0;

acci n=0;

/] get average Ga/Al/In nolefractions in step

for (i=nonolay_nunber ;i <nmonol ay_nunber +nonol ay_st ep; i ++)

{
accga+=p->ganol e_seg[i];
accal +=p->al nol e_seg[i];
acci n+=p->i nnol e_seg[i];

}

nmonol ay_nunber +=nonol ay_st ep;

nmonol ay_| eft - =monol ay_st ep;

nundi gnon++;

p- >ganol e_seg[ nundi gnon] =accga;

p->al nol e_seg[ nundi gnon] =accal ;

p->i nnol e_seg[ nundi gnon] =acci n;

Il wite Iayers into output file

fprintf(fp,"nunmber_of _| ayers %I\ n", nundi gnon) ;
fprintf(fp,"nunber_of _elenments[c, a] 3 1\n");

fprl ntf(fp,"cation_el enent_nanes Ga A In\n");
fprintf(fp,"anion_el ement_nanes As\ n");
fprintf(fp,"material _file_name mat _par.dat\n");
for (i=1;i<=nundignon;i++)

accga=p- >ganol e_seg[i] +p- >al nol e_seg[i ] +p->i nnol e_seg[i];
fprintf(fp,"structure_layer\n");

fprintf(fp," | engt h[ nnj 9. 3l f\n",accga*0. 283);
fprintf(fp," cation_conposition 9%.31f 9%.31f 9%.31f\n",
p- >ganol e_seg[i]/accga, p->al nol e_seg[i]/accga, p->i nnol e_seg[i]/accga);
fprintf(fp," ani on_conposi tion 1\n");
/Il wite end of output file
fprintf(fp,"refractive_index 3.5\n");
fprintf(fp,"energy_range_cb_gamma[eV] 1.5 1.8\n");
fprintf(fp,"energy_steps_ch_ganma 0\n");
fprintf(fp,"energy_range_cb_x[eV] 1.7 2.0\n");
fprintf(fp,"energy_steps_ch_x o\n");
fprintf(fp,"energy_range_vb[eV] -0.2 0.0\n");
fprintf(fp,"energy_steps_vb 0\n");
fclose(fp);
}
doubl e * dvector(int nl, int nh)
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doubl e * v;

v=(doubl e *) malloc((int) (nh-nl+1)*sizeof (double));
if ('v) {printf("Allocation error in dvector()"); exit(0);}
return v-nl;

}

voi d free_dvector(double * v, int nl, int nh)

free((char *) (v+nl));

void free_growth_paraneters(struct grow h_paraneters *p)
{

free_dvector (p->ga_growth, 1, p->step_no);

free_dvector (p->al _growth, 1, p->st ep_no);

free_dvector (p->in_growth, 1, p->step_no);

free_dvector (p->shutter_tine, 1, p->step_no);

free_dvect or (p->sub_tenp, 1, p- >step_no) ;

free(p);
}
voi d free_nonol ayer_nap(struct nonol ayer _map * p)
{

free_dvect or (p->ganol e_nom 1, p- >nonol ayer _no);
free_dvect or (p->al nol e_nom 1, p- >nonol ayer _no);
free_dvect or (p->i nnmol e_nom 1, p- >nonol ayer _no);
free_dvect or (p->ganol e_seg, 1, p- >nonol ayer _no);
free_dvect or (p->al nol e_seg, 1, p- >nonol ayer _no);
free_dvect or (p->i nnol e_seg, 1, p- >nonol ayer _no);
free_dvect or (p->sub_t enp, 1, p- >nonol ayer _no);

free(p);
}
void free_filelist(struct filelist *p)
{

int i;

free_dvector (p->Es1, 1, p- >no_energi es);
free_dvector (p->Es2, 1, p->no_energi es);
free_dvector (p->Es3, 1, p->no_energi es);
for (i=1;i<=p->no_files;i++)
free(p->filenanme[i]);

}
free(p);
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Optical properties of InAlGaAs quantum wells: Influence of segregation
and band bowing
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Knowledge of the quaternary InAlGaAs material system is very limited for the composition range
relevant for growth on GaAs substrates. We report on the characterization and modeling of
INAIGaAs quantum wells with AlGaAs barriers, grown pseudomorphically on a GaAs substrate
with molecular beam epitaxy. The quantum wells are characterized with photoluminescence, and the
measured transition energies are modeled taking into account the influence of In segregation on the
shape of the well potential. From the modeling we deduce a relation for the low temperature band
gap of unstrained UfAl,Ga ,); ,As, for O=x,y<0.20. The measured linewidths of the
luminescence peaks are in agreement with the broadening expected from random alloy fluctuations
and well width fluctuations with an effective interface roughness of 1.1 ML.1999 American
Institute of Physicg.S0021-897809)00617-9

I. INTRODUCTION InGaAs**3 For the relevant In contents from 0.05 to 0.20,
the critical thickness ranges from several tens of nanometers
to approximately 10 nm, which means that quantum confine-
ment effects are inevitable in pseudomorphic InAlGaAs lay-
‘ers, except for the lowest In mole fractions. Second, it has

. S een shown that In tends to surface segregate during
the effective masses, or the strain in a heterostructure Iaye&rowthl“ smearing out the nominally sharp interfaces be-
Previously, different composition regions of the InAl- j

. _tween a quantum well and its barriers. This leads to a blue-

Zhift of the transition energies compared to a perfectly square
pecially the ternary subsystems of AlGaAs and InGaAs g P P y 59

Ga Il characterized. due to thei icgauantum welf® Therefore, in order to perform a physically
grown on >ans are well characterized, due to their app ICa’meaningful analysis of InAlGaAs quantum well transition
tions for devices in the wavelength range of 750—1000 nm

Also. band lati d effecti for th ‘ energies and deduce a band gap relation for the bulk mate-
S0, band gap re\ations and efiective masses 1or the quater,, 4 jq necessary to prepare samples in a way that allows
nary InAlGaAs alloys, lattice matched to InP substrates

. . . the effects of segregation and quantum confinement to be
have been investigatéd® since here the band gap range gred d

. . determined independently.
covers the important wavelengths around 1% for optical P y
communication. However, little has been reported for InAl-
GaAs grown on GaAs substrates. This material system i§- GROWTH OF STRUCTURES

important for low threshold multiple quantum well lasers at  thae measurements described in the following were made
wavelengths shorter than 860 fiff and for growth of cer- on three samples, referred to as S1, S2, and S3, grown by
tain self-organized quantum dot structutésVe also believe molecular beam epitaxMBE) on undoped100) GaAs sub-

that the Iarge_ erx_ibiIity of this system with respect to bandgirates. S1 contains eight,Ba, ,As/GaAs quantum wells
gap and strain will prove useful for future designs of Iow- ot gitterent nominal thicknesses and with a constant nominal

dimensional structures, e.g., realized by growth on cleaveg, 1,ole fraction of 0.10. S2 contains six,[Ba, ,As/GaAs

edges. _ quantum wells with a constant thickness of 5 nm, and In
For the properties of INAIGaAs on GaAs, two effects aré e fractions varying from 0.05 to 0.30. Finally, S3 con-

especially important. First, due to the 7% lattice mismatchins  five IN(Alg1/Ga 591 AS/Alg 1 G gAS  quantum
between InAs and AlGaAs, it is only possible to grow a few,yeis with constant thicknesses of 8 nm and In mole frac-

nanometers of pseudomorphic material. For a given In conggng varying from 0.05 to 0.25. The ratio of the Al to Ga
tent there is a critical thickness above which misfit disloca,oje fraction was kept constant during the growth of S3. In
tions are formed in the InAlGaAs layer, and since AlAs hasihe fgjlowing the five quantum wells in S3 will be referred to

almost the same lattice constant as GaAs the critical thick(,-is QW1-QWS5, QW1 being the quantum well with the low-
ness is expected to depend on the In mole fraction as igg; |n content.,

The growth rates were 0.Zzm/h for GaAs and 0.15
dElectronic mail: jrj@com.dtu.dk pm/h for AlAs with a standard V/III flux ratio of approxi-

The ability to fabricate ternary and quaternary alloys of
[1I-V semiconductors is of fundamental importance for ap-
plications in electronics and optoelectronics. Varying the al
loy composition is the handle used to optimize the band ga

0021-8979/99/86(5)/2584/6/$15.00 2584 © 1999 American Institute of Physics
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mately 10. Due to the large lattice mismatch between INASABLE I. Values of the physical parameters used for calculating the poten-
and GaAs, reflection high energy electron diffraction fials and effective masses of the electrons and holes.

(RHEED) oscillations cannot be obtained by growing InAs Parameter GaAs  AlAs  InAs

on a GaAs substrate. Instead, the InAs growth rate can be

measured by subtracting the growth rate of GaAs from the gitftf'r?:sgocr‘;ﬁ?;n (‘? (< 10Pa) 5'161523 51'2601; %035285
. 1 . . .
growth rate of InGa, _ ,As fpr low X vlalue.s. I—!owever, it WaS  giifness constant (X 101 Pa) 538 570 4528
found that only an approximate calibration is possible in this siiffness constanC (< 10 Pa) 594 58F 3959
way, since at lowx values &<0.05) the uncertainty on the Relative electron massp,/mg, 0.0667 0.15 0.0248
InAs growth rate is large compared to the growth rate itself, Luttinger parametery, e 376 19-;
and at highx values &>0.15) the RHEED oscillations are tzg:zgg: BZ:ZEiigZ ;g? ff; g'gg,
) 3 . . .
stron_gly damped. We stress that the thicknesses a_nd m0|el'—|ydrostatic deformation potentizh, (eV) —8.23% -8.110' —6.08C
fractions stated above for S1, S2, and S3 arertbminal Shear deformation potentid, (V) —1824 —-17 —1¢
values obtained from the RHEED calibration, but as de- Spin-orbit splitting,V,,(meV) 340 278 380

scribed in the following a better calibration of the In source

. . .\ *Reference 21.
was found using the photoluminesceri€&) peak positions  breference 22.
of S2. All three samples were grown B},,=530 °C during  °Reference 23.
the same loading of the MBE system, and prior to eactReference 24.
growth the GaAs and AlAs growth rates were carefully mea-

sured using RHEED oscillations. )
model and a six-band- p model for the valence band. For

unstrained InGa; _,As the following relation was used for

the low temperature band gap in é¥:
I1l. MODELING OF SURFACE SEGREGATION AND 5
TRANSITION ENERGIES 1.519-1.584+0.47% (4)

; 20
For the growth of 11I-V arsenide heterostructures, In sur-and for ALGa;—yAs in eV:

face segregation has been observed in both InGaAs and In- 1.519+ 1.36y+0.22/2. (5)

AlAs, the tendency being strongest in InAIA%1%’Ga also

segregates in AlGaAs, but the effect is weaker than in any Oifor the binary materials are given in Tablé*r2* For the

ﬂ;]e In slystemt_s. S_u:faci segreganon calr:l bte m(_)d?rl]ed aSt&‘nary and quaternary materials, the values have been found
chemical reaction interchanging a group 1l atom in the Sur'by linear interpolation, however for the electron masses the
face atomic layer ) with a group Illl atom in the layer

inversevalues have been interpolated. The conduction band

The values of the other physical parameters used here

underneathlg): offset was set to 67% of the total band offset, and the con-
Galb)+Al(s)—Gas) +Al(b), (1)  duction band deformation potential was set to 90%pf'®

To account for Coulomb interactions a well-width dependent

In(b) + Ga(s)—In(s)+ Gab), (2)  exciton binding energy was used for the InGaAs structures in

S1 and S2° Based on the binding energy for a heavy-hole

In(b) +Al(s)—In(s)+Al(b). (3)  exciton in an 8 nm InGaAs quantum well, the binding ener-

_ . _ _ gies of the heavy- and light-hole excitons in S3 were taken as
The energies gained in each of the reactions have been dg-and 8 meV. Since the contributions of the exciton binding
duced from previous measureméefits and consists of two  energies to the transition energies calculated in the following

terms, one corresponding to the change of chemical energgre small, discrepancies of a few meV compared to the real
E, and one corresponding to the change of elastic energyalues will not affect the results.

due to strain in the layerd.
To calculate the composition profile of the quantum
wells investigated here, the growth was modeled in steps olly TRANSITION ENERGIES
one atomic layer. For each step the initial composition of the  In Fig. 1 the photoluminescen¢PL) spectrum of S1 at
surface layer was calculated from the flux rates of the groud0 K is shown, and the positions of the peaks are compared
[l sources, and using the law of mass action the compositiono the calculated transition energies with and without segre-
in thermal equilibrium with the layer underneath was found.gation. First, the In content of the wells was fitted %o
For the segregation profiles of S1 and S2 only the equilib=0.092, using a square well potential for the thickest well
rium of Eqg. (2) had to be considered, whereas for S3 thewhere the effect of surface segregation on the transition en-
equilibrium of all three reactions was found restricting theergy is negligible. Then a chemical energy of 0.34 eV for In
solution to the one where the sum of group Il mole fractionssegregation in InGaAs was found, yielding the best overall
is 1 in the &) and () layers, respectively. fit to the transition energies. This is about a factor of two
From the composition profiles the potentials and effecdarger than the value obtained by Geradal.®!” but as
tive masses in the quantum wells were calculated, taking intpointed out by Grandjeaet al?® the chemical energy itself
account the strain effects on the bandstructfirehe ener-  depends on the temperature and can only be used as a fitting
gies of the electron and hole states were found by solving thparameter. The tail of the segregation profile calculated for
Schralinger equation, using an isotropic conduction bandE,=0.34 eV shows an exponential decay length of 2.7 nm,
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Nominal well width [nm] FIG. 3. The shape of the conduction band potential of four InGaAs/GaAs

guantum wells in S2, with a nominal thickness of 5 nm and noniireal) In
FIG. 1. Right: Photoluminescence spectrum of STatl0 K. Left: Com- contents of A: _50_/0(5'50/@' B: 10% (9.29, C: 20%(15.6% and D: 3,0%
parison of measured transition energisguaresvs the nominal well thick- (21.70@. The origin of the energy scale corresponds to the conduction band
ness with calculated values for a square composition prefited ling and edge in GaAs.
a segregation profile witks=0.34 eV (solid line).

into account in all the calculations described here. The

in good agreement with a previous secondary-ion mass spech@Pes of the potentials in the quantum wells in S2 are
troscopy (SIMS) measurement yielding 2.9 nm foF,, shown in Fig. 3, represented by the energy of the conduction
—520°C15 band edge. The deviation from an ideal square well potential

Using the value of the chemical energy found for S1, theis clear; however, for high_ In contents the ﬂrst interfacg be-
transition energies of S2 were calculated, fitting only thecOMeS more abrupt. This is due to the strain contribution to
dependence of the In mole fraction in the wells on the absot® réaction energ¥, which tends to inhibit In segregation
lute In source temperaturd, It was assumed that the flux [OF high In contents. The growths of S1 and S2 can be com-
rate of In atoms from the source has an exponential depef@'ed using the PL peak position of the 5 nm well with a
dence onT~! in agreement with the vapor pressure depen-nommf"‘l In contgnt of 0.10 included in both samp!es: Thelr
dence on the temperature, given by the Clausius-Clapeyrdffansition energies differ by less than 0.2 meV, indicating
relation. In Fig. 2 the PL spectrum of S2 at 10 K is shown,'dent'cal growth co_nd|t|0r_ls and assuring the comparability of
and the measured transition energies are compared to tidl three samples investigated here. Furthermore, the sharp
calculated values. For this fit, a maximum deviation of 2PL lines of S1 and S2 indicate a good crystal quality and that
meV for all six quantum wells was found. The difference the critical thickness has not been exceeded.
between the nominal and the real In source calibration causes " Fig- 4 the PL spectrum of S3 dt=10K is shown.

a change in the thickness of the wells, which has been takeh® [N contents and widths of the wells according to the

PL intensity (a.u.) aws
15001 G | (18.0%/7.3nm)
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T
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Nominal In mole fraction [%)] 1550 1600 1650 1700
Energy [meV]
FIG. 2. Right: Photoluminescence spectrum of ST &t10 K. Left: Com-
parison of measured transition energisguares vs the nominal In mole  FIG. 4. Photoluminescence spectrum of S3at10 K. The In content in
fraction with calculated values for the best fit of the In source flux ratesthe wells obtained by calibrating the In source with the PL peaks in S2, are
(solid line). stated in parenthesis.
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FIG. 6. The shape of the conduction band potential of the five 8 nm
INAIGaAs/AlGaAs quantum wells in S3. The origin of the energy scale
corresponds to the conduction band edge in GaAs.

Monolayer

FIG. 5. Simulated composition profile of a 8-nm-thick quantum well with
an In mole fraction of 0.1§QWS5 in S3, and Al ;/Ga&, gsAs barriers. The

calculated mole fractions of the group Ill elements are indicated with sym- 1.519+1.36y —1.584+ 0.55y+ 0-23/2"‘ 0.475¢2. (6)

bols (Ga: squares, Al: circles, In: triangleand the composition profiles
without segregation are shown with straight lines. Right axis: Al and In The agreement between the measured e-hh and e-lh

mole fractions, and left axis: Ga mole fraction. (measured with photoluminescence excitation spectrogcopy
transition energies and the calculated values are shown in
Fig. 7 and Table Il. For the heavy holes the difference is less
calibration using the S2 PL-peak positions are indicated. Thénan 4 meV for all the wells, whereas for the light holes it is
PL intensities of the quantum wells cannot be compared ditess than 5 meV for QW3—-QWS5 and 8 meV for QW1 and
rectly, since different excitation efficiencies and reabsorptioQw?2. Since the valence band potential is very shallow for
effects in the structure should be considered. However, the\w1 and QW2, the light-hole wave functions penetrate into
PL-line shapes are identical; only the widths are different ashe barrier. Hence, the enhancement of the exciton binding
will be addressed in Sec. V. energy due to quantum confinement is overestimated here,
In order to model the composition profile of the quater-partly explaining the difference.
nary quantum wells as described in Sec. lll, knowledge of Since the empirica| band gap relation is based on the
the chemical energy for each of the three reactidns(3) is  well established relations for the ternary compounds InGaAs
needed. Based on the value found from S1 we have useshd AlGaAs, the term proportional toy could in principle
Es=0.17eV for Ga segregation in AlGaAs an&s have been determined by fitting the transition energy of a
=0.52eV for In Segregation in |nA|AS, aCCOFding to the ex- Sing|e InAlGaAs quantum well. However, the good agree-
perimentally determined ratio of approximately 1:2:3 be-ment obtained for all the quantum wells in S3 where the In
tween these quantiti€§:'’ The simulated composition pro- content is varied, further supports the band gap relation and

file for QW5 is shown in Fig. 5. Since Al is the the model for the In segregation used here.
nonsegregating element in the quaternary InAlGaAs system,

the transients in the In mole fraction at the interfaces of the
guantum well are accompanied by a change in the Ga mole 1740 A
fraction, whereas the Al mole fraction is almost constant. ro
Before the growth of the InAlGaAs layer, the surface is Ga
rich due to Ga segregation in the AlGaAs barrier. However,
in the quaternary well material the segregation of In is stron-
gest, and hence the Ga rich surface is “pushed” into the bulk
giving rise to the Ga peak at the first interface in Fig. 5. This
peak is also reflected in the shape of the potential energy in
the wells, shown in Fig. 6, where the shoulder at the first
interface is due to the increased Ga mole fraction compared
to the barrier region.

Fitting the calculated transition energies to the measured I
values, allows us to obtain an empirical band gap relation for , ) ) , .

unstrained I(Al,Ga _y);xAs, in the form of a second or- 4 6 8 10 12 14 16 18 20
der expansion for low values af andy. For this expansion In mole fraction [%]
the terms proportional t&, y, x?, andy? are given by Egs.

4 and_(S)’ |eaVing only the term proportional toy to be ergies of S3, compared to calculated values for the héseld line) and
determined. The fit then yields: light hole (dotted ling using Eq.(6) for the band gap energy.

FIG. 7. Measuree;—hh, (squaresande,—lh, (triangles transition en-
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TABLE II. Calculated and measured values for gabh ande-Ih transitions Due to the good agreement between the measured and
and PL Imew@ths of S3L aqu denote the values of well thickness and In calculated linewidths, we conclude that the distribution of
content used in the calculations. .
group Il atoms in the InAlGaAs quantum wells does not
Eenn (€V) Een(€V)  FWHM (meV) show any signs of clustering, and is well described by ran-
dom statistics.

L (nm) X meas. calc. meas. calc. meas. calc.

Qw1 8.0 0.052 1.719 1.720 1.742 1.734 35 3.50 v/|. CONCLUSION

QW2 7.9 0088 1.679 1679 1.717 1709 39  3.93

Qw3 77 012 1643 1643 1694 1689 46 462 The transition energies and linewidths of several

Qw4 75 015 1.609 1609 1674 1670 54 532 |nAlGaAs/AlGaAs quantum wells grown on a GaAs sub-

QW5 73 018 1574 1578 1650 1652 60 599 strate, have been measured and modeled. Using two refer-
ence samples with InGaAs/GaAs quantum wells grown un-
der the same conditions, it was possible to make a calibration
of the In growth rate and the chemical energies of the In

V. LINEWIDTH ANALYSIS segregation. A good fit to the-hh ande-lh transitions was

found using a band gap relation for,(Al,Ga ), As,

I.n Table I, the measu_red linewidths, full width at half Eq. (6), based on the well known relations for, Ga, ,As
maX|mum(FWHM_), of Fhe five InAlGaAs quantum wells are and ALGa,_,As, and adding a term 0.5§ to account for
com_pared to the IlneW|dths_, expected ffom random alloy ﬂuc'the simultaneous presence of In and Al. From the linewidths,
tuatlons(RAF) and well width quctuanns{WWF). Based an effective interface roughness of 1.1 ML was found, using
on a previous analysis for ternary bulk semiconductbtbe

followi lati dt lculate the FWHM broad a model that includes well width fluctuations and random
otowing refation was used fo calcuiate the roa “alloy fluctuations. Hence, the linewidths do not show indica-
ening due to the random distribution of In

a .. . . . K .
tions of clustering or dislocation formation in the InAlGaAs/
In (Al,Ga; )1 xAs quantum well: g

AlGaAs structures.
AE,=22In2
The authors would like to thank C. B. Sgrensen at the

The same relation was used for the Al distributidhis TRVEY lab for heloful di . th ih of th
the number of atoms contained in the volume of the exciton, anolab for helptul discussions on the growth ot the

V. Here, we have used= a2l ,, wherea, is the in plane samples. This work was supported by the Danish Natural
o . o 0 Science Research Council.
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Exciton localization and interface roughness in growth-interrupted GaAgAIAs quantum wells
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Research Center COM, Technical University of Denmark, Building 349, DK-2800 Lyngby, Denmark
(Received 19 July 1999; revised manuscript received 19 Novembep 1999

We have used photoluminescence spectroscopy to investigate the influence of interface roughness in GaAs/
AlAs quantum wells on their optical properties over a wide continuous range of well thicknesses. In order to
compare different correlation lengths of the in-plane disorder potential, the wells were fabricated with growth
interruption at both, one, or neither of the interfaces. Growth-interruption increases the correlation length of the
monolayer-island structure on the surface, which gives rise to a long-range interface roughness after over-
growth. The relation between the correlation lengths of the in-plane disorder potential and the exciton local-
ization length determines the spectral shape of the exciton luminescence. When the correlation length of the
in-plane disorder potential is larger than the exciton localization length, the excitonic spectrum splits up into
discrete peaks, stemming from regions differing in effective thickness by an integral number of monolayers.
The energies of monolayers peaks, taking into account the in-plane localization energy, are found to be
reproducible in wafers grown under similar conditions. We conclude that atomically smooth growth islands are
formed on both AlAs and GaAs surfaces after growth interruption. During overgrowth, surface segregation
leads to the generation of an atomic-scale disorder in the first overgrown monolayers. This results in an
additional in-plane disorder potential with a much shorter correlation length than the original surface. It also
modifies the shape of the well potential in the growth direction, as we have modelled by growth simulations,
blueshifting the excitonic transition energies with respect to a square-well model.

I. INTRODUCTION mately one monolayer and exhibit nanoroughness on a
length scale smaller than the exciton diameter. Optically, the
Interface roughness is an important parameter for the oppresence of nanoroughness has been inferred from measure-
tical and electrical properties of quantum wells and, consements of Gl GaAs quantum wells with Aba _,As
quently, for quantum-well based devices. The observed phdx=<0.4) barrier3~'°as well as pure AlAs barriers:'?
toluminescence(PL) spectrum of quantum wells with Scanning tunneling microscopy studies indicate that the
imperfect interfaces is largely determined by how the lengthas-grown GaAs surface has atomically-flat islands which, af-
scales of the interface roughness compare to the diametder growth interruption, can reach lateral sizes of tens or
localization length and diffusion length of the quantum-well hundreds of nanometet$ possibly with a distribution of
excitons. When quantum wells are grown with molecular-ML-deep holes much smaller than the exciton diaméter.
beam epitaxfMBE), the interface roughness can be tailoredThe as-grown AlAs surface exhibits a higher degree of
to some extent by interrupting the growth at the heterointerfoughness on the nanometer scale, even after growth inter-
faces, allowing for a restructuring of the free surface, mainlyruption, due to the smaller surface mobility of &INever-
by surface diffusion. It was realized early on that growththeless, atomically smooth growth islands as large as
islands with sizes comparable to or larger than the excitod5 nmx40 nm on an Ad:Ga gsAS surface have been
diameter can be created in this way, resulting in a splitting ofeported>
the PL into several lines of reduced inhomogeneous In order to clarify the relationship between surface rough-
linewidth! Initially, such narrow luminescence lines were ness during growth and the final interface structure, we have
assigned to laterally extended quantum well regions with aised PL and microphotoluminescenqe-lPL) spectroscopy
well-defined monolaye(ML ) thickness-? to characterize GaAs/AlAs quantum wells fabricated with
More detailed investigations on these “monolayer peaks”growth interruption at one, both, or neither of the interfaces.
in growth-interruptedGl) quantum wells revealed, however, The wells have a wide range of thicknesses, varying continu-
that narrow exciton luminescence was not necessarily indicasusly between approximately 4 and 11 rifar thicknesses
tive of quantum wells having perfect interfaces and integeunder 4 nm, the indirect barrier material results in the forma-
monolayer widths. Gammoet al2 demonstrated a wafer-to- tion of type-Il quantum welf¥). The use of binary barrier
wafer variation in absolute energies of ML peaks in Gland well materials eliminates the effects of alloy disorder,
GaAs/AlAs wells grown under identical conditions. War- making the results more reproducible. By interrupting the
wick et al? observed a significant variation in peak energy inMBE growth, we tune the correlation length of the quantum
Aly 3 Gay eAS/GaAs wells in a single sample, which could well potential through several distinct regimes of interface
not be explained by alloy fluctuations. The simplest moderoughness. Using recent theoretical restltwe identify
which can account for this behavior is that of bimodal inter-these regimes with approximate length scales. Contrary to
face roughnesslt is now commonly accepted that discrete previous work in the field, we demonstrate that when suffi-
luminescence lines can originate from extended quanturoiently large growth islands are formetkproducible ML
well regions that differ in effective thickness by approxi- peak positions can be achieved over a large range of quan-
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monolayer-flat islands on both AlAs and GaAs surfaces after
Gl. From growth simulations, we deduce that segregation
effects during overgrowth are generating atomic-scale inter-
face roughness, resolving the apparent contradiction between
atomically smooth as-grown surfaces and the observed nano-
roughness of quantum well interfaces.

10 nm 5nm

tum well thicknesses, consistent with the formation of Te50 K N Continuous growth
7 nm

\ f\ Gl atbotiom ime\rf‘aj/\’—

Gl at top interface

Gl at ll)oth interfaces
Il. EXPERIMENT
0

Single GaAs quantum wells, nominally 10, 7, and 5 nm 1.55 1.6 1.65 1.70 1.75
wide, were MBE grown at 630 °C on two-inch Ga&k00) Energy (eV)
wafers using pure AlAs barriers. One waf@Wafer 1) was
grown continuously, without growth interruption. Three wa-
fers were grown with a 120 s Gl befoi@Vafer 2, after
(Wafer 3 and both before and aftéWafer 4 growing the
wells. Short-period GaAs/AlAs superlattic€SPSL’'9 were
grown between wells in order to trap impurities and improve . )
the surface structure. Rotation of the substrate was stoppdg- from each well into two or three peaks is observed on
only during the growth of the wells in order to achieve a'Vafer 4. The highest energy peak is well fitted by a Lorent-
continuous variation in well thickness across the wafer whilgZian function whereas the peaks at lower energies are asym-
maintaining a constant barrier width. Growth rates were caliMetric, with a tail on the high energy side. Identical results
brated using reflectance high-energy electron diffractioyVere obtained for Wafer &not shown.
(RHEED) on a reference wafer. The nominal growth rates 1 he variation of the PL from single quantum wells along
were 0.8 ML/s and 0.3 ML/s for GaAs and AlAs, respec- & 5 mm section of each Wafelrlls shown in Fig. 2. The spectra
tively, and a 30% variation in growth rate was observed®'® take_n at comparable positions on Wafers 1 to 4. The total
across the wafer. A standard V/III flux ratio of 8—10 was Scan distance corresponds to a quantum well thickness
used. For comparison, a wafer with four GaAs quantum
wells, growth-interrupted at both interfaces, was fabricated Wator 1 Wafor 2
in a later run, under similar growth conditiorfgvafer 5. Continuous Gl at bottom
The nominal quantum well thicknesses were 11, 8.5, 6.5, anc growth iertace
5 nm. Wafer 5 was grown with narroi® nm) AlAs barriers
and 50 nm GaAs spacers but no SPSL’s between wells.

Conventional PL measurements were carried out at
sample temperatures of 10-50 K. In addition, micro-PL
spectra were measured at 10 K on selected samples. Th
samples were cooled in a closed-cycle He cryostat and ex
cited with a He-Ne laser, focused to a %0m spot. The PL
was dispersed in a spectrometer and detected with a coole
charge coupled device array. The spectral resolution of the

Normalized PL intensity

FIG. 1. PL, measured at 50 K, from quantum wells of equal
thickness but grown with 120-s growth interrupts at neither, one, or
both interfaces, as indicated. The spectra from each well have been
normalized with respect to the peak height.

i
i

>
detection system was1 A (0.2 me\j. In u-PL measure- ’é
ments, the excitation beam and PL were passed confocall@
through a 0.85 NA objective located inside the cryostat, giv--= Waler 3 Water 4
. L . . . — Gl at top Gl at both
ing an excitation spot diameter and a spatial resolution close- interface intertaces

to 0.5um.

Ill. RESULTS

Figure 1 shows PL spectra from the three single quantumr
wells measured at similar positions on Wafers 1 to 4. The
continuously grown Wafer 1 exhibits nearly Gaussian lumi-
nescence lines for all well widths. At first glance, no large
difference is observed in Wafer 2, when MBE growth is
interrupted only at the bottorfinverted interface. However,
as shown below, systematic variations in linewidth are ob-
served when the PL is measured at different positions on the
wafer. In the third case, where growth is interrupted only at
the top(norma) interface, the PL peaks split into a doublet,  FiG. 2. Single quantum well PL spectra sampledroads mm
most clearly seen in the 7 nm well. Only when growth isregion on the wafers at 50 K. The total scan distance represents a
interrupted at both interfaces does the luminescence exhibihickness change of approximately one monolayer. The average
narrow peaks with discrete energies. Such a splitting of thevell thickness is 6 nm.

it

.81 1.62 1.63 1.64 1.61 1.62 1.63 1.64
Energy (eV)

a
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1.80 30

20 ML
Wafer 1 7 b 2 20 ML L
1.75 - Continuous growth / 125 M M
rd
c : = k) &
E’ 1.60 |- ~ J {10 E né- IJL& %
g — A 3 2 &
o — el o /NL——' / \ o
1.55 | ) - 45
prEvy L—"‘"ﬂ-j -
Y : L . 0 M J\JL
180 Wafer 2 ) %0 1.;33 1.;54 1.:35 1.;33 1.;54 1.;35
175 Gl at bottom interface ,/"_ 125 Eneray (eV)
= e FIG. 4. Left: 10-K micro-PL spectra from a nominally 7 nm
3 ’ 1%° 5 thick quantum well, growth-interrupted at both interfaces, at an ex-
5 1is E citation power of 0.3uW. The spectra were recorded at 1 mm
- £ intervals along the sample surface and are displaced vertically for
e E clarity. The total scan distance corresponds to a thickness change of
§ 1" § one monolayer. Right: Optical density of states for the same posi-
o o tions on the sample, determined from 50-K PL spectra and cor-
1° rected for the temperature dependence of the bandgap.
1.50 L L L /F L L 0
1.80 30 across the wafer. The position on the wafer has been con-
Wafer 3 . verted into an approximate thickness scale. For Wafers 1 and
1.75 - Gl at top interface S 2, the PL signal was fitted with a single Gaussian peak. In
R the case of Wafer 3, the data was fitted with two Gaussian
3 TorF - 1%° 5 peaks for intermediate well thicknessé@s8 nm. The posi-
5 sl /4@ M 1. E juo_n a_nd full _W|dth at _half maximunifFWHM) of each peak_
= _ = '\f\\ v/ £ is indicated in this thickness range. For narrower and wider
a = l“‘& Rt . z wells, the peaks could not be resolved and the position of the
E eor " _ H ﬁ—» 1 s maximum luminescence and the FWHM of the total signal
. — J\wv‘}/ Uy ‘Uq e * are given. For Wafer 4, where growth was interrupted at both
' A~ interfaces, the positions and FWHM of the individually fitted
150 ! ! L ! 0 Lorentzian peaks are shown.
1.80 30 The left graph in Fig. 4 showg-PL spectra measured at
Wafer 4 - 10 K on the nominally 7 nm-thick quantum well in Wafer 4.
175 Gl at both interfaces . des The PL was excited and detected confocally, with a resolu-
— tion of approximately 0.5um and the displayed spectra
= 1701 = 120 %‘ were recorded at 1 mm intervals along the sample surface.
= - = E As the probe is scanned in the direction of decreasing well
% 165 — = 115 £ thickness, each ML peak in the-PL spectra first appears as
g ___—:-F/ £ a single unresolved peak with a FWHM around 1 meV, in-
5 101 =T c o 1°F creasing in intensity to a maximum value without shifting in
@ = N o energy. As the maximum intensity drops, the peak splits up
188 M o 1° into narrow lines with widths below our resolution limit. The
I e niilioo ol i /;:V'P . o narrow-line pattern varies with position on the sample and
10 8 6 45 40 individual lines arise from regions with sizes below our spa-
Approximate well thickness (nm) tial resolution. As the well thickness decreases further, the

-~ . single lines spread over a larger energy range, the center of
FIG. 3. PL peak positionéat 50 K) and widths(FWHM) mea- e distribution shifts to higher energies and the total inten-
sgred at various points on th_e wafers_. For clarity, results f_rpm thesity drops. Foru-PL measurements an excitation power of
?r::e\:vz;;rv‘;?!ssg\éz ?nignash;te?o:i?;';fent?gﬁ ;?:k:;‘zspgsgizn 9.3 uW was used. A significant modification of the narrow-
pp " line spectrum due to saturation of states was observed when
the excitation power exceeded @W. Figure 4 also shows
change of approximately one monolayer. Similar spectrahe exciton optical density of staté®@DOS for correspond-
were recorded for all three wells at 0.5 mm intervals acrossng positions on the sample. The ODOS was obtained from
the entire surface of the wafers in order to cover the fullthe 50 K PL spectra assuming a Boltzmann distribution of
range of well widths. In Fig. 3, the position and width of the carriers. The spectra were shifted in energy to compensate
luminescence peaks are plotted as a function of distanc®r the change in the GaAs bandgap with temperature. To
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confirm that the excitons are in thermal equilibrium at 50 K, citons into small islands, in which the in-plane quantization
we performed a temperature dependent photoluminescenseipersedes the effect of nanoroughness within the islands.
study of adjacent ML peakd6 and 17 ML with a relatively

large splitting (around 11 meV at the position measured IV. ANALYSIS

The integrated intensity ratio of the two peaks essentially

follows the form given by Mellitiet al*® with a linear tem- To determine the degree of interface roughness and exci-
perature dependence above 30 K characterized by an activi" localization in our continuously grown samples we use
tion energy of around 8 meV. the line shape model of Schnatetlal ~" to fit the PL peaks.
mIhis model takes into account the violation of wave-vector
marized as follows: conservation due to partial localization of the exciton’s

(i) The continuously grown single quantum wells exhibit center-of-mass wave function. For the ground state transi-

a smooth increase in transition energy and linewidth Withtion’ the optical density for a disordered potential with a
decreasing well thickness. The inhomogeneous linewidtfi"ean energy, can be calculated to
broadening corresponds to an exciton-averaged well thick- 5
ness variation of less than a monolayer. Anomalously in- ;(E)Mi _EO_E) ex;{(g) _ E—Eo}
creased linewidth, along with a drop in luminescence effi- 2y OE 2y 2n n |
ciency, is observed close to the edges of the wafer. The line 1)
shape is discussed in more detail in the following section. o
(i) Growth interruption at the bottom interface introducesWe estimater by calculating the ODOS from our 50-K PL
only a slight modulation of the peak position as a function ofspectra, as previously described, and fit Bg.to the result.
well width. The peak width, however, oscillates strongly The relevant fitting parameters are the standard deviation of
with the well thickness, in some cases dropping below théhe potential variationgg, and a localization energy param-
corresponding linewidth of the continuously grown well. A eter, n=#%2AK?/2M, derived from the wavevector uncer-
reduction in PL excitatiofPLE) linewidth in similarly pre- tainty AK, with M being the exciton mass. For the narrowest
pared samples reported by Zhaegall’ is consistent with  continuously grown wells, we find a potential variation
this observation. around 4 meV, decreasing to 1 meV for the widest wells.
(iii) In the case of growth interruption at the top interface, The localization energy parameter follows a similar depen-
the PL is split into a doublet. The average PL energy in-dence on well width, with the ratiogz/» being nearly con-
creases continuously with a weak modulation, similar to thestant for all wells and equal to 0.6/0.03. The momentum
previously described case. However, when two peaks are remcertainty in the model can be converted to a minimum
solved, each peak shifts to higher energy as it gains intensitypcalization radiusAR, via the uncertainty relation, yielding
and then stays pinned or moves to lower energies as thewer limits for localization radii at 3.5 nm for the narrowest
intensity drops again, with a decrease in peak width. Evenvell, increasing to 8 nm for the widest.
more pronounced “sawtooth” behavior of this kind was re-  Energies of ML peaks measured in Wafers 4 and 5 are
ported by Gammoret al. in similar quantum wells and at- plotted in Fig. %a). The measured data points correspond to
tributed to gradients in barrier thicknes©ur observations the energies at which the PL peaks are pinned before blue-
show, however, that the effect persists with AlAs layers ofshifting as the peaks lose intensity. Since the only periodic
constant thickness. Furthermore, we note that in the ODOShange over the different positions is the well thickness in
calculated from the PL spectra each peak moves monotonmonolayers, we assign the neighboring peak positions to
cally upwards in energy with decreasing well thickness.  quantum wells differing in thickness by one monolayer. This
(iv) When growth is interrupted at both top and bottomassignment is in agreement with the RHEED growth calibra-
interfaces, two or three narrow PL lines are observed simultion. From Fig. 3 it is evident that due to the peak shift over
taneously. As the probe is scanned across the surface, tiiee average well thickness, a submonolayer splitting between
peak position is generally pinned within0.2 meV until the  peaks is observed when comparing the positions of the dif-
peak has lost approximately half its maximum intensity, therferent peaks for the same average thickness, i.e., in the PL
it broadens and shifts gradually to higher energies. The minimeasured at one position. Such submonolayer splittyy-
mum linewidths stay constant at around 1.3 meV, increasingally 0.8—-0.9 ML has been previously reported in
to about 5 meV only for the narrowest wells, as also ob-iterature>*%®%n order to determine the absolute thickness
served in Ref. 18. Similar discrete peaks were also measuresf the wells, we find the position on the wafer where the
in Wafer 5, with minimum linewidths around 0.8 meV. We thickness difference between wellsounted in ML steps in
attribute the smaller linewidth in these wells to reducedthe PL spectra matches exactly the RHEED-calibrated
exciton-electron scattering, confirmed by the observation thickness difference. At this position, the actual well thick-
of trionic PL in Wafer 4 at low temperatures. Due to the ness equals the nominal thickness and, therefore, we can as-
narrow barriers, charging effects are less important in theign absolute quantum well thicknesses to the series of ML
guantum wells of Wafer 5, which do not show trionic PL at peaks, accurate to within 1 ML.
low temperatures. We find an excellent agreement between ML peak posi-
(v) Micro-PL spectroscopy reveals that the broadeningions within each wafer and between wafers. Typical varia-
and shifting of ML peaks is observed simultaneous to theittions in peak position between Wafers 4 and 5 are of the
further splitting into sharp PL lines, arising from spatially same order as the variation within the wafétsder 0.5
localized exciton states. When compared with the excitormeV). For intermediate well thicknesses, the agreement is
ODOS, theu-PL curves confirm the localization of the ex- better than 0.1 meV. For wells with thickness around 7 nm,

Our main observations from the PL spectra can be su

1+erf
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Horizontal bars indicate an upper limit of the homogeneous line-

FIG. 5. (a) Discrete PL peak energies in growth-interrupted Wa—Width on each energy scale

fer 4 (squaresand Wafer 5circles, diamonds, and triang)edem-
onstrating the reproducibility of peak positions measured in differ-shift in the near-bandgap luminescence of the GaAs sub-
ent wells and on different wafers. Also shown are calculatedstrate, givingEy(0 K)—Ey(50 K)=3.0 meV. The results
transition energies for a square well potentidashed lingand a  of the calculations are plotted in Fig(eh. We observe a
well potential where segregation effects are includedid line.  significant blueshift of transition energies when segregation
The diagram on the right schematically illustrates the calculatedffects are included, up to 27 meV for 14 ML wells. Calcu-
segregation in a 14 ML well with initially flat growth surfaces, lated ML peak splittings for the two types of well potential
along with the resulting well potentialb) Experimental and theo- and measured values from Wafers 4 and 5 are plotted as a
retical values for the monolayer peak splitting. The calculated MLfunction of well thickness in Fig. ). Excellent agreement
splitting is in excellent agreement with the measured values whebetween calculated and measured values of the peak splitting
segregation is included. The exciton localization length, determineds obtained when segregation effects are taken into account.
from the peak splitting, is also shown. In Fig. 5@ we also show schematically the calculated inter-
face structure and resulting well potential for a 14 ML quan-
this corresponds to a maximum exciton-averaged thicknegsim well, assuming initially perfect growth surfaces. This
difference of less than 0.02 ML. It should be emphasized thag/early shows the importance of segregation, which intro-
several months passed between the growth of Wafers 4 and/ces nanoroughness on the interface, even in the case of
and that the wafers have different barrier configurations angrowth-interrupted QW's.

different nominal well thicknesses. The largest deviations !N Fig- 6, we show the ODOS for three different well
(up to 0.3 ML are observed for the narrowest wells widths from Wafer 4 on a monolayer energy scale. By care-

ully selecting the positions on the wafer, we compare spec-
(ejgleGS ML) and for peaks measured close to the WaferIra with average well widths of r(+0.3) ML and @

In order to calculate the transition energies of our quan-+ 0.5) ML, with n=16, 22, and 33. In the former case, the

tum wells we used an effective-mass model with two typeéow-energy p'eak shifts to higher energy .and beCOr.“.eS less
of well potentials:(i) a simple finite-barrier square well po- defined with increasing well thickness while the position of

tential with integral ML thickness andli) a nonabrupt po- the high-energy peak remains fixed. In the latter case, peak
tential obtained from a surface segregation model, where th@osmons are unaffected but more _states appear between the
possibility of cation interchange at the interfaces duringmonolayer peaks. We note that this modification cannot be

overgrowth is taken into account. The calculation of the elecgccognted for by the relative increase Of. th_e homogeneous
tronic states was carried out assuming an isotropic condué'—ne\"’Idth I'hon=0.7 meV (Ref. 23, which is indicated for

tion band and using a six-barid p approximation for the reference in the figure. We attribute the observed changes in

valence band. The physical parameters used in the calculeg:e ODOS to the larger localization length in wider wells, as

tion, along with a description of the segregation model, ar iscussed in the following section.
provided elsewher# Well-width dependent heavy-hole ex-

citon binding energies were calculated using the interpola-
tion formula provided by Guriolet al?? The variation of the In previous literature, simple quantitative models have
GaAs band gap with temperature was determined from thgenerally been employed in order to explain the experimen-

V. DISCUSSION
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tally observed ML peak splitting in the exciton luminescenceto 30 nm in wider wells. The degree of localization was also
from growth-interrupted quantum wells. These models asdeduced independently via the localization energy parameter
sume that one or both interfaces consist of extended; in the lineshape fit. The relationship between the localiza-
monolayer-high but atomically rough growth islands withtion length and the localization radius is given R
sizes comparable to or larger than the exciton=(&y/m)\oe/n. We observe a constantz/ 7 ratio for all
radius?>~*7®11-13 Sharp transition lines observed in well widths, yielding a direct proportionality betweexR
micro-PL have furthermore been attributed to roughnessand &. From the fact that we observe a single asymmetric
induced localization of exciton stat&s:2” ODOS peak, even in our narrowest wells where the localiza-

The case of a realistic well potential with a disorder cor-tion length is shortest, we conclude, by comparison with
relation length smaller than the exciton radius has beefimulations, that the typical correlation length in continu-
treated theoretically in some det&?° Due to the small Ously grown wells i< ¢{,/4~3 nm, much smaller than the
length scales of the disorder, these studies do not predict/gc@lization length. . .
splitting of the optical exciton density of states. In a recent . (il) Interrupting growth at the bottom interface slightly
v of Castel and Wikind: nowever, he probln 1s' IS10S8 e Urinescence eharctritcs most ol
studied for a wider range of correlation lengths. Their analy- ; : : L »
i nicatesa that e nrgy dbution f oo stes 1, o AN ISAITE, where he exoto i nsencive
is mainly dependgnt on the ratio of island s(m.rrelat!on peak splitting is observed, the localization length in the nar-
length to localization length, rather than the ratio of island

6t i di ®) that ML K hen th row wells can still taken to be around 14 nm. The fact that no
size 1o exciion ragius an@) tha peaks appear when the splitting is observed furthermore implies th&/£<1/2 so
island size is similar to or larger than the localization length

o o ‘we estimate the correlation length in this case to be 4—6 nm.
The localization length represents the minimum lateral ex- (iii ) Wells with GI at the top interface show a weak split-

tension of a disk-shaped potential fluctuation which creates ﬁng of the exciton peak, but no pinning of peak energies

bound state in the quantum-well plaffe, The shape of the spectra agrees with simulation results in an
intermediate regime, where island sizes approach half of the
£o= mh _ ) localization length, around 6—8 nm in this case. Here, the
V2MV, island size is also approaching the exciton diameter and the
averaging of the potential becomes less important.
Vy is the strength of the confining potential, which is given  (iv) When growth is interrupted at both interfaces, islands
by the monolayer peak spacing when the island size is larg&jecome sufficiently large for the ODOS to split into discrete
than the exciton diameter. As a result, the localization lengtheyels. From Fig. 6 we observe that the ML splitting is more
increases considerably with well thickness and larger growtiyronounced in thinner wells, where the localization length is
islands are required in wider wells to observe ML splitting. shorter. Comparison with simulations indicates that correla-
In Fig. 5b) we plot &, for the quantum wells of Wafers 4 tijon lengths comparable t&, in thicker wells and up to &,
and 5. The localization length varies from 6 nm to 18 nm,in thinner wells match our observations, giving a typical po-
whereas the exciton radiugag=%/\2uE, only changes tential correlation length in all wells of 15—-20 nm.
from 6 nm to 7 nm in the same well width rangealculated Growth-interruption is known to result in the formation of
using values of exciton binding energiEg from Ref. 22.  large growth islands on the GaAs surface, with sizes of more
We note that analysis based on the separation of the excitafan 50 nmt?3 In samples with GI at both interfaces, we
wave function into relative and center-of-mass coordinatesherefore attribute the observed 15—20 nm correlation length
might not be valid in our narrowest wells(16 ML), where  of the quantum well potential to the typical island size on the
the confinement potential exceeds the exciton binding eng| AlAs surface. When growth is not interrupted at the bot-
ergy. tom interface(case ii), the island size is reduced to 6—8 nm.

The simulations of Castella and Wilkiltsshow that the During Gl, the AlAs surface therefore relaxes by enlarging
shape of the exciton spectra is sensitive to the ratio betweethe island size by a factor of 2—3, consistent with a slow
the correlation length scateof the disordered quantum well surface diffusion of Al. Using Gl only at the bottom interface
potential and the localization leng#l. We note that a dou- (case i), the observed potential correlation length is 4—6 nm.
blet structure in the exciton spectra is expected when th&nowing that typical island sizes on the Gl AlAs surface are
&léy~1/2 and a ML splitting occurs whefl §,~1, with the  significantly larger, this length represents the island size on
splitting becoming gradually more defined as the ratio in-the non-Gl GaAs surface. This is in agreement with STM
creases. By comparing the shape of our measured spectsaudies on non-Gl GaAs surfacégown at 580 °C) which
(Figs. 2 and Bwith the simulations of Ref. 15 we can iden- have shown typical island sizes of 3—6 AfiThe deduced
tify distinct regimes of potential fluctuations, correspondingroughness length scales of 4—-6 nm and 6—8 nm at non-Gl
to different &/&, ratios. Using localization lengths deter- top and bottom interfaces, respectively, are also consistent
mined from Eq.(2) we can derive approximate length scaleswith the observed<3-nm combined potential correlation
of interface roughness in our quantum wells. length in Wafer 1.

(i) In the continuously grown quantum wells, the interface  From the small variations in ML peak positions within
roughness is fully averaged over the exciton area and neach wafer and between wafers grown under similar condi-
splitting is observed in the PL spectra. By puttig in Eq.  tions, we conclude that atomically smooth monolayer-high
(2) equal to the exciton-averaged potential variatiof,, islands are formed on both AlAs and GaAs surfaces upon Gl
determined from the lineshape fit presented in the previouduring MBE growth. A significant degree of nanoroughness
section, we deduce thgg varies from 14 nm in narrow wells on the growth islands would necessarily result in greater
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fluctuations of the ML peak positions. Although atomically larger than the exciton diameter. Positions of ML peaks for
smooth AlAs surfaces can be formed during growth, atomicnegligible in-plane quantization energy are reproducible in
scale nanoroughness still arises during overgrowth becauseafers grown under similar conditions.
of the segregation of Al atoms into the GaAs quantum well. (i) Observation of interface nanoroughness in quantum
This process results in an atomically rough interface, extendwells does not imply nanoroughness on free as-grown sur-
ing through approximately 2 ML, according to our simula- faces. Instead, substantial interface roughness on the atomic
tions. Similarly, segregation of Ga atoms into the AlAs bar-scale is unavoidably introduced through surface segregation
rier also takes place at the top interface. The segregatioduring growth, resulting in a bimodal distribution of the in-
length of Ga into AlAs is longer than that of Al in GaAs, but plane disorder potential correlation length, especially impor-
the effect of Ga segregation on transition energies is smalldgant in growth-interrupted quantum wells.
since it occurs in the barrier rather than the quantum well. A (iii) Surface segregation changes the shape of the quan-
higher degree of segregation might be responsible for a blugum well potential, increasing ground-state transition ener-
shift of ML peaks observed with increasing growth gies as compared to a square quantum well potential with the
temperature$>® The peak shift reported in these studies,same deposited thickness.
however, is considerably larger than predicted by our simu- In summary, we have argued that atomically smooth
lations. The combination of surface diffusion during Gl re- growth islands can be formed on free AlAs and GaAs sur-
sulting in large atomically flat growth islands and atomic-faces following growth interruption. The resulting correla-
scale segregation during overgrowth is the origin of thetion length of the well potential is sufficiently large, com-
bimodal character of the interface roughness. In the case gfared to the exciton localization length, to cause a monolayer
non-Gl quantum wells, the combined effects of small islandssplitting of the optical density of states. Segregation during
on as-grown surfaces and segregation will result in an nandhe growth of the wells is responsible for formation of nano-
rough interface of increased thickness and a smoother quamugh quantum well interfaces. A bimodal interface rough-
tum well potential, consistent with a red-shift of lumines- ness therefore arises naturally when large atomically smooth
cence upon Gl, observed by (lKg. 1) and others, e.g., Ref. islands are formed during growth. Furthermore, the segrega-
10. tion modifies the shape of the potential well, causing a blue-
shift of transition energies.
VI. CONCLUSIONS
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We show that the initial dynamics of Rayleigh scattering from excitons in quantum wells can be either
instantaneous or delayed, depending on the exciton ensemble studied. For excitation of the entire exciton
resonance, a finite rise time given by the inverse inhomogeneous broadening of the exciton resonance is
observed. Instead, when exciting only a subsystem of the exciton resonance, in our case excitons localized in
quantum well regions of a specific monolayer thickness, the rise has an instantaneous component. This is due
to the spatial nonuniformity of the initially excited exciton polarization, which emits radiation also into
nonspecular directions.

Light emission from resonantly excited excitons in semi- In the present work, we show that the delayed rise of the
conductor quantum well&QW) receives continued interest. SE is relying on the excitation of the entire exciton reso-
In particular, the emission dynamics after a short-pulse excinance. When exciting only a part of the resonance, the in-
tation is discusseti:* The scattering of the excitation light plane uniformity of the initially excited polarization is bro-
into a nonspecular direction which differs from the transmit-ken, and an instantaneous rise of the SE is observed. For
ted or reflected directions is called secondary emis&&k), excitons in QW's, the experimental difficulty to measure
and involves scattering processes which are breaking the irsuch an instantaneous rise is to optically excite only a part of
plane translational invariance of an ideal QW. The temporathe exciton resonance with sufficient temporal resolution,
coherence between the scattered and exciting light fields ai-e., with a pulse that is wider than the spectral width of the
lows a distinction between scattering by static disordergexcited exciton distribution. This becomes possible when the
which preserves the coherence, and scattering by other quaexciton resonance is split into separated peaks, which can be
siparticles, like phonons or excitons, which does not preservechieved by growing QW'’s with a growth interrupt on both
the coherence. If static disorder dominates, the scattering isterfaces. The formation of growth islands larger than the
elastic and is called Rayleigh scattering. It was noticed earlgxciton localization length'® during the growth interrupt
or? that excitons in QW'’s showed a delayed secondary emisteads to a splitting of the excitonic absorption into distinct
sion, unlike what is observed in atomic vapdrEhis is due lines corresponding to regions of the QW differing in effec-
to the fact that the spectrally integrated éxcitonic oscilla-  tive thickness by one monolayéML). To compare both
tor strength is distributed uniformly in the QW plane. Scat-cases of the initial SE dynamics, we investigate two different
tering processes within theslexciton dispersion do not af- samples, grown with or without growth interruption. While
fect this property. Only when internally excited exciton the spectral widths of the excited excitonic distributions are
states like the & or the continuum are mixed with thesl similar in both samples, the SE rise is different, instanta-
state by the scattering, i.e., when the broadening of the excireous for the monolayer peak of the growth interrupted
ton resonance is comparable to the exciton binding energwample, and delayed for the continuously grown sample.
this invariance is broken. Exciting the entire éxciton reso- The two investigated samples are GaAs single quantum
nance only allows the initial macroscopic polarization to ac-wells (SQW’'S grown on GaAs(100) wafers. The first
commodate the incoming plane wave uniformly, and the ini-sample(CG) was grown without growth interrupt, and con-
tial emission occurs in specular directions only—notains a 12 nm thick GaAs well embedded inyAGa, -As
instantaneous SE is present. At finite times after excitationbarriers. In this sample, the surface growth islands are
the spatially varying time dynamics of the microscopic po-smaller than the exciton Bohr radius, and the segregation as
larization, which is induced by the scattering processes, leadell as the alloy disorder in the barriers introduce a disorder
to a spatial disorder of the macroscopic polarization, and Spotential with an atomic scale correlation length. The sample
(into nonspecular direction®ccurs. For static disorder scat- shows an asymmetric excitonic absorption line shégee
tering, a quadratic rise of the SE has been predicteshd  Fig. 1). Such a line shape is typical for excitons localized by
observed For high exciton densities, exciton-exciton scat-a potential with a correlation length much smaller than the
tering was found to dominate the rise of the SHn this  exciton radius?
case, the initial dynamics is often described in the Markov- The second samplgl) contains a nominally 11 nm thick
limit by a linear rise. GaAs well embedded in AlAs barriers. The growth has been
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FIG. 1. Optical density of the excitonic resonance in the inves- time (ps) time (ps)

tigated SQW samples, deduced from the photoluminescence at 30 K

lattice temperature. Left: sample GI, a growth interrupted 11nm FIG. 2. Secondary emission intensiigpen circles and its co-
GaAs/AlAs well at several positions along the thickness gradientherence(closed squargsieduced from the speckle statistics. Left:
The labels give the estimated differences in the average well thicksample Gl for the—0.2 ML position. Right: sample CG. In the
ness for the different positions. Right: sample CG, a continuouslynsets the intensity spectra of the respective exciting pldséted
grown 12 nm GaAs/A)Ga, -As well. line) and secondary emissidgolid line) are shown.

interrupted for 120's at each interface to enable the formatiofoherence&=1Ic.{| where the average is taken over the scat-
of larger monolayer islands on the respective surfaces. Thieering directionsy at fixed time, and ¢, is the SE intensity
results in a splitting of the exciton resonance into so-calledvhich is coherent to the excitatidRRS. A simple modet’
monolayer peaks, which are related to excitons localized ifor localized b excitons in a SQW is a spatially homoge-
QW regions with effective thicknesses differing by integer "€ous distribution of oscillgt_ors with Gal_Jssian dis_tributed,
monolayers. The broadening of each monolayer peak is dugpatially uncorrelated transition frgquenmes of variance _
to the finite size of the growth islands, leading to varying Each state has the same polar!zatlon decay rate due to radia-
in-plane quantization energies, and due to an atomic-scafi/e 10ss and phonon dephasing=T'raq+ I'phon- For the
interface roughness formed by segregation during the ovef@Mitted intensityl (t) after aé-like excitation pulse at=0
growth on the surfaces. We have chosen a rather wide GaA¥1€ get

well in order to reduce the spectral width of the monolayer

— _ 242
peaks originating from the atomic-scale interface roughness. I(t)ce ?Trad(1—e™ 7"t 2pnort), (1)
However, the monolayer splitting is reduced by the same
factor, while the in-plane quantization energies are constant, C(t):(1_e*frztz)/(eZthor{_e*rrztz)_

and thus the monolayer peaks are not as well distinguished

as for narrower wells. Rotation of the substrate was stopped The measuretl(t) andc(t) are displayed in Fig. 2 for the
during the growth of the well in order to achieve a continu-yyo investigated samples. The corresponding SE spectra are
ous variation in well thickness across the wafer. This allowsshown in the inset together with the exciting laser pulse. The
us to tune the well thickness for the best linewidth. Moresy| width at half maximum(FWHM) of the SE spectra are
details about the growth and characterization are given i 42(0.4ymeV for the sample GKCG), corresponding to
Ref. 9. In the following experiments we choose the samplg,-1_ 3 ps (3.3p3. The laser spectra are of 2.3meV
pos_ition —0.2ML in Fig. 1. The samples are pla(_:ed in a(1.4me\) FWHM, corresponding to 0.8pgl.3pg long
helium cryostat at a temperature of SK. The exciton resoyses. Both samples show, after the initial transient, an ex-
nance is excited by optical pulses from a mOde'bCk?(Eonential decay of the secondary emission intensity with
Ti:sapphire laser spectrally shaped to about 1ps Fourier;g ps(19 pg decay time, and of the emission coherence with
limited pulse width. The SE in various directions is spec-gg ps (74 p9 decay time, respectively. From the decay we
trally filtered by a monochromator and detected by a synyedquce according to Eql) aT .4 0f 21 ueV (17 ueV), and
chroscan streak camera with a time resolution of_about_ 3psy Tphon Of 5ueV (4.5ueV). Both the lifetime and the
The angular resolution achieved by the second dimension Qfephasing times are thus much longer than the inverse inho-
the streak camera was adjusted to the speckle size, i.e., to th‘?ogeneous broadening, which implies that the initial dynam-

diffraction limit of the emission from the excited area on the.s is dominated by the inhomogeneous broadening and that
samplet? The spectral resolution of about 1 meV rejects NON-the initial SE is dominantly RRS.

resonant emission, but does not deteriora_te the_ te_mpqral The initial dynamics for both samples is displayed on a

resolution. All presented d_ata were taken with excitation N ear scale in Fig. 3 together with the response function of

Brewster angle and detecthn norma! to the sam_ple,. througthe streak camera. The dynamics according to (Eg.con-

an analyzer parallel to the linear excitation polarization.  yqjyted with the streak response, is given by the solid lines
From the ;[emporally and directionally resolved emission, — 1), using the parameters given above. The data for the

intensity | (t,q), the speckle analysis technid@e™ can de- G| sample show a much faster rise than this calculation,

duce the average emission intensiit), and the average while the data from the CG sample are in full agreement.
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FIG. 3. Initial secondary emission intensity dynamicscles,
compared with the prediction of E@l) (solid) and Eq.(2) for «
=0.4 (dashegl and the instrument respon&gotted. Left: sample
Gl for the — 0.2 ML position. Right: sample CG. The inset shows

FIG. 4. lllustration of the spatial dynamics of the macroscopic
= polarization following excitation of the whole exciton resonance
I(t) from Eq. (2) for various values ot and I ;5= I"yron=0. (top) or only one monolayer peakotton). The grayscale is linear,

and centered at zero. The pictures have been generated from a 64
The dynamics in the Gl sample thus do not show the quax 64 array of resonances with Gaussian-distributed eigenenergies,
dratic rise given by the inhomogeneous broadening as presxcited att=0 by aé pulse. In the case of the GI, the resonances
dicted by Eq.(1), but a much faster response, indicating anare only active at the positions given by the pattern visiblertat
instantaneous contribution to the RRS. =0, for which@=0.5.

To include the influence of growth islands into the model
of Eq. (1), we can assign to each exciton a monolayer thickafter excitation ¢t=0.5), the initially in-phase excited po-
ness, where the spatia| distribution of the mono|ayer3 is ranfarization from the individual localized excitons becomes out
dom on a length scale of the light wavelength. Only excitonsf phase, due to their different eigenenergies, which leads to
belonging to the selected monolayer are optically excitedd spatially varying macroscopic polarization. After the initial
and are thus contributing to the SE. With the probabilitgf ~ transient ¢t=2), the phases of the individual excitons are

an exciton to belong to the excited monolayer, we get fully random, and strong SE occurs. This is equivalent in the
Gl structure, but here, the initial spatial variation is only
T(t)oc e 2rad(1— e ot 2 phot) (2)  weakly increasing at later times.

The length scale of the monolayer islands is ab@0omm,
significantly lower than the wavelength of the emitted light.
The SE is thus emitted isotropically in all directions. Since
- . . the growth islands are rather small, typically only one local-
The calculated initial dynamic for differeat and neglect- ized exciton state is situated in each island, and the phase of

Ing rf%‘d and lﬂPhO” IS s_hown in the inset O.f F|_g. 3. The SE the macroscopic polarization has a common time evolution
intensity acquires an instantaneous contribution OfafraCt'o'Q\/ithin one island. On a length scale of 10nm, the spatial

1— « of the total signal. For a small concentration of excited

L ! g . i >}:>attern of the macroscopic polarization is thus markedly dif-
resonances, as it is the case in atomic vapors or for impuritye, .ot for the two investigated structures, which might be

bound excitons in bulk semiconductors, the predicted RRS portant in modelling the long-term RRS dynamics by mi-
rise is thus completely instantaneous. For the present case 9 oscopic models for QW's with large correlation lengths of

excitons localized in monolayer islands, typically 2—3 differ- the disorder potentidf

fhr?tkmorsg?lgg’?r ht'hlrc]:knesses ?&St f(')trh aN Oglz\lleT ?;]/ferage In conclusion, we have demonstrated that the initial dy-
Ic n%s h which 1S compa:j edWII aa A NS - hamics of the SE from excitons in QWs can acquire an in-

case, both an instantaneous and a delayed component IS &z ianeous contribution in a situation where the excited ex-

pectel?. The calculation using E®) codnvorl]utc(jatlj_ W'.th Iihe 3 citon polarizability is spatially nonuniform. This is expected
streak camera response Is given as a dashed line in Fig. 3. [, only to be important in the investigated case of a mono-

o(t)=(1— ae 7°%)/(e2 phot— e~ o).

the dy”?m'cs of t_he CG sample is W.e” _des_cnbed by thelnternally excited states of the exciton are mixed into the
model with a spatially homogeneous distribution of the OP-proadened & excitonic resonance

tically excited excitons. In contrast, the Gl sample shows a
faster rise, which is instantaneous within our time resolution. The samples were grown at 11I-V Nanolab, a joint labo-
We assign this instantaneous RRS contribution to the spatightory between Research Center COM and the Niels Bohr
nonuniformity of the excitons belonging to one monolayerinstitute, Copenhagen University. The authors wish to thank
thickness. This behavior is illustrated in Fig. 4. Dr. C.B. Swensen for his assistance with the MBE growth,
In the CG sampléupper row, the initially excited polar- P, Borri for stimulating discussions, and Tele Danmark R/D
ization is constantgt=0), while in the Gl sample, only the for the donation of experimental equipment. This work
regions of the selected monolayer thickness are excited, anglas supported by the German Science FoundatiDRG)
the polarization has a corresponding spatial pattern, whickithin the *“Schwerpunktprogramm Quantenkegaz in
implies that RRS is present alreadycdt=0. For a finite time  Halbleitern.”
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Resonant second-harmonic generation is observed at room temperature in reflection from
self-assembled InAlGaAs quantum dots grown on a G&@el1) substrate. The detected
second-harmonic signal peaks at a pump wavelength&%5 nm corresponding to the quantum-dot
photoluminescence maximum. In addition, the second-harmonic spectrum exhibits another smaller
but well-pronounced peak at 765 nm not found in the linear experiments. We attribute this peak to
the generation of second-harmonic radiation in the AlGaAs spacer layer enhanced by the local
symmetry at the quantum-dot interface. We further observe that second-harmonic images of the
quantum-dot surface structure show wavelength-dependent spatial variations. Imaging at different
wavelength is used to demonstrate second-harmonic generation from the semiconductor quantum
dots. © 2000 American Institute of Physids$S0003-695(00)00932-3

Second-harmonic generatidBHG) is extremely sensi- from the QDs. The spectral analysis shows correspondence
tive to the symmetry of materidisand is widely used as a to the energy eigenstates characterized by photolumines-
nondestructive and noncontact probe of surfaces andence(PL) measurements. The wavelength dependence of
interfaces® Furthermore, starting with the first experiments the SH signal is found to exhibit another peak at 765 nm,
on spatially resolved SHG from a dye monolay&HG mi-  which is related to the interface between the QD layer and
croscopy has appeared as a very useful characterization todle AlGaAs spacer layer. Furthermore, we present prelimi-
for inhomogeneousurfaces. It has recently been applied tohary results on wavelength resolved SH imaging of QDs
imaging of periodically poled ferroelectric domaihgoled ~ conducted for different linear polarizations of the SH radia-
silica waveguides,and domain wall§,domain structures in tion. Transformation of the SH images when changing the
epitaxially grown magnetic garnet filisand polymer —PUMp wavelength is observed and attributed to the spatially
monolayerd and polar orientational distribution in thin Varying conditions for SHG generation at the inhomoge-
polymer films® Semiconductor quantum dot§Ds), whose ~ N€OUS surfgcg and therefore essential for the identification of
unique properties promise wide applications inthe SH radiation from the QDs. _
optoelectronic? is yet another interesting object for SHG ~ 1he QD sample used in this work was fabricated by
microscopy. The electronic eigenstates of the QDs ardnOlécular beam epitaxy, where 6 monolayers of
strongly influenced by their sizes and shapes as well as p\loscAl0.0Ga.aAs  were  grown with 100 (20) nm

strain and piezoelectric field$.Self-assembled InAs/GaAs A:O-lﬁea‘)-s“AZ bg?rtit(:rr: tétr(;z)na'csg(jl(\:/;[h fg;A:lgg ?a grmof
QDs have been extensively studied with various metfifds, 0.4653.60A b lay

however, the wealth of information encoded in ti@linear 20 nm. The molefractions of the QD material was chosen to

: - o fit the energies of the QD states into a wavelength range
pptlcal coefficients is S.t'” largely upexplored. As far as SHGaccessible with the Ti:sapphire laser used for the SHG, see
is concerned, the main problem is related to the fact th

GaA | d-ord iR afhe following. The Stranski—Krastanow formation of the
S possesses very large second-order susceptibiitses, QDs was evident from the reflection high energy electron

that any second harmoni{SH) radiation from the QDs has ifraction spectrum during growth as well as from atomic
Fo be dlstmgwshed from the_SH generated in GaAs. Our idegy,ce microscope studies of uncapped QD samples grown
is to use SHG in configurations where the bulk and surfacgnqer similar conditions indicating typical QD distances of
contributions are forbidden for a homogeneous sample, sy nm. To remove possible influences from the semi-
that the only source of SHG is associated with nanostructuregsylating (001) GaAs substrate on the SHG experiments, a
embedded in the host materfdl. 500 nm GaAs buffer layer was grown on top of an etch layer
In this letter, we demonstrate that, for normal incidencegf 50 nm AlAs. After etching with 10% hydroflouric acid
of resonant pump radiation, SHG in reflection from a sampleand lift-off using a wax, the QD sample was mounted on a
containing selfassembledqlgAlo.0658.42AS QDS grown on  high optical quality sapphire substrate using only van der
a GaAs(00)) substrate is dominated by the SH radiationwaals forces to avoid any additional strain in the sample.
The mounted QD sample was characterized by measur-

aAuthor to whom all correspondence should be addressed; electronic mailnd the PL spectrum_ at _room_temperat@Fe’g. 1(a)]. The PL
jeo@com.dtu.dk spectrum, after excitation with a HeNe laser over two de-

0003-6951/2000/77(6)/806/3/$17.00 806 © 2000 American Institute of Physics
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FIG. 1. (a) Photoluminescence characterization of the QD sample for three
different HeNe(632.8 nm laser light intensitiegsolid) revealing the GaAs
buffer layer at 870 nm and the QD resonance at the design wavelength of
885 nm. The extracted QD resonance with a linewidth of 15 nm from line
shape analysis is shown as a dashed lipeThe second-harmonic imaging
setup in reflection with a PMT: photomultiplier, BS: beam splitter, S:
sample, M: mirror, L: focusing lense, Ol: optical isolator, F: filter, A: ana- X-scan, pm X-scan, um
lyzer, and P: polarizer.

Y-scan, um

FIG. 2. Room temperature second-harmonic images recorded at pump
wavelengths of(a) 896 nm,(b) 885 nm,(c) 879 nm, andd) 875 nm.
cades of cw power up to 1 mW focused to a spot of

~40um, shows two strong resonances: the PL from the . . o

GaAs buffer layer at 870 nifL.42 eV} and from the QDs at signals in the range #01¢* pounts/s. This signal level al-
the design wavelength of 885 nfh.40 e\). From the spec- oWed us to use a count time of 0.1 s and to record SH
tra we estimate an inhomogeneous broadening of the QDs §f1ages containing 100100 points within—~16 min.

15 nm(24 meV), i.e., the QD eigenstates are well separated | € main features observed in our experiment(arthe
from the GaAs absorption band edge. The InAlGaAs wettingSPatial dependence of the SH sign(il) the transformation

layer resonance appeared as a small shoulder on the GaREthe SH image with the wavelengtfig. 2, and(iii) the
PL signal at~810 nm, but was not directly observable in the Wavelength dependence of the average SH sigfigl. 3).
SHG experiments. Strong enhancement of the average SH signal- 885 nm

The experimental setup for SHG microscopy represent¥"ith the Width of the enhancemerﬁ:@o nm) being compa-
a scanning optical microscope in reflection geoméFig. rable to the linear QD PL spectrum is obseryetl Figs. 3

1(b)]. The linearly polarized light beam from a mode-locked and X¥a)]. This indicates that the detected SH radiation origi-
Ti-sapphire laser B®%~50 mW, repetition rate ~80 MHz nates from QDs, whose energy states are inhomogeneously
pulse durationr~ 20“6 f$ was fc’)cused on the sample sur%ace broadened. With the spot size obtainable in far-field micros-
at normal incidence with &40 microscope objectivéthe ~ COPY: the incident beam interacts with a large1(0*) num-

spot size~2 um), and the sample was scanned along the_ber, qf QDs and the SH signal averages out the responses of
surface plane by a stepper-motor drivey stage. The re- !nd|V|duaI QDs. However, we have obsgrveq that th.e SH
flected SH radiation was detected with a photomultiplier,M29es show strong variation in the SH sigffalg. 2). This

whose output was recorded as a function of the scanninbeature can be attributed to variations mainly due to the local

coordinate(with the step length of 0.2am). Note that only
at normal incidence is the SHG from thalk and thesurface ]
forbidden by symmetry. Our first measurements in GaAs 5 | .
showed that the SHG in reflectidat carefully adjusted nor- as0 L . ]
mal incidence from a (001) substrate was negligibly small, 9 signal (X 3) from a dark area

550 ——————F—"—7F—"—T—"—T—"—"T—"—T—"—T1—

and the SH signal was more than three orders of magnitude worT 4 signalfroma bright spot ]
weaker than that from 6111) substraté® We have used an  ~ 3*[ ]
optical isolator to avoid the reflected pump beam coupling E 300 | A -
back into the laser cavityFig. 1(b)]. The incident pump ?b 250 b :A. ]
beam was linearly polarized either along ther y axis in G e
the experimental setup, and we detected the SH radiation a% [ S
two orthogonal linear polarizations andy. Because of the or ]
lift-off of the sample, the crystal axis of the sample was 1w | -
unknown. However, in the investigations of the SH signals [ ]
for the four different combinations of linear polarizations N AAIAAAM?:Q -]
between the incident pump and the detected SHG signal, the 720 740 760 780 800 820 80 860 880 900 920

SH signal in theyy configuration was on average one order Pump wavelength (nm)
of magnitude larger than that in the other combinati@feta _
FIG. 3. The spectral changes of the SHG signal recorded at the darker spot

.”Ot .ShOWI)' \.Nlth the mv.eSUgatEd QDb sampl_e and the I:)Olar-(open circleg in the center(dark area and at the brighter spot to the left
ization configuration with the best SHG yield, a resonantgpen trianglesof the images in Fig. 2. The vertical arrow indicates the

pump power of about 50 mW at the sample resulted in Skabsorption band edge for GaAs at 870 nm.
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surface orientation since the large number of QDs averaggrea of 12.5 12.5um?. The SH imaging was used to sepa-
their spatial variation and their individual optical response.rate the SH signals from the QDs and the GaAs bulk, whose
Since the positions of bright and dark spots were found to beontribution notably increases when the normal incidence
stable with respect to the pump wavelength, we believe thagondition deteriorates. This furthermore enabled the observa-
bright spots represent the areas that are locally tilted withion of a second peak in the SHG spectrum at 765 nm result-
respect to the average surface plane. Such a tilt would breakg from light scattering at the interface between the QD
the symmetry and allow SHG from the bulk, i.e., from the Jayer and the AlGaAs spacer layer. Finally, we would like to
GaAs buffer layer. Therefore, one should expect that the SHtress that, contrary to the PL characterization technique, the
signal from bright spots may contain a substantial contribuSHG microscopy in reflection used in this workiiherently

tion from the bulk SHG. Indeed, the main peak in the SHGjnsensitiveto the presence of a GaAs substrate evernain
spectrum obtained at the bright spot is shifted toward lowetemperature It can therefore be successfully used at room
wavelengths(in comparison with the peak from the dark temperature to study embedded nanostructures without etch-
spop and exhibits a pronounced shoulder at the wavelengtihg away a substrat€. This is normally a complicated pro-

of 870 nm corresponding to the maximum of PL from the cedure which makes subsequent characterization, e.g., deter-
GaAs buffer layer(Fig. 3). Actually, a similar(but less pro-  mination of the orientation of the crystal axis, very difficult
nounced shoulder is also seen in the main peak obtained apecause of reduced sample quality. We believe that further
the dark spot indicating that, even at normal incidence, therexploration of this technique would enable us to investigate
is a(relatively wealk bulk contribution to SHG. This contri-  various fascinating phenomena such as the influence of strain
bution can be accounted for by the fact that the pump light isand piezoelectric fields on the QD characteristics.

scattered by the embedded nanostructures so that the local

normal incidence condition is not fulfilled for thecattered The authors gratefully acknowledge financial support
light. The same reasoning can be used to explain a Secorffpm the Danish Natural Science Research Council under
peak in the SHG spectrum at 765 riffig. 3, which corre- ~ Contracts 9901971 and 9903131.

sponds to the room tem.perature band . gap of thelR. W. Boyd, Nonlinear Optics(Academic, London, 1992
Alg1GaygAs spacer layet! Finally, let us notice that the 2t g, Heinz, inNonlinear Surface Electromagnetic Phenomesdited by
shapeof the dark spot depends on the pump wavelength H. Ponath and G. StegeméBlsevier, Amsterdam, 1991p. 353.
(Fig. 2. We believe that this modification can be related to AS- L Boyd, Y. F;- fh‘a”' an%TAW'| Hgﬁcéf)gté ;‘(9591%)93(138@- <

. . Kurimura an . Jesu, J. Appl. , , Y. vesu, S.
th_e interplay b_etw_een the SH_G response from the dark andKurimura, and Y. Yamamoto, Appl. Phys. Le@6, 2165(1995.
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We have used photoluminescence spectroscopy with high spatial and spectral resolution to mea-
sure the linewidths of single emission lines from IngsGagsAs/GaAs self-assembled quantum dots.
At 10K, we find a broad, asymmetric distribution of linewidths with a maximum at 50 peV. The
distribution of linewidths is not significantly influenced by small variations in the quantum dot con-
finement potential. We claim that the wider transition lines are broadened by local electric field
fluctuations while narrower lines are homogeneously broadened by acoustic-phonon interactions.
The width of narrow single-dot luminescence lines depends only weakly on temperature up to
50 K, showing a broadening of 0.4 ueV/K. Above 50 K, a thermally activated behavior of the line-
width is observed. This temperature dependence is consistent with the discrete energy level struc-
ture of the dots.

Probing of photoluminescence (PL) with a high spatial resolution has become a stand-
ard tool for optical characterization of semiconductor nanostructures [1]. Initial high-
resolution studies of excitons localized at width fluctuations in quantum wells [2] and in
self-assembled quantum dots [3] demonstrated that the inhomogeneously broadened
photoluminescence could be resolved into sharp (<100 ueV FWHM) luminescence
lines. A combination of high spatial and spectral resolution can thus be used to directly
determine the intrinsic linewidth of individual optical transitions within an inhomogen-
eously broadened ensemble. The natural linewidth is a parameter of interest, both fun-
damentally and for device applications, and provides information about the homoge-
neous broadening mechanisms in the system. The transition linewidth and its dependence
on temperature has been investigated for localized excitons in GaAs/AlGaAs by several
authors [4 to 6] and for InAs and AllnAs self-assembled quantum dots embedded in
Aly3Gagp7As by Ota et al. [6]. In the present work, we report a statistical analysis of the
linewidths of individual transitions in self-assembled IngsGagsAs quantum dots (QDs).
Furthermore, we discuss the temperature dependence of single emission lines, which we
have observed up to 95 K. Ings5GagsAs quantum dots are a suitable gain material for
low-threshold quantum-dot lasers [7] and their homogeneous linewidth at room tem-
perature has been reported [8] to be about 5 meV.

The quantum dot heterostructures were grown by molecular beam epitaxy on GaAs
(001) substrates. Five monolayers of InygsGagsAs were grown at 520 °C, one monolayer

1) Corresponding author: Tel.: +45 4525 6352; Fax: +45 4593 6581; e-mail: ki@com.dtu.dk
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at a time with growth interrupts of 8s between the monolayers, and sandwiched be-
tween GaAs barriers. Growth was interrupted for additional 60 s after growth of the
quantum dot layer. 8 nm AlAs layers were placed 100 nm below and 20 nm above the
IngsGapsAs layer to confine carriers to the quantum dot region. Atomic force micro-
scope investigation of uncapped samples revealed a dot density of approximately
2 x 101 cm=2,

For photoluminescence measurements, the sample was excited over the GaAs barrier
bandgap using a He-Ne laser or below the barrier bandgap with a tunable cw
Ti:sapphire laser. The excitation and detection were done confocally through a 0.85 NA
microscope objective located inside a closed-cycle He cryostat. The luminescence was
dispersed in a spectrometer and detected by a Peltier-cooled coupled-charge-device ar-
ray. For high-resolution measurements, a 2 m Littrow spectrometer with a resolution
better than 20 ueV was used. In order to further improve the spatial resolution of our
measurement and to be able to relocate specific areas on the sample, the photolumines-
cence was collected through sub-micron sized apertures in an 80 nm Au film on the
sample. The apertures were fabricated with electron-beam lithography.

In conventional (macroscopic) PL. measurements, we observe a Gaussian lumines-
cence peak with a width (FWHM) of 39 meV, centered at 1.325 eV, as shown in Fig. 1a.
A micro-photoluminescence spectrum recorded through a single 250 nm diameter aper-
ture is also plotted in the figure. The latter spectrum clearly shows isolated sharp photo-
luminescence lines corresponding to transitions between individual localized states. One
of the single emission lines is shown at different temperatures in Fig. 1b, illustrating the
temperature broadening. The shown emission line is in all cases well described by a
Lorentzian function, indicating a homogeneously broadened transition.

Spectral linewidths of several hundred single emission lines were determined from
micro-PL spectra measured with a 17 ueV spectral resolution at 100 W/cm? of non-reso-
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Fig. 1. a) Photoluminescence and micro-photoluminescence spectra of InysGagsAs quantum dots.
b) A single PL line (marked with an arrow in (a)) measured at different temperatures. The spectra
have been vertically displaced for clarity and horizontally shifted for T > 10 K to compensate for
the change in bandgap
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nant (632.8 nm) excitation. The intensity of single lines observed in low-power spectra
saturates at about 1 kW/cm? of excitation power. Simultaneously, additional narrow PL
lines appear in the same energy range, indicating the onset of emission involving multi-
exciton states. We do not observe a significant variation in linewidth when exciting
below the barrier bandgap, in contrast to the observations of, e.g., Ref. [9], although the
relative intensities of the single lines change significantly when the excitation wave-
length is tuned across the barrier bandgap.

The histogram in Fig. 2 shows the statistical distribution of linewidths in the QD spec-
tra. Three energy ranges were investigated, as shown in the inset, corresponding to the
central part of the macroscopic PL peak and to its high and low energy tails. The max-
imum of the linewidth distribution occurs at 50 peV, with the majority of lines lying in
the 20 to 120 ueV range. In Fig. 2 we also plot individually the distribution of linewidths
for each energy interval, revealing only minor differences in the linewidth distribution
for different energies. Since a similar distribution of linewidths is observed for all transi-
tion energies we conclude that small changes of the quantum dot confinement poten-
tial, due to variations in shape, size and composition of the dots, are not significantly
influencing the measured linewidth. Furthermore, time-resolved photoluminescence
measurements on similar samples reveal that individual spectral components decay with
a single time constant of several hundred ps [10], corresponding to a homogeneous line-
width broadening of only a few peV. We therefore exclude any significant linewidth
variations linked to radiative lifetime broadening.

The spectral width of narrow (<80 ueV at 100 W/cm?) PL lines increases by approxi-
mately 10 ueV per decade of excitation intensity, even above the saturation power.
Broader lines (>80 peV at 0.1 kW/cm?) deviate from Lorentzian shape and their width
depends more strongly on excitation intensity, with power broadening up to an order of
magnitude higher than for the narrower lines. Apparent broadening due to fine-struc-
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Fig. 2. Histogram of the emission linewidths in IngsGagsAs quantum dots (columns). Linewidth
distributions for low (open squares), intermediate (filled triangles), and high transition energies
(open triangles) within the inhomogeneous ensemble are also plotted individually. Inset: The three
energy intervals investigated and the measured linewidths
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ture splitting of the ground state or accidental overlapping of individual spectral lines
below our resolution limit will contribute to the linewidth distribution but cannot ex-
plain the increased power broadening. We therefore attribute the appearance of broad
lines in the micro-PL spectra to single transitions, broadened by local electric field fluc-
tuations induced by photoexcited carriers, while we argue that narrower lines are homo-
geneously broadened by dephasing through acoustic-phonon interactions. In the latter
case, the measured linewidths can be expressed in terms of a dephasing time of 15 to
60 ps.

Several of the homogeneously broadened PL lines were investigated at different tem-
peratures. Below 50 K, we find that the linewidth increases linearly with temperature
by about 0.4 ueV/K. This is significantly lower than the 1.6 to 3 ueV/K increase in
homogeneous linewidth reported for narrow InGaAs quantum wells [11]. Above 50 K,
we observe a thermally activated behavior with a 20 to 30 meV activation energy. Theo-
retical calculations of optical linewidths in single quantum dots predict a linear tempera-
ture dependence at low temperatures and a finite zero-temperature linewidth due to
diagonal electron—phonon interactions involving only the exciton ground state and low-
energy acoustic phonons [12]. At higher temperatures, off-diagonal contributions from
excited states become important, as well as contributions from optical phonons, with an
energy spectrum broadened by alloying and strain effects in the dots [13]. We therefore
conclude that the weak linear dependence of the homogeneous linewidth below 50 K
and the zero-temperature offset results from the elastic phonon interaction enhanced
by the strong confinement [12], while acoustic phonon scattering to excited states is
inhibited due to the large energy separation. Furthermore, our measured activation en-
ergies are close to the expected level splitting and the optical phonon energy.

In summary, we have measured a statistical variation in the spectral width of indivi-
dual photoluminescence lines from IngsGagsAs/GaAs quantum dots. This variation is
not related to differences in the confinement potential of the dots but can be partly
explained by local electric-field fluctuations. The temperature dependent linewidth of
homogeneously broadened PL lines is in agreement with theoretical predictions and
reflects the discrete energy level structure of the quantum dots.

Acknowledgement The samples were grown at III-V Nanolab, a joint laboratory be-
tween Research Center COM and the Niels Bohr Institute at Copenhagen University.

References

[1] A. GusTaFssoN, M.-E. PistoL, L. MoNTELIUS, and L. SAMUELSON, J. Appl. Phys. 84, 1715 (1998).

[2] K. BRUNNER, G. ABSTREITER, G. B6HM, G. TRANKLE, and G. WEIMANN, Appl. Phys. Lett. 64, 3320
(1994).

[3] J.-Y. MARzIN, J.-M. GERARD, A. IZRAEL, D. BARRIER, and G. BAsTARD, Phys. Rev. Lett. 73, 716
(1994).

[4] D. GammoN, E.S. SNow, B.V. SHANABROOK, D.S. KATZER, and D. PARK, Science 273, 87 (1996).

[5] U. BocKELMANN, W. HELLER, A. FILORAMO, PH. RoussIGNOL, and G. ABSTREITER, phys. stat. sol.
(a) 164, 281 (1997).

[6] K. OTa, N. Usami, and Y. SHIRAKI, Physica 2E, 573 (1998).

[7] D. BIMBERG, N. KIRSTAEDTER, N.N. LEDENTSOV, ZH. I. ALFEROV, P.S. KoPEv, and V.M. UsTINOV,
IEEE J. Selected Topics in Quantum Electronics 3, 196 (1997).

[8] P. BorrI, W. LANGBEIN, J. M@RK, J.M. HvaM, F. HEINRICHSDORFF, M.-H. Mao, and D. BIMBERG,
Phys. Rev. B 60, 7784 (1999).
K. MATsUDA, T. SaIk1, H. Sarto, and K. NisHi, Appl. Phys. Lett. 76, 73 (2000).



Linewidth Statistics of Single InGaAs Quantum Dot Photoluminescence Lines 53

[9] H. Kamapa, J. TEmmYO, M. Notowmr, T. FurRuTA, and T. TAMAMURA, Jpn. J. Appl. Phys. 36, 4194

(1998).

[10] L.M. SmrtH, K. LEOSSON, J.E. BSTERGAARD, J.R. JENSEN, J.M. Hvam, and V. ZWILLER, unpub-
lished.

[11] P. Borri, W. LANGBEIN, J.M. Hvam, and F. MARTELLL, Phys. Rev. B 59, 2215 (1999).

[12] X.-Q. L1 and Y. ARAKAWA, Phys. Rev. B 60, 1915 (1999).
T. TAKAGAHARA, Phys. Rev. B 60, 2638 (1999).

[13] M. GRUNDMANN, O. STIER, and D. BIMBERG, Phys. Rev. B 52, 11969 (1995).

5%






APPLIED PHYSICS LETTERS VOLUME 76, NUMBER 22 29 MAY 2000

Ultranarrow polaritons in a semiconductor microcavity

J. R. Jensen,® P. Borri,”” W. Langbein,” and J. M. Hvam
Research Center COM, The Technical University of Denmark, Building 349, DK-2800 Kgs. Lynghy,
Denmark

(Received 26 January 2000; accepted for publication 4 April 2000

We have achieved a record high rati®) of the Rabi splitting 3.6 me\j to the polariton linewidth

(190 neV), in a semiconductoh microcavity with a single 25 nm GaAs quantum well at the
antinode. The narrow polariton lines are obtained with a special cavity design which reduces the
exciton broadening due to scattering with free charges and has a very low spatial gradient of the
cavity resonance energy. Since the static quantum-well disorder is very small, the polariton
broadening is dominantly homogeneous. Still, the measured linewidths close to zero detuning
cannot be correctly predicted using the linewidth averaging model20@0 American Institute of
Physics[S0003-695000)02922-3

Since the first realization of a semiconductor microcav-the cavity, whereas in S2 the quantum well has 5-nm-wide
ity (MC) structure showing a Rabi splitting of the cavity AlyGa 7As barriers and the rest of the spacer layer consists
polaritons(CP),* the strong-coupling regime of excitons and of digitally alloyed Al Ga,sAs. Both structures were
photons in this two-dimensional system has been studied irgrown with a V/Ill flux ratio of approximately 8, a substrate
tensely. Much work has been focused on understanding thiemperature of 630°C, and a growth rate ofufin/h. The
behavior of the CP linewidth as a function of detuning, and itsamples were rotated during growth of the Bragg reflectors
is still debated if the linewidths can be fully described usingand the quantum well but stopped at a specific angle for the
linear dispersion theory or if additional effects such as mo-growth of the spacer layers on each side of the quantum well,
tional narrowing have to be taken into accotiitdowever, ~ generating a thickness gradient across the sample.
little progress has been reported on realizing MCs with CP The photoluminescencéPL) spectra of S1 and S2,
lines narrower than 0.5 meV, which is interesting, e.g., forshown in Fig. 1, were obtained by exciting the quantum
bistable device$. wells with a Ti:sapphire laser through the cavity resonance,

Stanleyet al® have reported a very narrow bare cavity which was tuned to an energy more than 30 meV above the
linewidth of 120 ueV obtained in a structure grown by exciton resonance. The power density of the laser was
molecular-beam epitaxyMBE). They conclude that the 0.3-0.9W/cm. Both the heavy-hole excitorXgy) and the
width is limited by the curvature of the thickness of the light-hole exciton K,) are visible, as well as a low-energy
epitaxial layers across the sample. Bare excitonic resonancégoulder on theXy, peak. This resonance is ascribed to ex-
of the same width may also be obtained in widecitons bound to free carrieftrions), in agreement with mea-
GaAs/Al Ga -As quantum wells at low temperatur®s, surements showing a constant intensity ratio of the low-
where the influence of quantum-well disorder is negligibleenergy shoulder to theX,, peak over two orders of
and the homogeneous broadening due to phonon scatteringT@gnitude of the excitation power. The full width at half
small. Yet, for a wide GaAs quantum well in a MC, the CP maximum (FWHM) of the heavy-hole exciton peak in S1
linewidths that have been obtained are much broader that$2 iS 440 ueV (220 neV). From the PL spectra we con-
expected from the bare linewidtAdnstead, the narrowest _clude thatq&gmﬂga_ntly _Iarger free—ca_rner dens_|ty is present
CPs have been obtained using a shallow InGaAs/GaAs quat? S1than in S2, giving rise to a more intense trion peak and
tum well where the excitonic resonance is broadened by
quantum-well disordet.

In this letter, we demonstrate that ultranarrow CP lines (a) S1 Xy
can be obtained using a single 25 nm GaAs quantum well I
confined by a low barrier potential, similar to shallow
InGaAs/GaAs quantum wells. Two samples with different
barriers, in the following labeled S1 and S2, were grown by
MBE for comparison. Both samples consist of a 25 nm
GaAs/Al :Ga, ;As quantum well placed at the antinode of a
\ cavity, with a 25(16) period AlAs/Aly 1:Ga gsAs Bragg
reflector at the bottonftop). In S1 the quantum well is sur-

rounded by A} ;Ga, /As barriers forming the spacer layer of 1.520 1524 1.520 1524
Energy [eV] Energy [eV]

(b) S2 X

hh

PL intensity [a.u.]

¥Electronic mail: ji@com.dtu.dk FIG. 1. Photoluminescence spectra(af S1 and(b) S2 atT=11K. The
Ppresent address: Lehrstuhlr fiExperimentelle Physik Ellb, Universita labeled peaks correspond to the heavy-hdlg) and light-hole ¥;,) exci-
Dortmund, Otto-Hahn Str. 4,D-44221 Dortmund, Germany. tons.
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. . . " FIG. 3. (a) Measured reflection spectrufdashed lingof S2 at zero detun-
FIG. 2. (a) Reflection spectra of SZT(=11K) at two different positions on ing, and best fit obtained with three Lorentzian lingslid ling). (b) Mea-

the sample, where the cavity resonance is tuned below the excitonic I'escé'ured(circles and fitted(solid lineg energies of the polaritons as a function
nance.(b) The measuredriangles and calculateddashed lingLorentzian 9 P

cavity linewidths(FWHM) as a function of the cavity resonance energy. of detuning.

larger homogeneous broadening due to a higher free-carriéfflector is highest in the middle of the stop band, the cavity
scattering rate. A broadening of the excitonic resonance dul"€width increases when it is detuned from the center due to
to charged states has also been reported for other M@ reduced photon lifetime in the cavity. The dashed line in-
structures. dicates the calculated cavity linewidths for S2 obtained from

Since S1 and S2 are nominally undoped, the charges i tranfer m.atrix'model. Ex'cept' for two regions, where the
the structures most likely originate from backgroymdop- measured linewidths are significantly larger than the calcu-

ing, due to carbon incorporation during growth. The largestated values, the agreement is very good. We attribute the
contribution is expected from the AlAs Bragg layers sinceincreased linewidth to absorption features below the exciton

previous experiments have shown that the background dopésonance in the quantum well, probably due to defect states.
ing concentration increases with the Al molefraction in W€ conclude that within a region of 15 meV from the center

AlGaAs1® Hence, the total concentration of dopants is ap_of the stop band the measured cavity linewidth is practically

proximately the same in S1 and S2, but due to the loweFonstant in such a structure, and theoretically it only in-
band gap of the spacer layer in S2 a smaller density of fre§r€ases by 10%. ,
charges can accumulate in the quantum well before band- 1he reflection spectrum of S2 for the cavity resonance

bending makes it energetically favorable to tunnel out intoiuned to the energy of the heavy-hole exciton is shown in

the spacer layer. Fig. 3. The three CP lines correspond to the mixed states
In Fig. 2 the broadband reflectivity spectrum is shownP&tween the bare cavity, and the heavy- and light-hole exci-

for two positions on S2 18 mm apart. For all the reflectivity tons. All three lines are well fitted by Lorentzian line having

measurements reported here, white light was focused to &€ Same width ofy=190xeV, indicating a dominating ho-
diffraction-limited spot size of 75m (NA=0.0065) on the M0geneous broadening. Indeed, for the 25 nm quantum well,

sample at normal incidence. For this value of the numericaf” iNhomogeneous broadening well below &8V has been

aperture, the angle of the light cone is small enough to avoiaqeasure&,leaving mostly homogeneous broadening mecha-
a broadening of the cavity linewidtfue to thek dispersion, NiSms for the polaritons, e.g., their radiative decay, and ex-
and at the same time the spot size is so small that the shift &On dephasing due to phonon scattering and free-carrier
the cavity energy within the probe spot is always Signiﬁ_scatterlng. For these measurements a high-resolution spec-

cantly less than the cavity linewidth. The measurementdfometer was used with a resolution of A@V. Note that in
shown in Fig. 2 were obtained for the cavity energy tuned>L the measured reflectivity spectrum showed a much bigger
below the exciton resonance, where the properties of the bafeP linewidth of ~1 meV. The fit of the CP energies as a
cavity can be obtained. As expected, the position of the stognd_'on of detuning was obtained by diagonalizing the
band is the same since the Bragg reflectors have a uniforfiamiltonian of the system,
thickness, but due to the wedge of the spacer layer the cavity
resonance energy is shifted. The gradient of the cavity reso-
nance energy is 1.5 meV/mm, which is a factor of 5 lower 0 En AQp || C2|=E|C2|, 1
than what is obtained with our MBE system if the whole MC BQun AQp, C3 C3
is wedged. This large reduction of the gradient is in agree-
ment with theoretical calculations showing that the cavitywhereE.,,, E,, andE;, are the energies of the bare cavity
resonance energy is more dependent on the penetration deptsonance, heavy-hole exciton, and light-hole exciton, and
into the Bragg reflectors than the spacer layer thickhkess. the detuning i€ ,,— Epn. %#Qp, and 7€y, are the coupling
The low gradient of the cavity energy achieved here isstrengths of the photon to the heavy-hole and light-hole ex-
very important in order to avoid a broadening of the cavitycitons, and correspond to half the Rabi splittings. For the fit,
linewidth due to the shift of the cavity energy within the the values ok, andE, were fixed to the transition energies
optimal probe spot areaHowever, with this design the obtained from the PL measurement, and we fouifd,,
width of the cavity resonance is not constant across the struc=1.8 meV andi Q) ,= 1.1 meV, in good agreement with pre-

ture, as shown in Fig. 2. Since the reflectivity of a Braggvious measurementd. The ratio of the heavy-hole Rabi
Downloaded 22 Feb 2002 to 192.38.77.3. Redistribution subject to AIP license or copyright, see http://ojps.aip.org/aplo/aplcr.jsp
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400 'Y point are practically insensitive to variationsyg;,, v, and
360+ veav: @nd almost entirely determined by the valuesgfc,,

A andcgz. However, the accurate fit of the eigenvalues in Fig. 3
= 3201 ; show thatc, ,c,, andc, are well determined. We emphasize
Q 280 that our structure is a three-level system while most other
“'% 240 structures studied both experimentally and theoretically are

g two-level systems, which implies that zero detuning in our

& 200 definition (Epp=Eca) is not directly comparable to zero de-
160 tuning in other structures. It is more relevant to compare with
120 the detuning for which the upper and lower polaritons have

equal excitonic and photonic contents, which is at 1.2 meV
Cavity detuning [meV] in S2. Indeed, at this value of the detuning, the lower CP is
FIG. 4. Comparison of the measured linewid(R8VHM) with the linewidth narrower than the upper CP, as predicted in Ref'. 14.
averaging modelEq. (2)]. The symbols show the measured values and theTemper"':"ture'deendent measurements have been carried out
lines show the calculated values for the lower polaritiifed squares/solid  in order to investigate this effect further, which are described
line), the middle polaritor(open circles/dashed lieand the upper polar-  g|sewherd?®
iton (filled triangles/dotted line In conclusion, we have shown that MCs with ultranar-
row homogeneously broadened polariton lines can be real-
splitting to the linewidth in this sample s,/ y=19,  ized with a GaAs quantum well if a cavity design with shal-
which is approximately a factor of 2 better than the highesiow energy levels is used, reducing the density of free
value reported so fd. carriers in the well. Wedging only the spacer layer during
In Fig. 4, the measured linewidths of the CP branchegrowth ensures a low gradient of the cavity energy, and we
are shown as a function of detuning®at11K. Due to the  have experimentally verified that for such a structure the
shallow reflectivity dips obtained for the exciton-like polari- variation of the cavity linewidth is negligible in a range of 15
tons at large detunings, precise fits of all the linewidths couldnev from the center of the stop band, in agreement with
not be obtained over the full detuning range shown in Fig. 3transfer matrix calculations. Finally, we observe that close to
For negative detuning the mixing of the three bare states isero detuning the polariton linewidths are not well predicted
weak, and we observe almost constant linewidths of the CP$y the linewidth averaging model, indicating that additional
In this region, the width of the lower CP C0rresp0nds to th%arrowing of the lower p0|ariton is takmg p|ace_
bare cavity, and the value is in good agreement with the
measurements described previously. The widths of the The authors would like to thank K. Leosson and N. A.
middle and upper CPs correspond to the nonradiative broadlortensen for help on the high-resolution measurements and
ening of the heavy- and light-hole excitotishowever, they —parts of the numerical calculations. Also, the fruitful discus-
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Direct evidence of reduced dynamic scattering in the lower polariton
of a semiconductor microcavity

P. Borri} J. R. Jensen, W. Langbeinand J. M. Hvam
Research Center COM, The Technical University of Denmark, Building 349, DK-2800 Kgs. Lyngby, Denmark
(Received 21 December 1999; revised manuscript received 7 February 2000

The temperature dependent linewidthshofmogeneouslgroadened GaAs/AGa _,As microcavity polari-
tons are investigated. The linewidths of the lower, middle, and upper polariton resonances are measured
directly from reflection spectra at normal incidenég=0). The linewidth of the lower polariton is found to
be smaller than the linewidths of the middle and upper polaritons at all investigated temperatures ranging from
11 to 100 K. The results clearly show the reduction of dynamic scattering processes in the lower polariton
compared to the middle and upper polaritons, in agreement with theoretical predictions in literature. A non-
trivial temperature dependence of the linewidth is found and its physical origin is discussed.

The optical linewidth of polariton resonances in semicon-consists of an MBE-grown 25 nm GaAs/AGa, /As single
ductor quantum-well microcavities has been the subject ofjuantum well placed in the center of ® cavity. An
intense theoretical and experimental work in recent yearsa|As/Al, Ga, gsAs Bragg reflector of 2516) periods was
Particular attention has been devoted to the role of the statigrown at the botton{top) of the cavity. The A} Ga-As
structural disorder in the optical response of semiconductoparriers are 5nm thick and the rest of the spacer layer con-
microcavities in the strong coupling regime. This regime oc-sjsts of Al o:Ga, osAs. The spacer layer is wedged, in order
curs when the damping mechanisms are weak compared {g tune the cavity mode along the position on the sample.
the exciton-photon coupling, resulting in a normal mode enpetails on the growth conditions and sample design can be
ergy splitting when the cavity mode is close to the excitonfound in Ref. 11. The white-light source was focused on the
resonance. It has been found experimentalihat at reso- sample with a spot diameter of 7&m, resulting in a varia-
nance thenhomogeneoubnewidth of the lower polariton is  tion of the cavity resonance over the spot size of only 100
narrower than that of the upper polariton. This has been ex; ey, due to the wedged geometry. This variation is more
plained by a spatial averaging over the disorder potential ifihan g factor of 2 smaller than the cavity linewidth, as shown

the lower polaritofy>* (motional narrowing or by a linear i, he following. Smaller spot diameters resulted in an in-
dispersion theory together with an asymmetric lineshape o

he b itonic ab iR Th : {reased cavity linewidth due to larger incidéntectors. The
the bare quantum welQW) excitonic absorption.The role sample was held in an exchange gas cryostat, at temperatures
of phonon scattering and polariton-polariton scattering in th

) . . . = . <
homogeneoupolariton linewidth has also been recently dls-%rom T=1110 100K. Forr<40K, the spectra were detected

cussed. Polariton-polariton scattering is predicted to be int>ing a high resolution spectrometer and a CCD camera,

hibited in the lower polariton resonancekgt=0 as long as with a spectral resolution of 1geV half width at half maxi-
the scattering involves only the small region kfspace, mum (HWHM). Above 40K, a normal resolution spectrom-

where the polariton effective mass is very light due to thegtervyas usgd resuI.tmg |.n 3£V HWHM resolution. All the
photon coupling, resulting in a very small density of stétes. linewidths will be given in the paper as HWHM.
This leads to a threshold density for the polariton-polariton The use of a wide GaAs quantum well leads to a homo-
scattering in the lower polariton brantHExperimental re- geneously broadened QW exciton absorption resonance, as
sults confirming this prediction have been repoftédHow-  experimentally shown in Ref. 12, due to the small effect of
ever, due to the inhomogeneous broadening of the investinterface roughness on the confined excitons. An absorption
gated samples, the homogeneous linewidth of the polaritonénewidth of 60ueV at 5K is found at the 4 heavy-hole
had to be inferred from nontrivial nonlinear experiments.exciton, dominated by radiative deckyThe exciton-photon
Polariton-acoustic phonon scattering is also predicted to beoupling in the microcavity structure leads to three polariton
strongly quenched in the lower polariton branch, as long asesonances, arising from the mixing of the heavy-hbigl)
the temperature is low enough to limit the interaction to theexciton, light-hole(LH) exciton, and cavity modes. Measure-
zone where the density of states is very saiidications of  ments at 11 K of the polariton resonances at different detun-
this behavior have been experimentally shdwrbut again  ing between the cavity mode and the HH exciton can be
using indirect techniques, based on interferometric timefitted by a three coupled-oscillator model from which we
correlated secondary emission on inhomogeneously broadiave inferred a Rabi splitting of 3.6 meV for the HH and
ened samples. Moreover, no direct comparison between tri&2 meV for the LH excitons! The temperature dependence
lower and upper polariton homogeneous broadenings wasf the reflectivity spectra for a tuning of the cavity mode
presented. approximately in resonance with the HH exciton is shown in
In this work we have investigated the temperature-Fig. 1. The spectra have been corrected for the temperature
dependent linewidth of homogeneously broadened microcavnduced band-gap shifts by aligning the reflectivity minima
ity polaritons in the strong coupling regime using white-light of the lower polariton(LP), for better clarity. It can be
reflection spectra at normal incidencle £0). The sample clearly seen that the middi®IP) and upper polaritorfUP)

0163-1829/2000/620)/133714)/$15.00 PRB 61 R13 377 ©2000 The American Physical Society



RAPID COMMUNICATIONS

R13 378 P. BORRI, J. R. JENSEN, W. LANGBEIN, AND J. M. HVAM PRB 61

100K~ plitude fit parameters, anél, are the relative phases.
W The validity of this expression to fit the data has been
I 90K~ checked by simulating the reflectivity spectrum in the micro-
0K cavity with transfer matrix calculations. A perfect agreement
B

between the numerical simulations and the formula used was

0K found. The physical meaning of E() is that thetotal elec-
] tric field associated with the structure has to be calculated, by
WGOK_ summing over the amplitude transmission coefficients of
W each resonance, to give rise to the reflectivity spectrim.
The use of this formula to fit the spectrum at 100K is shown
in Fig. 2. An excellent agreement between the data and the fit
is found.
30K Savona and Piermarocéfointed out that a strong reduc-
tion in the temperature-dependent broadening of the LP line-
width compared to the UP is expected when calculating the
scattering rate by acoustic-phonon absorption of the lower
polariton atk;=0. In their work, the difference between the
detuning dependence of the homogeneous linewidth result-
ing from the calculation and from linewidth averaging is also
pointed out. The linewidth averaging approach is obtained by
solving the complex eigenvalue problem of the exciton-
photon coupled systehat k;=0. This approach is question-
FIG. 1. Reflectivity spectra near zero detuning at different tem-2ble when the broadening mechanisms are related to scatter-
peratures as indicated. The energy positions are shifted to overlap #tg between differenk;, and thus influenced by the different
the LP resonance for better clarity. dispersion in the microcavity compared to the bare &W.
The linewidth averaging predicts that LP and UP linewidths
linewidths are strongly broadened by increasing the temperare equal at resonan¢eero detuningfor two coupled oscil-
ture, while the LHs narrowerthan MP and UP foil >11K. lators. The calculation of Savona and Piermarocchi shows
The reflectivity spectrum at 11K is fitted with a Lorentzian that the LP linewidth issmaller than the UP one at zero
lineshape at each resonance, as shown in Fig. 2. A linewidtbetuning. Consequently, the crossing point between the LP
of 95 ueV at each of the resonances is found. At higherand UP linewidths is shifted towards negative detuning, i.e.,
temperatures, the linewidth broadening leads to a partiaivhen the cavity resonance is below the exciton resonance,
merging of the polariton line shapes, especially for the MPassumingyy< y. where yy and v, are the bare HH and
and UP. In this case we have fitted the reflectivity spectruntavity linewidths, respectively.
using a triple-correlated Lorentzian function, according to In Fig. 3 we show the measured detuning dependence of
the following expression: the linewidths for the three polariton resonances at three dif-
3 ) ferent temperatures, as indicated, and we compare it with the
Ro1_ E An ol dn 1) linewidth averaging in a three-coupled oscillators system.
- = (E—Ep)+iy, ' The detuning is defined a8=E.—Eyy with E;. and Epy
] being the cavity and bare HH exciton energies. At 11K, a
where E, (n=1,2,3) are the three polariton energy reso-cavity linewidth of 130xeV and a bare exciton linewidth of
nances and, are the corresponding linewidth&, are am- 75 eV is deduced from the large negative detuning data.
The corresponding detuning dependence expected by line-
width averaging is shown in the lower part of the figure. Due
to the presence of three resonances, the calculated crossing
point is not at6=0, and does not correspond to 0.5 photonic
and excitonic content, as in the two-coupled oscillators
model® Instead, the crossing point between LP and UP oc-
curs até=1.2 meV where the photonic content is 0.37 and
the total (HH+LH) exciton content is 0.63 both in the LP
and UP eigenstate. From our measurements at 11K, the
crossing between the linewidths is obtainedsat0. For
large positive detunings, the UP linewidth, which is cavity-
like, is increased by the absorption from the QW continuum.
O e o1 Taz0 1522 o4 1o26 1528 At 20K a larger bare-exciton linewidth of about 9V is
measured at negative detuning, as expected from enhanced
scattering mechanisms at highEon the bare exciton. The
FIG. 2. Reflectivity spectrédotted line and fits(solid lineg at ~ crossing point between the LP and UP occurs at a slight
11 and 100K. The fit at 11 K is a Lorentzian function at eachnegative detuning. At 70K the bare exciton linewidth is
resonance. The fit at 100K is obtained using a triple-correlatedbove the cavity linewidth, and no crossing between the LP
Lorentzian function. and UP occurs at any detuning. Therefore, the simple line-
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zero and 1.2 meV detuning. The solid line is the expected linewidth
FIG. 3. LP(squares MP (circles, and UP(triangles linewidth  gependence due to phonon absorption in the bare exciton, weighted
versus detuning at three different temperatures as indicated. In trpy the excitonic content at 1.2 meV detuning. In the top part, the
lower part, the detuning dependence as expected by linewidth ayatio petween the UP and LP linewidth, after subtraction of the
eraging at 11K is shown. cavity contribution, is shown at zef@pen symbolsand 1.2 meV
detuning(closed symbols
width averaging is not verified by our experimental findings
at any temperature, in agreement with the discussion in Ref. In Fig. 4 the LP, MP, and UP linewidths versiisare
8. shown até6=0 and §=1.2meV. The temperature depen-
The physical quantities of interest in the reduced acousticdence of the linewidth of the bare exciton, as expected from
phonon absorption of the LP branchkat=0 are the energy acoustic and optical phonon scattering is also sh¢satid
separatioPAE, between the LP resonancelgt=0 and the line), weighted by the excitonic content &t=1.2 meV. An
HH bare exciton, and the cutoffgf) in the wave vector acoustic phonon coefficient of 2,2eV/K, and an optical
exchanged between the acoustic phonon and the exciton fgshonon coefficient of 10 meV are used, in agreement with
the QW?>%The k dispersion of the LP branch approachesthe measured dependence in the bare BWwnd a small
the HH bare exciton fok >0, where a flat dispersion is inhomogeneous broadening of 2®V, which is realistic for
recovered due to the large exciton mass. TherefbEeis the  the investigated quantum well, is also included. The mea-
energy barrier to overcome in order that the excitonlike parsured temperature dependence in the MP and UP is surpris-
of the LP dispersion becomes available as final states fdngly quite different from the one expected by phonon scat-
scattering via phonon absorption. As longkad <AE, only  tering(even at large negative detuning where the MP and UP
a small scattering phase space is available and the broadesend to the bare HH and LH excitprin particular, the line-
ing in the LP is negligiblé. WhenkgT>AE, the scattering width of MP and UP is always higher than expected, indi-
rate depends on the comparison between the acoustic phonoating that additional scattering mechanisms are taking
energy associated witly, (i.e., v g, with the sound velocity place. We believe that an excess of free carriers in the mi-
v) andAE. When#vq.<AE, the phonon scattering of the crocavity structure, possibly due to unintentional doping of
lower polariton branch is expected to be several orders othe Bragg reflectors, is responsible for a polariton scattering
magnitude smaller than for the bare excitdfWe estimate additional to the phonon interaction. The nonlinear increase
hvg.=1.24 meV, withv=5000 ms?! and® q.=3/L, of the linewidth up to 40 K could be due to an increased
wherelL is the width of the quantum well. A6=0 we have kinetic energy of the free carriers with temperature. Above
AE=2meV and ats=1.2meV,AE=1.43meV. We there- 40K, the linewidth is slightly reduced up to 65 K. This could
fore expect in our structure a strong reduction in thebe explained by phonon assisted escape of the excess of car-
acoustic-phonon absorption rate of the LP, corresponding tders from the QW, via tunnelling through the shallow barri-
a nearly constant LP linewidth versus temperature until theers, and consequent reduction of the free carrier concentra-
LO-phonon absorption becomes active. The MP and UP linetion in the well. Finally, above 65 K an increased linewidth
widths, instead, should almost follow the temperature depenversusT, with a similar trend as the one due to LO-phonon
dence of the bare QW excitdn. absorption in the bare exciton, is found.



RAPID COMMUNICATIONS

R13 380 P. BORRI, J. R. JENSEN, W. LANGBEIN, AND J. M. HVAM PRB 61

We would like to point out that the investigated sample isexcitonic content, and the ratio has been multiplied with the
one of the highest qualities shown up to now, with a ratio ofratio of the LP and UP excitonic content. According to the
19 between the HH Rabi splitting and the linewidth at zeroaverage linewidth model, this ratio should be 1 at all tem-
detuning. We believe that the presence of free carriers is peratures, as long as the correction to the Rabi splitting due
common problem in microcavities, often simply masked by ato the broadening is negligibfé,which is applicable in our
dominant inhomogeneous broadening. Note that Cassabois case up to 100 K as experimentally verified. We clearly ob-
al.’® use an acoustic phonon coefficient of A&V/K to ex-  serve that the ratio is always above 1 and tends to 2 at 100 K.
plain their results, much too high compared to what is re-A ratio of 2 is obtained when the UP is broadened by acous-
ported in good-quality l§Ga_,As quantum well$} and tic and optical phonons of equal scattering rates, as is the
possibly overestimated due to free carrier scattering. Anomagzase at~100 K, while the LP is only broadened by the
lous photoinduced quenching of the polariton linewidth hag O-phonon scattering. This indicates that a phonon-
been reported in §iBa _,As quantum well microcavities,  scattering picture tends to be recovered at high temperatures
which could be also explained by a reduction of the freewhen the LO-phonon scattering dominates over the free car-
carrier density via recombination with the photoinduced car+ier scattering®
riers. In conclusion, we have experimentally demonstrated that

The measured temperature dependence of the polaritahe LP homogeneous linewidth is narrower than the MP and
linewidths yields higher values than expected from pure phoUP linewidths in the strong-coupling regime and at all tem-
non scattering, due to the additional free carrier scatteringperatures from 11 to 100 K. We presented, to the best of our
However, we do observe a narrower linewidth in the LPknowledge, the firstirect evidenceof reduced scattering
compared to the MP and UP at all the investigated tempergsrocesses in the homogeneous broadening of the LP com-
tures. It is actually reasonable that also free carrier scatteringared to the UP. The measured temperature dependence of
is quenched in the low polariton branch due to the generahe linewidth shows a surprising behavior, that cannot be
argument of a small density of states at snkalin the LP  simply attributed to phonon scattering, and is assigned to a
dispersion, which also explains a reduced polariton-polaritonemperature dependent additional scattering from excess free

scattering*® carriers in the investigated structure.
In the top part of Fig. 4, the ratio between the UP and LP

linewidth, after subtracting the cavity linewidth weighted by
the photonic content, is shown versus temperaturesfed The authors thank K. Leosson for the use of the high
and 1.2 meV. At5=0, the LP and UP do not have the sameresolution spectrometer.

*Present address: Lehrstuhil flixperimentelle Physik Ellb, Uni-  *'J. R. Jensen, P. Borri, W. Langbein, and J. M. Hvam, Appl. Phys.
versitd Dortmund, Otto-Hahn Str.4, 44227 Dortmund, Germany.  Lett. (to be publishep
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Microcavity polariton linewidths in the weak-disorder regime
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Polariton linewidths have been measured in a series of high-quality microcavities with different excitonic
inhomogeneous broadening in the weak-disorder regime. We show experimentally that the influence of the
disorder on the polariton linewidths is canceled when the polariton energies are far in the tail of the excitonic
absorption. The measured linewidths are quantitatively compared with an estimation using the measured
excitonic absorption spectrum of the bare quantum wells, and good agreement is found.

DOI: 10.1103/PhysRevB.63.035307 PACS nuniber78.66—w, 78.66.Fd, 71.36-.c

The role of static disorder in the linewidth of cavity po- exciton states. In other words, the photonic fraction of the
laritons has been intensively discussed in recent years, exjpper and lower polaritons is resonant with states in the tails
perimentally and theoretically. In 1996, Whittaketral! re-  of the exciton absorption that are in the weak-coupling re-
ported reflectivity spectra measured on a GaAsgime and simply act as a source of absorption in the cavity.
semiconductor microcavityMC) containing three InGaAs Therefore, in this model the difference between the widths of
guantum wellSQW's). They observed that when the cavity the two polariton branches is a consequence of the asymme-
mode is in resonance with the bare heavy-Hélel) exciton  try of the inhomogeneously broadened exciton line shape,
transition the linewidth of the lower polaritdhP) is smaller  with larger absorption on the high-energy sfdehis absorp-
than expected by averaging the bare exciton and cavity lineion model is thus a simplified version of the model of Ell
widths. Moreover, the lower-polariton linewidth is narrower et al,® but in essence also agrees with the suggestion of
than that of the upper polariton. They explained the subavSavonaet al? that the large width of the upper branch is
erage broadening with a scaling theory based on a motionalaused by scattering of polaritons into higher-momentum ex-
narrowing argument: When a quantum particle of finite sizeciton states. It is emphasized by Whittakémat this simple
moves in a disordered potential with correlation lengthmodel is justified because motional narrowing effectively
smaller in size, the spectral linewidth is reduced compared teliminates the contribution to the linewidth due to disorder-
that of a classical particle due to spatial averaging over thénduced scattering between low-momentum polaritons in the
disorder. However, their model, which neglected interbranctsame branch, and the only important contribution is the po-
scattering and nonparabolicity of the polariton dispersionjariton to exciton scattering. Thus a very intriguing feature of
failed in explaining the different linewidths of the lower and this absorption model is the prediction that the disorder con-
upper branches near resonance. In 1997, Saeoa#’ pro- tribution to the polariton linewidth shouldisappearin struc-
posed a one-dimensional microscopic model of disorderetures with small but finite exciton inhomogeneous broaden-
guantum wells embedded in a microcavity where excitoning, when polariton to exciton scattering becomes impossible
photon coupling and exciton-disorder interaction are treatetbecause the polariton energies are too far in the tails of the
nonperturbatively. This model was able to reproduce bottexcitonic absorptior{see Fig. 3 in Ref. b More precisely,
the subaverage broadening due to motional narrowing, anthe disorder contribution to the polariton linewidth should
the larger linewidth in the upper polariton due to additionaldisappear, especially in the lower polariton, when the exciton
interbranch scattering. In 1998, Edit al® showed that all inhomogeneous broadening is much narrower than the Rabi
these features were reproduced by using the measured opticgdlitting in the microcavity(weak-disorder limit However,
absorption of the bare QW together with linear dispersiorthis point was not experimentally verified in these previous
theory. They concluded that the disorder-averaged excitonie/orks, also due to the significant exciton inhomogeneous
response in the bare QW fully determines the optical prophroadening in the samples investigated. Recent achievements
erties of the well embedded in a microcavity, and in particu-in growth of high-quality microcaviti€s’ now open the pos-
lar that the asymmetric line shape of an inhomogeneouslgibility of experimentally verifying this prediction.
broadened exciton absorptfbiis responsible for the nar- In this article we report a detailed investigation of the
rower LP linewidth compared to that of the upper polariton.polariton linewidths in a series of semiconductor microcavi-
At the same time Whittakerproposed a unified picture ties with variable exciton inhomogeneous broadening, in the
where numerical calculations using a microscopic two-weak-disorder regime. We have used molecular beam epi-
dimensional model were in good agreement with a simpletaxy grown GaAs single QW’s embedded in AIGaAs micro-
model describing the polariton to exciton scattering in termscavities, with three different well widths of 25 nm, 15 nm,
of an absorption picture. In this model, the polariton line-and 10 nm. With decreasing well width, the exciton becomes
width is given by the photon lifetime due to escape throughmore sensitive to the interface and alloy disorder due to the
the mirrors and by the loss of photons due to absorption intéarger wave function overlap with the interface region. The
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2.1 peV/K linewidth broadening by acoustic-phonon
absorptior? Thus, the exciton absorption in the 25 nm QW is
predominantly homogeneously broadened. In the 15 nm
wide QW (middle ploy signatures of exciton inhomogeneous
broadening appear in the absorption line shape, which is
broader and slightly asymmetficChe FWM is now a photon
echo with a delayed maximum, and its decay was fitted as
proposed by Erlanet al® An acoustic-phonon coefficient
of ~2 wueV/K was also measured in this QW, resulting in a
homogeneous broadening contribution B0 weV at 20

K. Thus the total linewidth of the 15 nm wide QW is an
interplay of comparable homogeneous and inhomogeneous
broadenings. Finally, the absorption profile of the 10 nm QW
(top ploY is strongly inhomogeneously broadened, with a
negligible contribution due to the homogeneous broadening
as deduced by FWM, and largely asymmetric.

We have recently reported on the optical properties of a
microcavity formed by embedding a 25 nm GaAs single QW
inside an AlGaAs\ cavity®!! An AIAs/Alg;Ga gsAS
Bragg reflector of 2516) periods was grown at the bottom
(top) of the cavity. A special design of the AJGa, 7/As bar-
riers and the spacer layer was shown to be successful in
reducing excess free-carrier densities in the microcavity
compared to more conventional desighd/Ve obtained a
Rabi splitting to linewidth ratio of 19 at 11 K, one of the best
reported until now to our knowledge for single QW micro-
cavities. With the same design, we have grown two new

cence spectrum at 20 K corrected by a Boltzmann population factofNicrocavities containing, respectively, a 15 nm and a 10 nm

for a 25 nm (bottom), a 15 nm(middle), and a 10 nm(top)

wide single GaAs QW, which are investigated in this work in

GaAs/Ab sGa, ;As single quantum well. In the insets, four-wave comparison with the MC containing the 25 nm QW. The
mixing (FWM) traces at 5 K are given with the corresponding fits €nergy of the polaritons versus the energy distance between

of the homogeneous broadening.

optical properties of bare GaAs/AlGa,,As QW's of the

the cavity resonance and the bare HH excitdatuning is
shown in Fig. 2 for these two microcavities at low tempera-
ture (5 K). A good fit to the data is obtained by solving a

same nominal thicknesses and grown under similar condithree-coupled-oscillator model including the light-hélé4)
tions are shown in Fig. 1. The excitonic absorption spectrunexciton'! The coupling to the LH exciton results in the ap-
is deduced from the photoluminescence spectrum, measurgéarance of three polariton modes, the lower, middle, and
at 20 K at resonant excitation and low intensity, divided byupper polaritons. From the fits we deduced 3.8 meV HH
the Boltzmann population factor, assuming an exciton popuRabi splitting(2.4 meV LH Rabi splitting for the MC con-
lation in thermal equilibrium at the lattice temperature astaining the 15 nm QW, and 4.15 meV HH Rabi splitti(®)8
described in Ref. 8. This procedure is already a good apmeV LH Rabi splitting for the MC containing the 10 nm
proximation at 20 K in the samples investigated as we hav®W. Thus, in all the microcavities investigated the HH ex-
experimentally verified by comparison with higher tempera-citon inhomogeneous broadening is smaller than one-half the
tures. The corresponding half widths at half maximumHH Rabi splitting, i.e., the structures are in the weak-
(HWHM’s) of the HH excitonic absorption are indicated. All disorder regimé.Note that for smaller well widths the stron-
the linewidths will be given in the following as HWHM's. In  ger quantization of the LH exciton leads to a smaller mixing
order to estimate the exciton inhomogeneous broadening wef this state in the LP and middle polaritohlP) resonances
have compared these linewidths with measurements of tharound zero detuning.

homogeneous broadening by degenerate four-wave mixing In the inset, the reflectivity spectrum measured with white
(FWM). Details of the experimental setup can be found inlight near normal incidence~1°) is shown for both MC’s
Ref. 9. In the inset, the time-integrated FWM for collinearly at zero detuning. The white-light source was focused on the
polarized pulses is shown versus their relative delay time at Sample with a spot diameter of 7@m resulting in a small

K close to the low-density regime~(10° excitons/cm).

energy broadening of the cavity mode from the wedge gra-

For the 25 nm wide QWbottom plo} the decay is monoex- dient and the incident wave vector spréadThe spectra
ponential and the FWM is a free-polarization decay, indicatwere detected using a spectrometer and an intensified multi-

ing the absence of disorder probed by the excitdihe cor-

channel analyzer, with a total spectral resolution close to a

responding homogeneous broadening agrees well with theorentzian line shape of 6ueV HWHM. It can be seen
absorption linewidth at 20 K, when we take into accountfrom the insets of Fig. 2 that the LP linewidth is narrower
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. . . FIG. 3. Linewidths versus detuning of the lowéclosed
trum of the microcavity at zero detuning.

squaresand middle(open circley polaritons, for the different mi-

than that of the MP and its value is subaverage, in agreemeffocavity samples as indicated. The sdtitbtted lines are the cal-
with previous observations on the effect of disorder on thefulated photonic linewidths of the lowémiddle) polaritons.
polariton linewidths: — o
In order to investigate in detail the role of the disorder inWe Nave plotted in Fig. 4 the polariton linewidths versus the
the polariton linewidths, we have measured the detuning dediStanceEp—Epyy of the polariton energy from that of the
pendence of the LP and MP linewidths, as shown in Fig. 3HH bare exciton. According to the simple absorption model
The measured linewidths, well fitted with Lorentzian pro- of Whittaker? the polariton linewidth is the sum of the cavity
files, have been corrected by subtracting the spectral resol§ntribution and an excitonic part. This excitonic pggtof

tion. The closed squares are the LP linewidths while the opeH linewidth should be related to the strength of the exciton
circles are the MP linewidths. The solidotted lines are the aPsorption probed by the polariton resonances. We have

cavity linewidths, due to the finite transmission of the Braggqua”_t'tat'vew performed this comparison. The measured ab-

mirrors, multiplied by the calculated photonic content in theSOTPtioN spectra in Fig. 1 have been scaled in order to repre-

lower (middle) polariton. The cavity linewidth was calcu- S€nt the absorption probability in the QThe area of the

lated taking into account the change of the linewidth with@Psorption probabilityr(w) in a QW is proportional to the

energy position in our specially designed structure with uni-oScillator strength per unit areéf:

form Bragg mirrors and a wedged spacer laffeand agrees 2w e?

well with the measured LP linewidth at large negative detun- f a(w)d(fiw)= MeC

ings. Uncertainties in the fit of the cavity linewidths are less

than 10%. Comparable LP broadenings are measured at larggth the refractive index, the electron charge and mass

negative detuning in all the samples, consistent with the fagt,, and the speed of light The oscillator strength per unit

that all the samples have nominally equal Bragg mirror rearea is proportional to the exciton radiative linewidith,

flectivities. It can be clearly seen from Fig. 3 that close towhich is related to the Rabi splittinghQ) in the

zero detuning the 15 and 10 nm QW MC's show a LP line-microcavity** and one gets

width narrower than that of the MP. Moreover, from the -

comparison with the calculated photonic part the LP line- (= (A Q)" n“MoL g ©

width is subaverage and givemly by the cavity contribu- 8we2 2

tion. In the 25 nm QW MC, instead, the LP and MP line-

widths are almost equal at zero detuning, and the LRwith L4 the effective length in the microcavity due to the

linewidth is larger than the cavity linewidth contribution.  penetration length into the Bragg mirrors. The absorption
In order to give a physical picture of the observed resultsprobability is a loss in the cavity that gives rise to a photon

€y
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where the absorption model holds, i.e., when the photonic
content is not too small and when the polariton energies are
resonant with excitonic states far enough in the tail of the
absorption to be in the weak-coupling regifie particular,

it appears clearly that when the excitonic absorption profile
is asymmetric the contribution to the polariton linewidth
from the excitonic absorption is bigger f&p— Ep4>0, i.e.,

for the MP, than folEp— Ey<<O, i.e., for the LP, in agree-
ment with the measurements. Moreover, in the LP the
disorder-induced broadeningadsentwhen the polariton en-
ergies are far in the tail of the excitonic absorption.

Some small discrepancies between calculation and mea-
surements are also evidenced. A parameter not under control
in this comparison is the density of excess free carriers in the
samples, resulting in trion resonances in the low-energy tail
of the excitonic absorption. In the upper part of Mga trion
resonance-2 meV below the exciton seems to be present
in the 10 nm bare QW, which is not observed in the micro-
cavity sample. The opposite occurs in the 25 nm QuWer
figure), where a trion resonance is evidenced in the micro-
cavity sample, approximately 1 meV below the HH exciton,
also in agreement with photoluminescence measurements on
this structuré! while it is less present in the bare QW
sample. Additionally, in the 15 nm and 25 nm QW MC'’s, the
MP linewidths appear to be slightly highésy a few tens of
peV) than the calculated ones in the region where the pho-

E.-E,,(meV) tonic content is not very small. Even if this difference is at

FIG. 4. Measuredsymbolg and calculated(lines) polariton  the limit of our accuracy, it is reasonable that when the
linewidths versus the energy distance of the polariton from the barelisorder-induced broadening is very small the MP linewidths
HH exciton. The dotted lines are the estimated cavity contributionsare affected by other scattering processes, such as phonon or
in the polariton linewidths. free-carrier interactions, not included in the simple absorp-

tion model of WhittakeF. In fact, the observed difference is
decay ratea(w)c(nLey) ' additional to the transmission on the order of what is calculated from additional homoge-
losses from the Bragg mirrors. Thus, finally, the measuregheous broadening of the upper polariton due to acoustic pho-
absorption spectrum with an integral over the energy normalnon scattering? which is inhibited in the lower polariton. As

yp(meV)

ized to 1,s(w), is related toy, by a general comment, note that the polariton linewidths shown
) m(hQ)? in this work are very small, well below those reported in
ve=|cil S(w) —g— (3)  previous work investigating the role of disorder in cavity

polaritons®® Thus it is not surprising that small features such

with |c;|? being the photonic content of the polariton at theas trion/free carriers and phonon effects are affecting the
energyf . This formula is a valid approximation whég|>  measured linewidths in our samples.
is not too small; otherwise it predicts that the polariton line-  In conclusion, we have shown experimentally that the in-
width tends to zero when the photonic content tends to zerdluence of disorder on the polariton linewidth of microcavi-
while the true value tends to the exciton linewidth. ties in the weak-disorder regime can be canceled when the

The solid lines in Fig. 4 are the calculated polariton line-polariton energies are far in the tail of the excitonic absorp-
widths yp=|cj|?y.+ . With y. the cavity linewidth(see tion, in agreement with predictions in the literatdreThe
Fig. 3) and vy, calculated using Eq(3) and the absorption measured linewidths have begunantitativelycompared with
spectra in Fig. 1. For comparison, the isolated cavity linethose estimated from the measured excitonic absorption in
width contribution |¢,|?y, is plotted as dotted lines. The the bare quantum wells, following the simple absorption
overall quantitative agreement between calculated and meanodel proposed by Whittak&rA generally good agreement
sured linewidths is quite good fofEp—E,y|>1 meV, is found.
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