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Abstract 

Along with playing an ever-increasing role in the integration of other communication 

networks and expanding in application diversities, the current Internet suffers from serious 

overuse and congestion bottlenecks. Efficient congestion control is fundamental to ensure 

the Internet reliability, satisfy the specified Quality-of-Service (QoS) constraints and 

achieve desirable performance in response to varying application scenarios. Active Queue 

Management (AQM) is a promising scheme to support end-to-end Transmission Control 

Protocol (TCP) congestion control because it enables the sender to react appropriately to 

the real network situation. Analytical performance models are powerful tools which can be 

adopted to investigate optimal setting of AQM parameters. Among the existing research 

efforts in this field, however, there is a current lack of analytical models that can be viewed 

as a cost-effective performance evaluation tool for AQM in the presence of heterogeneous 

traffic, generated by various network applications.  

This thesis aims to provide a generic and extensible analytical framework for analyzing 

AQM congestion control for various traffic types, such as non-bursty Poisson and bursty 

Markov-Modulated Poisson Process (MMPP) traffic. Specifically, the Markov analytical 

models are developed for AQM congestion control scheme coupled with queue thresholds 

and then are adopted to derive expressions for important QoS metrics. The main 

contributions of this thesis are listed as follows: 
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 Study the queueing systems for modeling AQM scheme subject to single-class and 

multiple-classes Poisson traffic, respectively. Analyze the effects of the varying 

threshold, mean traffic arrival rate, service rate and buffer capacity on the key 

performance metrics.  

 Propose an analytical model for AQM scheme with single class bursty traffic and 

investigate how burstiness and correlations affect the performance metrics. The 

analytical results reveal that high burstiness and correlation can result in significant 

degradation of AQM performance, such as increased queueing delay and packet loss 

probability, and reduced throughput and utlization. 

 Develop an analytical model for a single server queueing system with AQM in the 

presence of heterogeneous traffic and evaluate the aggregate and marginal 

performance subject to different threshold values, burstiness degree and correlation.  

 Conduct stochastic analysis of a single-server system with single-queue and 

multiple-queues, respectively, for AQM scheme in the presence of multiple priority 

traffic classes scheduled by the Priority Resume (PR) policy.   

 Carry out the performance comparison of AQM with PR and First-In First-Out 

(FIFO) scheme and compare the performance of AQM with single PR priority 

queue and multiple priority queues, respectively. 
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Chapter 1 

Introduction 

1.1 Background and Motivation 

As the Internet has been playing an ever-increasing role in the integration of other networks 

and multi-service applications, such as WWW, File-Transfer-Protocol (FTP), Email, video 

and audio streaming, Voice-over-IP (VoIP), Multi-player games and e-commerce traffic, 

which require differentiated Quality-of-Service (QoS) guarantees, congestion control of 

network traffic and provisioning of differentiated services are now of paramount 

importance. An effective congestion control scheme not only keeps the volume of network 

traffic at an acceptable value but also enables different types of Internet applications to be 

satisfied with the specific QoS requirements. 

Transmission Control Protocol (TCP) [1] has been standardized by IETF to use four 

intertwined congestion control algorithms: slow start, congestion avoidance, fast retransmit 

and fast recovery reported in Ref. [2-4]. TCP congestion control [5-6] aims to avoid 

congestion collapse, provide fairness and achieve better performance (i.e., minimizing 

packet loss and delay, maximizing throughput and utilization). Although necessary and 

powerful, end-to-end TCP congestion control mechanisms are not sufficient to provide 

good QoS as well as effectively prevent congestion collapse in some circumstances because 

the limited control can be accomplished at the network edges. Therefore, some intelligent 

schemes are demanded in the intermediate nodes (e.g., route and switch) to complement 
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end-to-end congestion control. Such auxiliary schemes involve the buffer management of 

per-flow queue which measures and notifies the stages of congestion in router/switch and 

the scheduling policy which determines the packet sequence at an output port in 

router/switch. Traffic is controlled through the interaction between end-to-end congestion 

control and buffer management. Buffer management decides when to start drop packet and 

which packets to be dropped at congested router output port. End-to-end TCP congestion 

control adapts the volume of transmitted data to the current load situation by varying the 

congestion window as a function of packet loss rate. 

The traditional approach to buffer management is named Tail Drop (TD). When the 

output queue is full and TD is in effect, packets are dropped until the congestion is 

eliminated and the queue is no longer full. Such a method can potentially cause three 

problems: high queueing delay, “Lock-Out” and “Full Queues” [7]. Active Queue 

Management (AQM), which starts dropping packets before the queue becomes full in order 

to notify incipient stages of congestion, has been recommended in the IETF publications [7] 

for overcoming the drawbacks of Tail Drop. AQM is a promising and widely applied 

mechanism to control the congestion occurred at a router. Two critical problems for buffer 

and queue management are when and how to drop packets arriving at a queueing system. In 

general, the former is mainly based on the queue length and the given threshold. The latter 

is based on dropping function used to drop packets. Both have significant impact on the 

average delay, system throughput and probability of packet loss.  

Most existing studies [8-14] on the performance of AQM have relied on software 

simulation and focused on the analysis of Random Early Detection (RED), an AQM 
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scheme initially proposed and described in [12]. Analytical models for RED have been 

widely reported, but most existing models are based on the assumptions that the traffic 

follows the non-bursty Poisson arrival process. In real-world networks, however, traffic 

exhibits heterogeneous properties and differentiated service mechanisms are adopted to 

support various QoS requirements. In particular, the properties of burstiness and correlation 

have attracted many research interests. With the aim of developing cost-effective analytical 

tools for investigating the performance of congestion control mechanisms in the presence of 

heterogeneous traffic, this thesis has been dedicated to performance modeling and analysis 

of AQM in the presence of non-bursty Poisson and bursty Markov-Modulated Poisson 

Process (MMPP) [15]. 

1.2 Aims and Objectives 

The research work in this thesis is mainly aimed at developing cost effective analytical 

models for performance evaluation of AQM-based congestion control. All intermediate 

objectives of this thesis and the steps to achieve the research aims are outlined below: 

 To develop a stochastic queueing system for AQM scheme with single class non-

bursty traffic. 

 To further study the performance of AQM scheme in the presence of multiple 

classes of non-bursty traffic. 

 To investigate how AQM performance is affected by the burstiness and correlation 

properties of network traffic. 
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 To develop an analytical model for performance analysis of AQM scheme under 

heterogeneous traffic. 

 To develop an analytical Markov model of AQM coupled with Preemptive Resume 

(PR) priority scheduling scheme subject to multiple priority traffic classes. 

 To compare performance of AQM and priority-based AQM with a single-queue 

buffer. 

 To compare the performance of AQM coupled with PR priority scheduling scheme 

based on a single-queue buffer and multiple class-based queues. 

1.3 Original Contributions 

The original contributions of this thesis are outlined as below: 

 A new performance model is developed for the AQM scheme with a buffer 

threshold in the presence of a single Poisson arrival process. The closed-form 

expressions of the stead-state probability are derived and various key performance 

metrics are obtained. The typical experiments are carried out to demonstrate the 

credibility of the model against simulation results and to investigate the effects of the 

traffic loads, service rate, buffer capacity and threshold on the performance metrics. 

The analytical results give insight into the setting of threshold value in order to satisfy a 

certain performance trade-off under various combinations of traffic load and buffer 

capacity. More details are given in Section 3.2. 

 We extend the above analytical model to evaluate the performance of AQM scheme 

using two thresholds assigned, respectively, for two class of traffic modeled by two 

independent Poisson processes. Analytical expressions for various key aggregate and 
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marginal performance metrics are derived and typical experiments are included to 

illustrate the accuracy of the proposed model. The effects of a varying threshold on all 

performance metrics are subsequently investigated, which enables the best threshold 

setting to be chosen to enable different QoS requirements of each traffic class. More 

details are given in Section 3.3 and [16-18]. 

 A two-dimensional Markov chain is introduced to model the queueing system of 

AQM scheme under bursty and correlated traffic modeled by a two-state MMPP. 

Subsequently, we derive closed-form expressions for the steady state probability and all 

key performance metrics. The validated model is used to discuss how the threshold 

value, burstiness and correlation properties of traffic affect on the desirable 

performance metrics and how the effects of one of these three parameters are influenced 

by the variation of the others. More details are given in Chapter 4 and [19-20]. 

 To study the performance of AQM scheme under heterogeneous traffic, we 

introduce the system theoretical framework in the presence of two classes of traffic that 

follow a bursty MMPP-2 and non-bursty Poisson process, respectively. The novel two-

dimensional Markov chain is proposed to derive analytical closed form expressions for 

the steady state probability as well as aggregate and marginal performance metrics and 

to investigate the effects of input parameters of bursty traffic including the load, 

corresponding threshold, burstiness and correlation on the aggregate and marginal 

utilization, utilization, mean queueing delay and packet loss probability. More details 

are given in Chapter 5 and [21-23]. 
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 A new Markov model is proposed for AQM scheme with a PR priority queue 

subject to two priority classes traffic and expressions of the important aggregate and 

marginal performance metrics are derived. The performance of AQM coupled by PR 

priority scheduling scheme is evaluated and compared with that of AQM with FIFO. 

More details are given in Section 6.2. 

 A three-dimensional Markov chain is introduced for multiple class-based queues 

with individual thresholds for each traffic class. Based on the derived and validated 

expressions for the key aggregate and marginal performance metrics, we evaluate the 

priority-based AQM performance with multiple class-based queues and point out the 

advantages and disadvantages of a single PR priority queue and multiple queues, 

respectively, by comparing this model with the previous. More details are given in 

Section 6.3 and [24]. 

1.4 Outline of the Thesis 

The rest of the thesis is organized as follows: 

Chapter 2 presents a detailed literature review of congestion control technologies and 

AQM scheme in the Internet including their categories, advantages and disadvantages. 

Moreover, this chapter gives an overview of traffic models with the emphasis on properties 

that we will use in this thesis. The review of existing analytical models is then presented. 

Chapter 3 studies the AQM schemes with Poisson process to model non-bursty traffic. 

Firstly, a continuous-time analytical performance model is presented for AQM scheme in 

the presence of single class traffic and is adopted to evaluate the performance variation due 

to different mean arrival rate, service rate and buffer capacity. Following this, an extended 
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Markovian model is proposed for AQM scheme under two classes of traffic. This chapter 

derives the important aggregate and marginal performance metrics and investigates the 

effects of varying thresholds on the performance of AQM system. 

Chapter 4 proposes a Markovian model for performance evaluation of AQM 

mechanism using a two-state MMPP to capture the bursty traffic. It also evaluates the 

effects of the threshold, burstiness and correlation of the MMPP-2 traffic on the derived 

performance metrics of AQM system. 

Chapter 5 introduces a new analytical model for AQM under two independent classes 

of traffic that follow bursty MMPP and non-bursty Poisson process, respectively. More 

specifically, this chapter investigates the effects of the average arrival rate, burstiness, 

correlation and the threshold of bursty traffic on the aggregate and marginal utilization, 

throughput, mean queueing delay and packet loss probability. 

Chapter 6 presents stochastic analysis models of AQM coupled with Pre-emptive 

Resume (PR) priority scheduling scheme subject to heterogeneous traffic, respectively, for 

single-queue and multi-queue buffers. It also presents the performance comparison of FIFO 

and PR priority scheduling schemes, as well as single queueing and multiple queueing 

systems based on multiple class. 

Chapter 7 concludes the thesis and highlights the future work. 
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Chapter 2 

Literature Reviews 

2.1 Introduction 

This chapter provides an overview of some background knowledge relative to our project. 

Firstly, in Section 2.2, we review TCP’s four intertwined congestion control algorithms in 

order to be aware of the cooperation of AQM and TCP. Secondly, we introduce in Section 

2.3 the AQM scheme which is a promising congestion control scheme to support end-to-

end TCP congestion control. The following aspects are covered: i) the basic idea behind 

AQM; ii) classification of AQM scheme; iii) some representative AQM algorithms. 

Thirdly, the core features of two traffic models: Poisson and MMPP, to be used in this 

thesis are highlighted in Section 2.4. Section 2.5 surveys existing research efforts on 

analytical modelling of AQM. Finally, Little’s law and discrete-event simulation are briefly 

covered in Section 2.6 and 2.7, respectively. 

2.2 TCP Congestion Control 

In order to achieve high performance and avoid congestion collapse, TCP uses a number of 

mechanisms to control the rate of data entering the network, keeping the data flow below a 

rate that would trigger collapse. Modern implementation of TCP contains four intertwined 

algorithms: Slow Start, Congestion Avoidance, Fast Retransmit and Fast Recovery, which 

have been introduced in [6]. 
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Due to the lack of considering intermediate network resources (i.e., capacity of routers 

and slower links), old TCPs could result in a drastic degradation in TCP throughput when 

two hosts (sender and receiver) are on different LANs [3, 5]. The Slow Start algorithm was 

first devised in [3] in order to avoid this. Instead of starting a connection with the sender 

injecting multiple segments into the network up to the receiver’s advertised window 

( rwnd ), the Slow Start algorithm controls the transmission rate based on the rate of 

acknowledgement returned by the receiver. Specifically, Slow Start initializes the 

congestion window ( cwnd ) added to the sender’s TCP to one segment when establishing a 

new connection. Then for each transmission, the sender transmits the minimum of cwnd  

and rwnd , called the transmission window, and increases cwnd  by one segment for each 

returned acknowledgement (ACK). So the window size the sender will often follows 

approximately an exponential increase. 

With the exponential increment of cwnd  in Slow Start, there may be a point that one 

or more packets are dropped due to congestion. Under this situation, the other algorithm 

called Congestion Avoidance introduced below is used to slow the transmission rate. Slow 

start and congestion avoidance are independent algorithms, but they are implemented 

together. Two variables: a slow start threshold ssthresh  and cwnd , are required to 

determine the point at which congestion occurs. Such as, Slow Start is used if 

ssthreshcwnd ≤  and Congestion Avoidance is performed otherwise. 

Both a retransmission timer expiring and the reception of duplicate ACKs are two 

indications of packet loss. When congestion occurs, the sender resets ssthresh  to be one-

half of the current transmission window, which can be presented by ),min( rwndcwnd . 
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Specifically, cwnd  is reset to one segment if the congestion is indicated by a timeout. 

Consequently, the sender goes into Slow Start mode again in this case. In Congestion 

Avoidance, cwnd  is incremented by 1 segment per Round Trip Time (RTT), which is 

implemented by increasing cwnd  by cwndSMSSSMSS /×  each time an ACK is received, 

where SMSS  is the size of the largest segment the sender can transmit.  

The basic idea of the Fast Retransmit algorithm is to use three duplicate 

acknowledgements (ACKs) received, instead of the retransmission timer, as an indication 

of segment loss to speed up the retransmission process. A lost or delayed segment enables 

the receiver to send a duplicate ACK as the receiver acknowledges the last continuous byte 

received prior to the lost or delayed segment. As for a delayed segment resulting in an out 

of order environment, the receiver can re-order segments before sending the latest ACK. 

Typically no more than two duplicate ACKs can be generated only under out of order 

conditions. Therefore, the appearance of three duplicate ACKs strongly indicates that at 

least one segment has been lost. On receiving three duplicate ACKs, the sender retransmits 

the lost segment (indicated by the position of the duplicate ACK in the byte stream) without 

waiting for the transmission timer to expire.    

Following Fast Transmit, the Fast Recovery algorithm is applied to govern the 

transmission of new segments until a non-duplicate ACK arrives by entering Congestion 

Avoidance mode. The reason for not performing Slow Start algorithm is that duplicate 

ACKs generated after receiving a segment indicate not only segment loss but also unserious 

network congestion. So the sender resumes a larger transmission window instead of 
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reducing the flow of data abruptly (say, Slow Start). The Fast Recovery algorithm is 

capable of providing a higher throughput under moderate congestion conditions [5].  

Specifically, the implementation of the Fast Retransmit and Fast Recovery algorithms 

are introduced in [6] as follows: 1) the sender is to set ssthresh  to no more than the value 

)2,2/),max(min( SMSSrwndcwnd ×  when receiving the third duplicate ACK; 2) to 

retransmit the lost segment and set SMSSssthreshcwnd ×+= 3 ; 3) to increment cwnd  by 

SMSS  for each additional duplicate ACK received and to transmit a segment with a 

window size ),min( rwndcwnd ; 4) Finally, once receiving an ACK for new data, the sender 

will set ssthreshcwnd = . 

2.3 Active Queue Management 

Various queue management mechanisms have been proposed to control traffic congestion 

and support differentiated QoS requirements. The traditional approach to queue 

management is to set a maximum limit on the amount of data that can be buffered. For 

example, in the Tail Drop (TD) approach [7], the activity to packet dropping will not start 

until the queue space is exhausted. When the queue becomes full, TD is in effect 

immediately and all forthcoming packets will be dropped until the congestion is eliminated 

and some space becomes available in the queue. TD is still a useful mechanism in IP 

routers because of its robustness and simple implementation. Unfortunately, TD often 

causes high packet delays, bursty packet drops, degrading system stability and bandwidth 

fairness in the presence of persistent congestion [8, 12, 25]. “Lock-Out” and “Full Queues” 

[7] are the main drawbacks of TD due to dropping packets only when the congestion has 
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occurred. The “Full Queues” phenomenon causes global synchronization of flows and 

consequently high packet delays, low link utilization as well as low overall throughput 

because the TD queues are always full or close to full for long periods of time so that an 

arriving burst will cause multiple packets to be dropped [7, 26]. Therefore, TD is not 

suitable for interactive network applications due to their low end-to-end delay and jitter 

requirements. On the other hand, as the result of synchronization, “Lock-out” phenomenon 

allows a single connection or a few flows to monopolize the queue space in some 

situations. The other two alternative queue disciplines, “Random drop on full” and “Drop 

front on full” can solve the “Lock-Out” problem but cannot overcome the “Full Queues” 

problem [7]. 

To deal with both problems and to provide low end-to-end delay along with high 

throughput, a widespread deployment of Active Queue Management (AQM) in routers has 

been recommended in the IETF publications [7]. To avoid the case that the buffer maintains 

a full status for a long time, AQM scheme starts dropping or marking packets before the 

queue is full in order to notify incipient stages of congestion. On receiving the congestion 

signal (i.e., Explicit Congestion Notification (ECN) marking or dropped packets) generated 

by AQM scheme, traffic sources reduce the amount of traffic injected into networks. By 

keeping the mean queue length small, AQM decreases the mean queueing delay and 

reduces the number of dropped packets, thus resulting in increased link utilisation because 

of absorbing more packet bursts and avoiding global synchronization. Two key issues in an 

AQM mechanism are when and how to drop/mark packets, which determines the incipient 

stage of congestion and reflects the degrees of congestion, respectively. Both have 
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significant effects on the key performance metrics including the utilization, throughput, 

mean queueing delay and packet loss probability. Some representative AQM mechanisms 

are overviewed below, including Random Early Detection (RED) [12], Gentle-RED 

(GRED) [11, 13], BLUE [27] and Random Exponential Marking (REM) [28]. 

2.3.1 Queue-based AQM 

Random Early Detection (RED) initially proposed in [12] is the most well-known AQM 

algorithm. The deployment of RED was recommended by Internet Engineering Task Force 

(IETF) in [7], and indeed RED is widely implemented in Internet routers nowadays. RED 

monitors the Exponentially-Weighted Moving Average (EWMA) of the queue length and 

randomly drops the forthcoming packets with a dropping probability that linearly increases 

with the average queue length between two thresholds. In RED the exponentially weighted 

moving average qavgavg ×+×−= ωω)1(  is used to compare with two thresholds: thmin  

and thmax . when thavg min< , no packets are dropped. When thth avg maxmin <≤ , the 

dropping probability bp  increases linearly from 0 to pmax . Once thavg max≥ , bp  

reaches the maximum dropping probability pmax and the router drops all arriving packets. 

As the first AQM mechanism, RED was designed to address the problems exhibited in the 

TD policy. Uniformly random early packet marks/drops spread over time, which reduces 

global synchronization of traffic sources. Moreover, with RED, the average queue length is 

reduced to accommodate traffic bursts. Consequently, RED mechanism outperforms TD 

policy in terms of throughput, queueing delay and fairness [29]. The study [30] on a typical 

simulation scenario where four FTP sources were considered has also shown that RED 
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outperforms TD. Furthermore, the combination of RED and Explicit Congestion 

Notification (ECN) [31] can improve TCP performance over wireless networks [32-33]. 

Along with the in-depth studies and more scenarios considered, however, some serious 

drawbacks of RED have been discovered. Floyd has discussed how to set parameters for 

RED in 1993 [12] and in 1997 [10], respectively, and reported the complexity of the 

parameter settings. Authors in [34-37] have demonstrated that a specific parameter setting 

of RED is applicable only under a narrow range of network conditions. Some researchers 

[38-40] have evaluated how to adjust one of the key RED parameters (i.e., maximum drop 

probability) to provide good performance under dynamic netwok. An iteration algorithm 

has been proposed in [41] to optimize two RED thresholds, but the algorithm is infeasible 

due to its long run-time before achieving optimal values. It is hard to choose a set of 

parameter values to balance the trade-off between various performance measures with 

different scenarios. Moreover, in [42] Low et al. have performed a control-theoretic 

analysis of TCP/RED and discovered that this flow control mechanism eventually becomes 

unstable as RTT delay increases, or when the network capacity increases. Mikkel et al [9] 

studied the effects of RED on the performance of Web traffic using HTTP response time, a 

user-centric measure of performance, and found that RED cannot provide a fast response 

for end-users. Three key problems associated with AQM scheme: parameter setting, the 

insensitivity to the input traffic load variation and the mismatch between macroscopic and 

microscopic behaviour of queue length dynamics were surveyed in [14]. Based on the 

analysis of extensive experiments of aggregated traffic containing various categories of 

flows, Martin et al [11, 13] demonstrated the harm of RED due to the use of the average 



 15 

queue length, especially when the average value is far away from the instantaneous queue 

length. The interaction between the average queue length and the sharp edge in the 

dropping function results in some pathology such as the increase in the drop probability of 

the UDP flows and the number of consecutive losses. 

To overcome this drawback, Folyd and Fall [11] have suggested to use a smoothly 

dropping function even when the average queue length exceeds the maximum threshold but 

not the sharp edge and named this improved algorithm as Gentle-RED (GRED). In the 

GRED, the packet dropping probability bp  varies from pmax  to 1 as the avg  increases 

from thmax  to )max2( p× . Brandauer, et al. [8] have further enhanced GRED by 

considering the instantaneous queue length (namely GRED-I) instead of the average queue 

length and varying the dropping probability smoothly from 0 to 1 between the minimum 

and maximum thresholds. May et al. have pointed out in [13] that it is unnecessary to 

choose  thmax  smaller than the buffer capacity and 1max <p  if the instantaneous queue 

length is adopted. That is, it can also be viewed as GRED-I if thmax  equals to the buffer 

capacity and 1max =p . The surprising results reported in [8, 11, 13] have shown that 

GRED-I performs better than RED and GRED in terms of aggregate throughput, UDP loss 

probability, response time and the number of consecutive losses. Compared to RED, GRED 

appears less advantageous than GRED-I because, for RED, the averaging strategy causes 

more negative effects than the the sharp edge in the dropping function. 

RED, GRED and GRED-I belong to queue-based AQM which aim at stabilizing the 

queue length. Such mechanisms measure the buffer occupancy in the buffer to determine 
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the severity of congestion. Extensive queue-based AQM schemes [43-56] have been 

proposed in the literature, such as Stabilized RED (SRED) [45], Adaptive RED (ARED) 

[48], Exponential-RED (E-RED) [56] etc. 

2.3.2 Rate-based AQM 

The second classification of AQM, named rate-based, deploys packet arrival rate to 

manage congestion. The goals of Rate-based AQM schemes (i.e., BLUE [27], Adaptive 

Virtual Queue (AVQ) [57], Stabilized AVQ (SAVQ) [58] and Link Utilization Based 

Approach (LUBA) [59]) are to alleviate rate mismatch between enqueue and dequeue, and 

thus achieve low packet loss, delay and high link utilization. As the typical representative 

of rate-based AQM schemes, BLUE proposed in [27] was the first attempt to couple packet 

loss as well as link utilization, rather than queue length, and congestion notification. BLUE 

can effectively send back congestion notification at the correct rate in that a probability 

used to mark/drop packets when they are enqueued is adjusted according to packet loss and 

link idle events. That is, BLUE increments the probability if arriving packets are 

continually dropped due to buffer overflow. Conversely, the probability is decreased if the 

queue becomes empty or the link is idle. Wu-chang Feng et. al. [27] have shown that BLUE 

would cause better performance than RED in terms of packet loss rates and buffer size 

requirements. On the other hand, some research efforts [60-61] have also reported that 

BLUE performs poorly when the buffer size is small due to no control in the average queue 

length and significant loss can occur when bursty traffic arrives.       
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2.3.3 Combination of buffer and rate based AQM 

In order to achieve a tradeoff between queues stability and responsiveness, the metrics used 

to in some AQM schemes (i.e., Random Exponential Marking (REM) [28], Stabilized 

Virtual Buffer (SVB) [62] and RaQ [63]) is based on the combination of buffer and rate. 

For instance, REM [28] maintains a variable called “price”, which is updated based on rate 

mismatch (i.e., difference between input rate and link capacity) and queue mismatch (i.e., 

difference between queue length and target), as congestion measure. The “price” is 

incremented if the weighted sum of these mismatches is positive, and decremented 

otherwise. The weighted sum is positive when either the input rate exceeds the link 

capacity or there is excess backlog to be cleared, and negative otherwise. The marking 

probability varies exponentially with the variable “price”. 

2.4 Traffic Models 

Performance modeling plays a key role in analyzing AQM performance and deciding the 

type of AQM scheme to be implemented. Performance models in turn, require very 

accurate traffic models that have the ability to capture the statistical characteristics of the 

actual traffic on the network. Innumerous traffic models have been proposed for 

understanding and analyzing various statistical characteristics of traffic in real networks. 

This section presents the continuous-time arrival processes which have been used to model 

the traffic source in this thesis. 
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2.4.1 Poisson Process 

One of the most widely used and oldest traffic models is the Poisson model which has been 

predominantly used for analyzing traffic in traditional telephony networks [64]. A process 

is referred to as Poisson process if the inter-arrival times nT  are exponentially distributed 

with a mean arrival rate λ  and distribution function: 
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The Poisson model is attractive and popular in queueing theory due to its interesting and 

tractable analytical properties [65]. Primarily, the independent increment property renders a 

Poisson process memoryless which means that the subsequent arrival is completely 

independent from the previous arrivals. In addition, superposition of multiple Poisson 

processes with iλ  generates a new Poisson process with ∑= iλλ . Finally, a relatively 

simple equation 0)( pp n
n µλ= , where μ is the mean service rate and 0p  is the 

probability of an empty system, for steady state probability can be derived in queueing 

models with Poisson arrivals and exponential service. 

With the in-depth study on the Internet traffic characteristics, many research efforts 

[66-68] have elaborated that the dominant characteristic exhibited by Internet traffic is 

multifaceted bursty and correlated structure. However, it has been verified that Poisson 

process fails to capture such Internet traffic properties [69]. 
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2.4.2 Markov Modulated Poisson Process 

The introduction of MMPP allowed the modeling of time-varying sources while keeping 

the analytical solution of related queueing performance tractable [15]. It has been identified 

in [70] that the MMPP model can be used for analyzing a mixture of voice and data traffic. 

An MMPP is identified as a special case of a Markov Modulated Process (MMP) using 

the Poisson process as the auxiliary Markov process in which the current state of the 

Markov process controls the probability distribution of the traffic arrivals. In other words, 

MMPP is a doubly stochastic Poisson process where the arrival process is determined by an 

irreducible continuous-time underlying Markov chain consisting of m  different states. The 

MMPP is generally parameterized by the infinitesimal generator Q  of the m-state 

continuous-time Markov chain and the arrival rates matrix Λ . 
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Figure 2.1.  Two-state MMPP model 

MMPPs are classified by the number of states, m , present in the underlying Markov 

Chain. The two-state MMPP (MMPP-2) as shown in Figure 2.1 has been widely used in 

numerous studies to model video sources and the superposition of voice sources due to its 

tractability [71-72]. Two states i  )2,1( =i  of MMPP-2 correspond to two different traffic 

arrival processes with mean rate 1λ  and  2λ , respectively. Both 1δ  and 2δ  are the 

intensities of transition between State 1 to State 2. They are independent of the arrival 

process. That is, the duration of state i  )1,0( =i  is in accordance with an exponential 

distribution with mean iδ1 . The mean arrival rate 2−mmppλ of an MMPP-2 is 

)()( 211221 δδδλδλ ++ . The infinitesimal generator Q  and the arrival rate matrix Λ  of 

MMPP-2 are given as follows. 
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The steady state probability, ip  )2,1( =i , that the MMPP-2 is in State i  can be obtained 

from the balance equations for the underlying two-state Markov chain and is given by 
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With the aim of evaluating the variation of AQM performance under different levels of 

burstiness and correlation of traffic modelled by MMPP-2, we present how the traffic 

burstiness and coreelations can be expressed by the parameters of MMPP-2.  

 Burstiness 

The simple but crude measure of burstiness is the ratio of the peak rate to mean rate 

which has the shortcoming of dependence on the interval length utilized for rate 

measurement. Therefore, the existing study [71] has used the index-of-dispersion for counts 

(IDC) [73] which is defined as the variance-to-mean ratio of the number of arrivals in an 

interval ],0[ τ  for burstiness measurement. However, IDC measure includes the 

autocorrelations of inter-arrival times since the number of arrivals (i.e., the numerator of the 

IDC) is related to the sum of inter-arrival intervals. Additionally, Squared Coefficient of 

Variation (SCV), 2c , of the inter-arrival times is a more elaborate and popular measure, 

which can be easily obtained if the first two moments of the inter-arrival time are known. 

Fischer and Meier-Hellstern [15] have presented the moments of the time between arrivals 

in an MMPP using matrix expressions. In particular, an explicit expression of SCV for 

MMPP-2 has been presented in [74] as:     
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 Correlation 
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In contrast, autocorrelation coefficient of the inter-arrival times is the most important 

parameter to measure the traffic correlations. According to the autocorrelation of a random 

process defined in [75], a k-step autocorrelation matrix of the inter-arrival times for an 

MMPP has been shown in [15]. Based on this, Cui and Nilsson [74] have provided a 

simplified expression (see Eq. 2.8) of the 1-step autocorrelation coefficient of the inter-

arrival times for MMPP-2 model.  
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2.5 Existing Analytical Models for AQM 

Though various AQM schemes have been proposed, queue-based AQM is still the most 

important and practical mechanism to support end-to-end congestion control in the Internet 

due to the consideration with the trade-off between implementation feasibility and 

performance effectiveness. Most existing studies on the evaluation of queue-based AQM 

performance are based on simulation experiments. However, analytical models are a more 

attractive alternative to simulation for evaluating system performance under different 

design spaces because of their cost-effective and time-saving properties. For instance, 

Kuusela and Virtamo [76] have analyzed a queuing system with RED subject to two classes 

of non-bursty Poisson traffic and have derived the mean queue lengths of two traffic 

classes. Kuusela, et al. [77] have analyzed the dynamic behavior of a single RED controlled 

queue interacting with a large population of idealized TCP sources. Bonald, May, and Bolot 

[78, 30] have developed an analytical model of RED under two classes of traffic modeled 
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by Poisson process and batch Poisson process, respectively. The model is used to quantify 

the impact of RED on the packet loss, the number of consecutively lost packets, delay and 

delay jitter. They have found that RED does indeed eliminate the bias against bursty traffic 

observed with TD and have demonstrated that RED achieves the aggregate mean queueing 

delay at cost of delay jitter of non bursty traffic modelled by Poisson process. Alazemi et al. 

[79-80] have presented a discrete time stochastic model for evaluating the performance of 

the RED algorithm which incorporates a two-dimensional second-order discrete-time 

Markov chain that captures the feedback effect of packets dropping/marking on the 

incoming traffic and they have derived mean system occupancy, packet drop probability, 

and system throughput for both marking and dropping policies. An analytical framework 

has been developed in [81] to evaluate the performance of an AQM router with traffic 

modelled by a Markov arrival process. Barbera et al. [81] have proposed a new fluid-flow-

based methodology and validate the model with the consideration of a RED router subject 

to a constant bit-rate (CBR) traffic. A discrete-time queueing analytic model has been 

introduced in [82] for a new proposed dynamic random early drop (DRED) congestion 

control mechanism and has been used to evaluate the performance metrics including packet 

loss probability, average queue length, throughput and average queueing delay. Then 

authors have proposed a new discrete-time analytical model for two-queue nodes queueing 

network based on DRED algorithm in [83]. 

Most current existing analytical models are mainly devised for RED mechanism. As 

aforementioned, the combination of average queue length and sharp dropping edge is origin 

of drawbacks of RED. So, it is very important and necessary to use an analytical approach 
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to evaluate the performance of AQM schemes, such as GRED, without such weaknesses 

and systematically address the fundamental aspects of queue-based AQM scheme. These 

issues motivate our research project. 

2.6 Little’s Law 

Little’s Law provides a fundamental relationship among the average number of items in a 

system, the average time spent in that system (for an item) and the average arrival rate of 

items to the system. It states that, under steady state conditions, the average number of 

items equals the average arrival rate multiplied by the average time that an item spends in 

the system. The proof of Little’s Law, first derived formally by J. D. C. Little [84], is free 

from assumptions of the distributions for the arrival and service process, number of servers 

in the system and the queueing discipline.  

It is important to note that the boundary of the system in Little’s Law is undefined. 

Therefore, the system can be an entire queueing system composed of queue and server, or it 

can contain only the queue. For these two systems, we can find the following equations, 

respectively. 

RTL =  (2.1) 

DTLq =  (2.2) 

where L  and qL  represent the average number of packets in the system (including queue 

and server) and queue, respectively; R  and D  represent the average response time and 

queueing  delay; and T  indicates the throughput of the system. Little’s Law is extremely 
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useful to calculate an unknown parameter, which is difficult to be measured directly, based 

on the knowledge of the other two. 

2.7 Discrete-Event Simulation  

Discrete-event simulation [85] is a powerful computing technique for understanding the 

behavior of systems. In discrete-event simulation, the operation of a system is represented 

as a chronological sequence of events. The simulations developed in this thesis are 

programmed in JAVA and aim to validate corresponding analytical models.  

Figure 2.2 shows the procedure to assist in the basic understanding of discrete-event 

simulation. First of all, the INITIAL function initializes all state variables which indicate 

the state of the system after the last simulated event occurrence. The WHILE loop enables 

the simulation program to run repeatedly until it becomes stable. Many particular 

conditions can be used for the generic “simulation not over”. Specifically, simulation clock 

records the time of the last event occurrence simulated is greater than 1000000 seconds. 

TIMING and UPDATING functions renew next events, next event time, simulation clock 

and the variables related to performance measures, respectively. According to the next 

event variable, simulation schedules two events: a packet arrival and departure. Finally, 

performance results are to be reported before ending simulation.  

http://en.wikipedia.org/wiki/Discrete_time�
http://en.wikipedia.org/wiki/Simulation�
http://en.wikipedia.org/wiki/System�
http://en.wikipedia.org/wiki/Event_(probability_theory)�
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Figure 2.2.  Procedure of simulation program. 

Begin 

 INITIAL () 

   WHILE “simulation not over”  

 Begin   

  TIMING () 

  UPDATE () 

  IF “next event is arrival” 

   ARRIVAL () 

  IF “next event is departure” 

   DEPART () 

 End 

 REPORT () 

End 
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Chapter 3 

Performance Modeling and Analysis of AQM with Non-

Bursty Traffic 

3.1 Introduction 

As an effective and promising scheme to support traffic congestion control, AQM starts 

dropping packets according to a certain dropping probability once the threshold of queue 

length is reached in order to notify incipient stages of congestion. Therefore, both the 

threshold value and dropping function have great impact on the performance of AQM, 

which has motivated the study on stochastic analysis of queueing systems for the 

performance evaluation of AQM schemes. This research starts with performance modelling 

and analysis of AQM congestion control scheme in the presence of non-bursty Poisson 

arrival process.   

This chapter presents two Markov models developed for AQM schemes in the presence 

of single class and multiple classes of non-bursty traffic in Sections 3.2 and 3.3, 

respectively. The accuracy of the models is verified by comparing the analytical results 

against those obtained from discrete-event simulator developed in JAVA programming. We 

derive the expressions of the important performance metrics including utilization, 

throughput, mean number of packets in the system, number of packets in the buffer, 

response time, queueing delay and packet loss probability. The first model is used to briefly 

evaluate the performance variations due to different mean arrival rate, service rate and 
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buffer capacity, whilst the second one is used to investigate the effects of varying 

thresholds on all aggregate and marginal performance metrics. 

3.2 AQM Scheme with Single Class Traffic  

In this section, we present a general analytical model for queueing system which 

incorporates a threshold in order to drop the arriving packets prior to periods of high 

congestion. Specifically, an arriving packet may be dropped randomly according to a 

dropping probability when the number of packets in the system reaches the threshold. 

Extensive experiments are carried out to validate the accuracy of the model in calculating 

the aforementioned various performance metrics and evaluate the performance of AQM 

scheme. 

3.2.1 Analytical Model 

Figure 3.1 depicts the queueing system of buffer in an AQM router subject to single class 

non-bursty traffic. Different from a single-class single-server finite queueing system 

M/M/1/K, this studied queueing system, denoted by M/M/1/K/th, assigns a threshold bth  in 

the buffer to drop an arriving packet and consequently control the injection rate of packets. 

The scheduling discipline is First-In First-Out (FIFO). An arriving packet can be absorbed 

definitely if the queue length is smaller than the threshold value. Otherwise, the system is 

capable of rejecting an arriving packet with a current dropping probability which is 

calculated using on a linear dropping function as shown in Figure 3.2. 
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Figure 3.1.  A Model of M/M/1/K/th Queueing System 

 

 
Figure 3.2.  The dropping function 

The proposed analytical model for the M/M/1/K/th queueing system is shown in Figure 

3.3. The arrival and departure processes are modeled using two Poisson processes with 

mean rates λ  and µ , respectively. The system capacity is L  including a server and a 

buffer with capacity K , i.e., 1+= KL . The state i  ( Li ≤≤0 ) indicates the number of 

packets in the system. It is obvious 1+= bthth . The reduction of the packet arrival rate 

when the system is at state i  ( Lith ≤≤ ) can be viewed as a result of packets being 

dropped according to a certain probability. So the relationship between the reduction rate ir  

and the dropping probability id  ( Li ≤≤0 ) is ii dr −= 1 . The calculation of id  ( Li ≤≤0 ) 

is given as follows: 

Buffer Capacity 

Dropping Probability 

1−bth
 

1 

The number of packets in the queue 

λ  

Threshold  

Arrival Process  
µ  
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Figure 3.3.  A State Transition Rate Diagram of M/M/1/K/ th Queueing System 

As the fundamental of deriving the performance metrics, the probability, ip  

( L i ≤≤0 ), that the system is at state i  should be solved firstly according to the transition 

equilibrium between in-coming and out-going streams of each state and the normalising 

equation, as shown below. 
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Solving these equations, the probability ip  can be expressed as: 
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In what follows, we will derive the performance metrics including utilization ( ρ ), the 

mean number of packets in the system ( L ), mean number of packets in the buffer ( bL ), 

Threshold 1 

λ×−1Lr  λ×
1thr  λ

  
λ  

µ  µ
 

µ  µ    0   L 

 

 th 
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system throughput (T ), mean response time ( R ), mean queueing delay ( D ) and packet 

loss probability ( PLP ). 

The server is engaged as long as the number of packets in the system is not zero. 

Therefore, the system utilization can be written as 

01 p−=ρ                                                                (3.5) 

The mean number of packets in the system and queue can be calculated, respectively, 

as follows  

∑ ×=
=

L

i
i ipL

0
)(   (3.6) 

∑ ×=
−

=
+

1

0
1 )(

L

i
ib ipL  (3.7) 

Throughput is commonly defined as the average rate at which packets go through the 

system in the steady state. Therefore, the throughput is equal to the system service rate 

multiplied by utilization. 

µρ ×=T                                                                (3.8) 

Then the mean response time and delay in the queue can be solved by Little’s Law [1]. 

T
LR =                                                                                                                               (3.9) 

T
L

D b=                                                                                                                          (3.10) 

The packet loss probability consists of the probability of packet loss after the queue 

becomes full and that of packet dropping due to AQM scheme before the queue is full. 
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∑ ×=
=

L

i
ii dpPLP

0
                                                                       (3.11) 

3.2.2 Performance Validation and Evaluation 

This section presents the accuracy of the proposed model in calculating the 

performance metrics derived in subsection 3.2.1 and briefly analyses the effects of the 

variation of related parameters (i.e., threshold, buffer capacity, mean arrival rate and mean 

service rate) on the aforementioned performance metrics. Performance results depicted in 

Figures 3.4-3.10 are presented for five different scenarios with the system parameters 

described in Table 3.1. Figures 3.4-3.10 demonstrate the system utilization, mean number 

of packets in the system, mean number of packets in the buffer, throughput, mean response 

time, mean queueing delay and packet loss probability, respectively. The excellent match 

between the analysis results and the corresponding simulation results obtained from a 

simulator programmed in JAVA indicates the credibility of the analytical model in 

evaluating the performance of AQM under consideration. 

 S-3.2.I S-3.2.II S-3.2.III S-3.2.IV S-3.2.V 
λ  3 6 6 6 8 
µ  10 10 10 7 9 
K  5 5 12 12 20 

Table 3.1. The parameters settings corresponding to five scenarios. 

In what follows, we analyze how the variation of each parameter affects all the 

performance metrics. It can be viewed from Table 3.1 that the groups of the scenarios S-

3.2.I and S-3.2.II, S-3.2.II and S-3.2.III, S-3.2.III and S-3.2.IV reflect the variation of the 

mean arrival rate, buffer capacity and mean service rate, respectively. The following figures 
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reveal remarkable increases in all performance metrics as the mean arrival rate rises. 

Secondly, the growth of the buffer capacity decreases the packet loss probability but 

slightly increases all the others. Thirdly, a small mean service rate (i.e., the scenario S-

3.2.IV) results in a low throughput but high utilization, mean numbers of packets in the 

system and buffer, mean response time, mean queueing delay and packet loss probability. 

Finally, the decrease of the threshold value reduces the mean numbers of packets in the 

system and buffer, mean response time and mean queueing delay at the cost of the system 

utilization, throughput and packet loss probability. 
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Figure 3.4.  Utilization vs the threshold subject to five different scenarios.  
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Figure 3.5.  The mean number of packets in the system vs the threshold subject to five 

different scenarios.  
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Figure 3.6.  The mean number of packets in the queue vs the threshold subject to five 

different scenarios.  
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Figure 3.7.  The throughput vs the threshold subject to five different scenarios.  
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Figure 3.8.  The mean response time vs the threshold subject to five different scenarios.  
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Figure 3.9.  The mean queueing delay vs the threshold subject to five different scenarios.  
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Figure 3.10.  The packet loss probability vs the threshold subject to five different scenarios.  

3.3 AQM Scheme with Multiple Class Traffic  

Due to a variety of application requirements in communication networks, this section 

focuses on performance investigation of AQM congestion control scheme subject to two 

classes of traffic. The individual threshold is assigned to the buffer for each traffic class. A 
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Markov model is proposed to assist the derivation of the analytical expressions for the key 

aggregate and marginal performance metrics including the utilization, mean numbers of 

packets in the system and buffer, throughput, mean response time, mean queueing delay 

and packet loss probability. The investigation is concerned with the effects of a varying 

threshold on the aforementioned performance metrics.      

3.3.1 Analytical Model 

This section is to study [M]2/M/1/K/th1/th2 queueing system where packets from two 

classes of traffic compete for the buffer space in an AQM router. Two thresholds 1
bth  and 

2
bth  are assigned in the buffer for two class of traffic to notify the incipient stage of 

congestion, respectively.  

 
Figure 3.11.  A Model of [M]2/M/1/K/th1/th2 Queueing System 

The arrival of each class c )2,1( =c  follows an independent Poisson process with an 

average arrival rate cλ . The service time of both classes is exponentially distributed with 

mean µ1  and the total system capacity is 1+= KL , where K  denotes the buffer capacity.  

1λ  

Threshold 2 Threshold 1 

Class 1  
µ  

Class 2 2λ  
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Figure 3.12.  A State Transition Rate Diagram of [M]2/M/1/K/ th1/th2 Queueing System  

Figure 3.12 shows the state transition rate diagram of the [M]2/M/1/K/th1/th2 queueing 

system. Each state i  ( Li ≤≤0 ) represents that there are i  packets in the system. Therefore, 

the thresholds 11
1 += bthth  and 12

2 += bthth , respectively. Transition from sate i , 

( 10 −≤≤ Li ), to 1+i  implies that a packet from Class-1 or Class-2 traffic enters in the 

system. It is well known that the superposition of independent Poisson Processes is still a 

Poisson process because of the memoryless property of the exponential distribution. 

Consequently, the aggregate mean arrival rate at state i  equals the sum of current mean 

arrival rate of each class. In addition, the transition rate from state i  to 1−i is µ  as all 

packets are treated equally. The packets of class c  )2,1( =c  will be dropped randomly 

based on the dropping probability which linearly increases from 0 to 1 when the number of 

packets in the system grows from threshold cth  to the buffer capacity. This process can be 

seen as a decrease of the arriving rate with a reduction probability, c
ir , ( 2,1,0 =≤≤ cLi ), 

which is given by 
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The transition equilibrium equation and normalising equation can be found in Eqs. 

(3.13) and (3.14), respectively. 
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The state probability ip  ( L i ≤≤0 ) can be given by solving those equations above: 
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The derivations of the aggregate performance metrics are extremely similar to those 

presented in Section 3.2.1. To avoid repetition, this section demonstrates the expressions 

only without the detailed explanation. Eqs. (3.16)-(3.22) represent the utilization, the mean 

number of packets in the system, mean number of packets in the queue, throughput, mean 

response time, delay and packets loss probability. 
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Next, we describe detailed derivation of the marginal performance metrics. For a 

system in the steady-state, the mean arrival rate equals to its throughput. So the throughput 

of each class can be expressed as.     
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Because both classes of traffic are served identically, the mean response time and delay 

of each class can be derived using Eqs. (3.24) and (3.25) [75]. The delay of a packet from 

class c  ( 2,1=c ) can be decomposed into two parts: the mean residual life due to the other 

packets found in service and the delay due to packets found in the queue upon its arrival. In 

an M/M/1/K queueing system, the mean residual life equals to the mean service time. The 

average response time consists of the delay and mean service time of the packet. 
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The ratio of the instant packet loss rate of class c  ( 2,1=c ) to the total arrival rate 

21 λλ +  is the instant packet loss probability from class c .  
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In order to calculate the probability distribution of the marginal queue length for each 

class, the probability that packets of each class stay in any position in the system should be 

calculated firstly. There are L  positions in the system with the number being L1  from 

the server to the tail of the queue. If a packet from class c  ( 2,1=c ) is allocated in the 

position i )1( Li ≤≤  when it arrives in the system, it will experience all the positions j  

before i , ij ≤ . In other words, the probability that there is a packet from class c  in state j  

should be the sum of all the probabilities that the packet arrives in the system and is 

allocated at position i , Lij ≤≤≤1 . From the transition diagram above, the later 
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probability can be calculated intuitively as 
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the probability that a packet from class c  is in position i , noted as c
im , can be derived as: 
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If the number of packets from class c  is q , Lq ≤≤0 , then the number of aggregate 

packets in the system should be not smaller than q . When the length of the system is l  

ql ≥ , there are q
lC combinations of two classes to make the length of class c  be q . 

Furthermore, the probability of each combinations is different and can be calculated using 

c
im . So the marginal probability of queue length for each class c , c

qp , can be derived as 

follows: 
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To represent c
qp , two matrices j

iA  and j
iB  are used to describe the possible 

combinations and defined as: 
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Both matrices are of size iC j
i × . Each row of j

iA  is a possible combination of Class-1 

and Class-2 when the aggregate queue length is i  and the queue length for class 1 is j . j
iB  

can be defined for class two similarly. The two basic matrices 1×iα  and 1×iβ are defined as: 



 44 

1

1

1

1
1

×

×



















=

i

i


α   ,2,1=i                     (3.32)                   

  

1

1

2

2
2

×

×



















=

i

i


β    ,2,1=i              (3.33) 

The relationship between j
iA  and j

iB  is shown as follow: 
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Similar to Eq. (3.17), the mean number cL of packets from class c  ( 2,1=c ) in the 

system can be calculated by 

∑ ∑×=
= =
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1 0

)(                                                                                             (3.36) 

3.3.2 Performance Validation 

In this section, we validate the accuracy of the proposed models by comparing the 

analytical results with those obtained from the corresponding simulators programmed in 

JAVA. The credibility of the analytical models against simulation results are examined on 
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the base of different combinations of the mean arrival rate of each traffic class, mean 

service rate, buffer capacity and the threshold of each traffic class. Specifically, we address 

5 different scenarios and the corresponding parameter settings are listed in Table 3.2 for the 

validation of the Markovian model. Table 3.3 presents the simulation and corresponding 

analytical results of all performance metrics derived in Section 3.3.1 for the five different 

scenarios. It can be observed that the analytical results well match the corresponding 

simulation results. This observation demonstrates that the developed models are very 

accurate in calculating various performance metrics and examining the performance of the 

AQM in presence of two Poisson traffic classes. 

 1λ  2λ  S  L  1Th  2Th  
S-3.3.I 0.2 0.2 0.5 6 2 2 
S-3.3.II 0.4 0.7 1.4 10 3 5 
S-3.3.III 0.6 1.2 2.0 17 8 4 
S-3.3.IV 2.3 1.9 6 11 4 7 
S-3.3.V 3 0.8 3.9 25 16 13 

Table 3.2. The parameter settings corresponding to five scenarios. 

Performance Metrics A/S S-3.3.I  S-3.3.II S-3.3.III S-3.3.IV S-3.3.V 

U  Anal 0.713906 0.747782 0.845406 0.68524 0.936557 
Simul 0.713839 0.747667 0.845527 0.685334 0.936458 

L  
Anal 1.737025 2.322831 3.751313 1.933476 8.690221 
Simul 1.736909 2.321747 3.753078 1.933619 8.685808 

qL  Anal 1.02312 1.575049 2.905907 1.248236 7.753664 
Simul 1.023071 1.57408 2.90755 1.248286 7.74935 

T  
Anal 0.356953 1.046895 1.690812 4.11144 3.652573 
Simul 0.356916 1.046791 1.691045 4.11197 3.652612 

R  
Anal 4.86626 2.218782 2.218646 0.470267 2.379205 
Simul 4.866415 2.218004 2.219381 0.47024 2.378002 

D  
Anal 2.86626 1.504497 1.718646 0.303601 2.122795 
Simul 2.866415 1.503718 1.719381 0.303574 2.121591 

PLP  Anal 0.107618 0.048278 0.06066 0.021086 0.038796 
Simul 0.107638 0.048214 0.060717 0.021058 0.038788 

1L  
Anal 0.868513 0.789117 1.362643 1.022623 6.97511 
Simul 0.868296 0.78891 1.363379 1.022489 6.971768 



 46 

1
qL  

Anal 0.51156 0.525958 1.067942 0.652225 6.229305 
Simul 0.51146 0.525768 1.068665 0.652094 6.226076 

1T  
Anal 0.178476 0.368423 0.589403 2.222392 2.908639 
Simul 0.178444 0.368436 0.589541 2.222441 2.908676 

1R  
Anal 4.86626 2.141876 2.311903 0.460145 2.398066 
Simul 4.866221 2.141309 2.312707 0.46008 2.396929 

1D  
Anal 2.86626 1.42759 1.811903 0.293479 2.141656 
Simul 2.866221 1.427024 1.812707 0.293413 2.140519 

1PLP  
Anal 0.107618 0.078942 0.017661 0.033742 0.030454 
Simul 0.107632 0.078846 0.017663 0.033707 0.030449 

2L  
Anal 0.868513 1.533714 2.388669 0.910853 1.715111 
Simul 0.868613 1.532836 2.389699 0.91113 1.71404 

2
qL  

Anal 0.51156 1.049092 1.837965 0.596011 1.524359 
Simul 0.51161 1.048312 1.838886 0.596192 1.523274 

2T  
Anal 0.178476 0.678471 1.101409 1.889048 0.743934 
Simul 0.178472 0.678355 1.101504 1.889529 0.743935 

2R  
Anal 4.86626 2.260544 2.168741 0.482176 2.305461 
Simul 4.866609 2.25966 2.169432 0.482191 2.303999 

2D  
Anal 2.86626 1.546258 1.668741 0.315509 2.049051 
Simul 2.866609 1.545374 1.669432 0.315524 2.047589 

2PLP  
Anal 0.107618 0.030755 0.08216 0.005764 0.070082 
Simul 0.107645 0.030707 0.082245 0.005751 0.070059 

Table 3.3. The analysis results of all performance metrics and the corresponding simulation 
results subject to five different scenarios. 

3.3.3 Performance Evaluation 

This section evaluates the effects of varying thresholds on the marginal and aggregate 

performance metrics including the system utilization, mean number of packets in the 

system (also named as mean qaueue length), throughput, mean queueing delay and packet 

loss probability. In Scenario S-3.3.VI, threshold 1th  is fixed at position 7 and threshold 2th  

increases from 7 to 16 when the total system capacity is 20. In Scenario S-3.3.VII, 

threshold 1th  increases from 7 to 16 whereas threshold 2th  remains fixed at 16. The X-axis 

in all the following figures represents the difference between the threshold values, i.e., 

12 thth − . In both scenarios, Class-1 and Class-2 traffic are generated, respectively, by a 
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Poisson process with the mean arrival rate 4.01 =λ  and 3.01 =λ . The mean service rate µ  

is set to be 0.8 in order to make certain that the queueing system is stable. 

The marginal mean queue length, throughput, mean queueing delay and packet loss 

probability have been shown in Figures 3.13-3.16, respectively. It has been clearly shown 

in these figures that the variation of a threshold significantly affects all performance 

measures. In particular, as the value of a threshold increases, the number of packets of the 

corresponding class controlled by the threshold in the system also increases. As a 

consequence, its mean queue length, throughput, and mean queueing delay tend to increase 

whereas its packets loss probability tends to decrease. However, for the class not controlled 

by the fixed threshold, the throughput tends to decrease and the mean queue length, packets 

loss probability and mean queueing delay increase. Furthermore, it is also shown that when 

the value of 12 thth −  is same, the smaller values of 1th  and 2th  can reduce the marginal 

mean queue length and mean queueing delay of each class, but keep the marginal 

throughput very similar.   
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Figure 3.13.  The Margianl Mean Queue 

Length vs th2-th1 
Figure 3.14.  The Margianl Throughput vs 

th2-th1
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Marginal Delay vs th2-th1
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Figure 3.15.  The Margianl Queueing 

Delay vs th2-th1 
Figure 3.16.  The Marginal Packet Loss 

Probability vs th2-th1

The relative aggregate performance measures have been shown in Figures 3.17-3.21. It 

is clear that increasing the value of a threshold enables more packets to enter into the 

system. So the utilization, mean queue length, throughput and mean queueing delay 

increase by increasing the value of a threshold but the packet loss probability reduces. 
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Figure 3.17.  The Utilization vs th2-th1 Figure 3.18.  The Aggregate Mean Queue 

Length vs th2-th1 
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Aggregated Throughput vs th2-th1
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Aggregated Delay vs th2-th1
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Figure 3.19.  The Aggregate Throughput 

vs th2-th1 
Figure 3.20.  The Aggregate Mean 

Queueing Delay vs th2-th1 
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Figure 3.21.  The Aggregate Packets Loss Probability vs th2-th1 

3.4 Summary 

This chapter has presented the stochastic analysis of single-server finite queuing 

systems for the performance evaluation of AQM scheme under the non-bursty Poisson 

arrival process. Two one-dimensional continuous time Markov models have been proposed, 

respectively, for AQM scheme subject to single class and multiple classes traffic. Two 

general analytical models are easily extended for some other AQM algorithms with 
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different dropping functions by re-calculating the corresponding dropping probability. 

Extensive experiments have demonstrated the accuraccy of two models by comparing 

analytical results with those obtained from discrete event simulation in JAVA 

programming. The first model for a single class traffic is used to evaluate the system 

performance with different mean arrival rates, mean service rates and buffer capacity. The 

second model for two traffic classes is adopted to investigate the effects of varying 

thresholds on the aggregate and marginal performance. The main contributions of this 

chapter are concluded as follows: 

(i).  Expressions of the marginal performance metrics, including the mean numbers of 

packets in the system and queue, throughput, mean response time, mean queueing 

delay, and packet loss probability, for a finite queueing system with thresholds under 

two classes of non-bursty traffic have been derived.  

(ii). A high mean arrival rate results in a high utilization and throughput, large number of 

packets in the system and buffer as well as packet loss probability, long response time 

and queueing delay.  

(iii). A small service rate decreases the throughput whilst increases all other performance 

metrics. 

(iv). A large buffer capacity reduces the packet loss probability but increases all other 

performance metics. 

(v). The effects of the varying threshold on the traffic controlled by this threshold: as the 

threshold increases, the mean numbers of packets in the system and buffer, 
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throughput, response time and queueing delay increase, but the packet loss 

probability decreases. 

(vi). The effects of the varying threshold on the traffic not controlled by this threshold: as 

the threshold increases, the mean number of packets in the system and buffer, packet 

loss probability, response time and queueing delay increase, but the throughput 

decreases. 

(vii). The effects of the varying threshold on the aggregate system performance: as the 

threshold increases, the aggregate number of packets in the system and buffer, 

throughput, response time and queueing delay increases, but the aggregate packet loss 

probability decreases. 
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Chapter 4 

Performance Modeling and Analysis of AQM with Single 

Class Bursty Traffic 

4.1 Introduction 

With the convincing evidence of traffic burstiness and correlations exhibited by key 

services such as compressed video, voice, etc, over modern high-speed networks, several 

stochastic models [86-87] have been presented to capture such traffic properties. 

Specifically, the well-known Markov-Modulated Poisson Process (MMPP) has been widely 

used for this purpose owing to its ability to model the time-varying arrival rate and to 

adequately capture the important correlation between inter-arrival times while still 

maintaining analytical tractability [15]. This chapter aims to investigate the significant 

effects of burstiness and correlations of bursty traffic on the performance of AQM. 

A stochastic queueing model for the performance evaluation of AQM mechanism 

using a two-state MMPP (MMPP-2) to model the bursty traffic source is presented in 

Section 4.2. Then we derive the expressions of the performance metrics including the 

utilization, mean numbers of packets in the system and buffer, throughput, mean response 

time, mean queueing delay and packet loss probability.  Through extensive comparisons 

between analytical results and those obtained from simulation experiments, we demonstrate 

the accuracy of the proposed model in Section 4.3. Finally, the model is adopted to 

investigate how the threshold value, burstiness and correlation of the MMPP-2 traffic affect 
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the aforementioned performance metrics of AQM system and how the effects of one of 

these three parameters are influenced by the variation of the others. 

4.2 Analytical Model 

The section introduces the system theoretical framework based on the AQM mechanism 

using a queue threshold in the presence of busty traffic and presents the formulation of 

analytical model for the corresponding queueing system under the bursty MMPP-2 arrival 

process. Different from Section 3.2.1, the arrivals from a bursty traffic source feed into a 

finite buffer in an AQM-enabled router (c.f., Figure 4.1). The system employs a threshold 

to inform the source of the incipient state of congestion by dropping the arriving packets 

according to a dropping probability when the instantaneous queue length exceeds the 

threshold value. The dropping probability linearly increases from 0 to 1 as the 

instantaneous queue length varies from the threshold value to the buffer capacity.  

 

Figure 4.1.  A Model of MMPP-2/M/1/K/th Queueing System 

A state transition diagram of the analytical queuing model under the MMPP-2 arrival 

process is shown in Fig. 4.2 where State ),( ji  with Li ≤≤1( , )21 ≤≤ j  represents the 

current instantaneous queue length is i  and the traffic arrival process MMPP-2 is at state 

j . The system capacity is given as L  including a finite buffer of size K  and a single 

server (i.e., 1+= kL ). jδ  )2,1( =j  is the transition rate out of the underlying Markov state 

Arrival Process 

(Bursty traffic) 

Threshold  

 
µ  
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),( ji  to )3,( ji − , where )0( Li ≤≤ . The transition rate from state ),( ji  to ),1( ji − , where 

Li ≤≤1( , )21 ≤≤ j , is µ  denoting the mean service rate. The transition from state ),( ji  

to ),1( ji + , where Li <≤0( , )21 ≤≤ j , represents that a packet is injected into the system. 

It is noticeable that the transition rate from state ),( ji  to ),1( ji + , where 

Lith <≤( , )21 ≤≤ j , is reduced from jλ  to jid λ)1( −  since the packet dropping process 

can be seen as a decrease of the arriving rate with a probability )1( id− . The calculation of 

the packet dropping probability id  ( Li ≤≤0 ) is given as follows: 
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Figure 4.2.  A State Transition Rate diagram of MMPP-2/M/1/K/th Queueing System. 

 

Consider the system in the equilibrium state, the following set of equilibrium equations 

can be obtained directly from the state transition rate diagram. In this equilibrium case, it is 

clear that the rate of the input flow must be equal to that of the output flow of any given 

state.  
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where ijp  is the probability that the system is in State ),( ji .  Solving these equations, we 

can find probability, ijp , of each state in the Markov model as follows:   

nbmap ijijij +=  (4.4) 
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11221,10,11 )()1( LLLL bbbdk δµδλ +−+−= −−  (4.7) 
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n
h
km =  (4.10) 

Based on the derivation of ijp , we can obtain the system performance metrics 

including utilization ( ρ ), the mean number of packets in the system ( L ), numbers of 

packets in the buffer ( bL ), system throughput (T ), response time ( R ), queueing delay 

( qW ) and packets loss probability ( PLP ). 

The server is engaged as long as the number of packets in the system is not zero. The 

probability that the server is idle is )( 0201 pp + . Therefore, the system utilization can be 

written as 
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02011 pp −−=ρ                                                                (4.11) 

The probability that there are i  )0( Li ≤≤  packets in the system is )( 21 ii pp + , while 

The probability that there are i  )1( Ki ≤≤  packets in the buffer is )( 2,11,1 ++ + ii pp  as the 

system consists of the buffer and one server. Consequently, the mean number of packets in 

the system and buffer can be calculated, respectively, as follows  

∑ ∑ ×=
= =

L

i j
ij ipL

0

2

1
)(   (4.12) 
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L

i j
jib ipL

1

2

1
,1 )(  (4.13) 

The transition rate at which packets go through the system is µ  if the server is busy 

and becomes 0 otherwise. Therefore, the throughput is equal to the system service rate 

multiplied by utilization. 

µρ ×=T                                                                (4.14) 

Again, the mean response time and queueing delay can be solved using Little’s Law 

[75]. 

T
LR =                                                                                                                               (4.15) 

T
LD b=                                                                                                                          (4.16) 

The packet loss probability consists of the probability of packet loss after the buffer is 

full and that of packets being dropped due to AQM scheme before the buffer is full. The 
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difference between the average arrival rate 2−mmppλ  and the throughput can approximate 

the average packet loss rate. So the packet loss probability is given below:  

2

2

−

− −
=

mmpp

mmpp T
PLP

λ

λ
                                                                       (4.17) 

4.3 Model Validation and Evaluation 

4.3.1 Model Validation 

We develop a discrete-event simulator programmed in JAVA in order to validate the above 

analytical model. Numerous validation experiments have been carried out for different 

combinations of the system capacity, mean service rate and MMPP-2 input traffic. 

Specifically, this section presents the results of all the derived performance metrics for the 

following four different scenarios described in Table 4.1. The value of the threshold 

assigned in the buffer varies from 1 to the buffer capacity for each scenario. Figures 4.3-4.9 

demonstrate the analytical and the corresponding simulation results of the utilization, mean 

number of packets in the system and the buffer, throughput, mean response time, mean 

queueing delay and the packet loss probability in the AQM system subject to MMPP-2 

traffic, respectively. It can be observed from all figures that the analytical results well 

match the corresponding simulation results. This observation illustrates that the proposed 

models are very accurate in calculating various performance metrics and examining the 

performance of AQM under bursty MMPP traffic. 
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Furthermore, it can be found from all figures that, for all scenario, the packet loss 

probability decreases while the utilization, mean number of packets in the system and the 

buffer, throughput, mean response time and mean queueing delay increase as the threshold 

value rises. This is because such variation of the threshold value enables more packets to be 

injected into the system. Moreover, the figures show differential degrees of performance 

variation for each scenario, caused by the distinct relationships among the arrival process, 

service rate and system capacity. For instance, the utilization, mean response time, mean 

queueing delay and packet loss probability generated in Scenario S-4.4.I vary more sharply 

than the corresponding performance metrics produced in other scenarios as shown in 

Figures 4.3, 4.7-4.9, respecively.  

 

 1λ  2λ  1δ  2δ  µ  L  
S-4.4.I 1 3 0.34 0.7 2.5 4 
S-4.4.II 4 18 0.9 0.12 20 10 
S-4.4.III 6 4 0.5 0.8 8 19 
S-4.4.IV 20 7 0.64 0.26 17 25 

Table 4.1. The parameter settings corresponding to four scenarios. 
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Figure 4.3.  Utilization vs threshold under 4 different scenarios. 
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Figure 4.4.  Mean number of packets in the system vs threshold under 4 different 

scenarios. 
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Figure 4.5.  Mean number of packets in the buffer vs threshold under 4 different 

scenarios. 
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Figure 4.6.  Throughput vs threshold under 4 different scenarios. 

 



 62 

0
0.1

0.2
0.3
0.4

0.5
0.6
0.7

0.8
0.9

1 3 5 7 9 11 13 15 17 19 21 23

Threshold

M
ea

n 
re

sp
on

se
 ti

m
e

Anal, S-4.4.I Simu, S-4.4.I Anal, S-4.4.II Simu, S-4.4.II
Anal, S-4.4.III Simul, S-4.4.III Anal, S-4.4.IV Simu, S-4.4.IV

 
Figure 4.7.  Mean response time vs threshold under 4 different scenarios. 
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Figure 4.8.  Mean queueing delay vs threshold under 4 different scenarios. 

 



 63 

0
0.02
0.04
0.06
0.08
0.1

0.12
0.14
0.16
0.18
0.2

1 3 5 7 9 11 13 15 17 19 21 23

Threshold

Pa
ck

et
 lo

ss
 p

ro
ba

bi
lit

y

Anal, S-4.4.I Simu, S-4.4.I Anal, S-4.4.II Simu, S-4.4.II
Anal, S-4.4.III Simul, S-4.4.III Anal, S-4.4.IV Simu, S-4.4.IV

 
Figure 4.9.  Packet loss probability vs threshold under 4 different scenarios. 

4.3.2 Effects of Burstiness and Correlations 

This section uses the validated analytical model to evaluate the impact of burstiness and 

correlations of the MMPP-2 traffic on the performance of AQM. In the following analysis, 

different values of the SCV and 1-step autocorrelation coefficient of MMPP-2 traffic based 

on Eqs. (2.7-2.8) in Section 4.2 are set to be ( 10,52 =c ) and ( 4.0,3.0,2.0,1.01 =r ), 

respectively. We can obtain the parameters of the MMPP-2 traffic by keeping the mean 

arrival rate of the MMPP-2 traffic, )/()( 2112212 δδδλδλλ ++=−mmpp , constant at 14 and 

assuming 21 δδ = . Table 4.2 below presents the various combinations of 2c  and 1r  as well 

as the parameters of the corresponding MMPP-2 traffic. The system capacities L  and the 

mean service rate µ  are 20 and 18, respectively. In addition, 3 specific values are assigned 

to the threshold, ( 20,14,8=th ), in order to compare the effects of burstiness and 

correlations of MMPP-2 traffic under different threshold values. 
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( 1
2, rc ) 1λ  2λ  21 δδ =  

(10, 0.1) 0.333381244  27.66661876  1.152941073 
(10, 0.2) 0.644026712  27.35597329  0.786516853 
(10, 0.3) 0.934408646  27.06559135  0.451612903 
(10, 0.4) 1.206638353  26.79336165  0.144329859 
(50, 0.1) 0.057947272  27.94205273  0.225526639 
(50, 0.2) 0.115180896  27.8848191  0.166325276 
(50, 0.3) 0.171715428  27.82828457  0.108086125 
(50, 0.4) 0.227564943  27.77243506  0.05078596 

Table 4.2. The various combinations of 2c and 1r  as well as the parameters of the 
corresponding MMPP-2 traffic. 

Figures 4.10-4.16 demonstrate the analytical results of the utilization, mean numbers of 

packets in the system and the buffer, throughput, mean response time, queueing delay and 

packet loss probability against 1r  with the different values of, 2c  and th . It can be 

observed from all figures below that high burstiness or correlation results in low utilization 

and throughput but large numbers of packets in the system and buffer, long mean response 

time and queueing delay as well as high packet loss probability when the other parameter 

settings remain unchanged, respectively. Moreover, these figures also depict that the effects 

of the burstiness and correlation on the performance metrics are insensitive to different 

threshold value. The reason is that more packets can be injected into the system before the 

buffer becomes full as a result of a high threshold value. Consequently, the effects of high 

burstiness or correlation on AQM performance are more significant with a high threshold 

value than those with a low one.  
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Figure 4.10.  Utilization vs 1r  with different values of 2c  and th . 

4

5

6

7

8

9

0.1 0.2 0.3 0.4

r1

M
ea

n 
nu

m
be

r 
of

 p
ac

ke
ts

 in
 th

e 
sy

st
em

scv=10, th=8 scv=10, th=14 scv=10, th=20
scv=50, th=8 scv=50, th=14 scv=50, th=20

 

Figure 4.11.  Mean number of packets in the system vs 1r  with different values of 2c  and 
th . 
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Figure 4.12.  Mean number of packets in the buffer vs 1r  with different values of 2c  and 

th . 
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Figure 4.13.  Throughput vs 1r  with different values of 2c  and th . 
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Figure 4.14.  Mean response time vs 1r  with different values of 2c  and th . 
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Figure 4.15.  Mean queueing delay vs 1r  with different values of 2c  and th . 
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Figure 4.16.  Packet loss probability vs 1r  with different values of 2c  and th . 

4.4 Summary 

This chapter has presented an analytical performance model of AQM system subject to 

bursty traffic captured by an MMPP-2. To this end, a two-dimensional Markov model has 

been developed to assist the derivation of several important performance metrics, including 

the utilization, mean numbers of packets in the system and buffer, throughput, mean 

response time, mean queueing delay and packet loss probability. The effectiveness and 

accuracy of the developed model has been demonstrated by comparing analytical results 

with those obtained from simulators developed in JAVA programming language. To 

demonstrate its application, the analytical model has been employed to investigate the 

effects of the burstiness and correlation of the MMPP-2 traffic. Numerical results have 

demonstrated that high burstiness and correlation can significantly degrade the AQM 

performance in terms of increasing the mean numbers of packets in the system and buffer, 

mean response time, mean queueing delay as well as packet loss probability and decreasing 
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utilization and throughput. Additionally, the effects of burstiness and correlation are also 

sensitive to the threshold value. More specifically, a low threshold is capable of degrading 

the negative effects of high burstiness and correlation on the AQM performance. 
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Chapter 5 

Performance Modeling and Analysis of AQM with 

Heterogeneous Traffic 

5.1 Introduction 

With the development of the Internet, network applications have ranged from text-based 

utilities such as electronic mail and news from the early days of the Internet to the 

deployment of videoconferencing, multimedia streaming, the World-Wide Web, and 

electronic commerce. Recurrent theme relating to network traffic is the traffic burstiness 

and correlation exhibited by key services such as compressed video, file transfer, etc. The 

use of a wide variety of network applications requiring different levels of Quality of 

Service (QoS) motivates the effort on the study of AQM congestion control mechanism in 

the presence of heterogeneous traffic. 

This chapter proposes a new analytical queueing model for AQM with two classes of 

traffic that follow respectively two different arrival processes: bursty MMPP and non-

bursty Poisson process. Then we present the derivation of expressions for aggregate and 

marginal performance metrics including utilization, throughput, mean number of packets in 

the system and buffer, mean response time, queueing delay and packet loss probability. The 

credibility of the model is demonstrated by comparing the prediction of performance 

metrics from the developed model with the experimental results obtained from a simulator 

programmed in JAVA. This chapter highlights the effects of input parameters of bursty 
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traffic including the average arrival rate, burstiness, correlation and its threshold  on the 

aggregate and marginal utilization, throughput, mean queueing delay and packet loss 

probability. 

5.2 Analytical Model and Performance Measures 

This section introduces the system theoretical framework based on AQM scheme and 

presents the formulation of the analytical model under heterogeneous traffic with individual 

thresholds. 

5.2.1 Proposed Markov Model 

We consider two heterogeneous classes of traffic in a single-server finite queueing system 

for the buffer in an AQM-enabled router with individual buffer thresholds c
bth  for each 

class c , )2,1( =c . Different from Section 3.3.1, the arrivals of Class-1 traffic generated by 

a bursty traffic source are fed into a finite buffer in an AQM-enabled router (c.f., Figure 

5.1). When the instantaneous queue length exceeds the threshold value, c
bth , the arriving 

packets from Class-c, )2,1( =c , may be rejected probabilistically according to a dropping 

probability aiming to inform the corresponding traffic source of the incipient state of 

congestion. As shown in Figure 5.2, the dropping probability for each class linearly 

increases from 0 to 1 as the instantaneous queue length varies from the threshold value to 

the buffer capacity. 
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Figure 5.1.  A Model of [MMPP-2]&[M]/M/1/K/th1/th2 Queueing System 

 

Figure 5.2.  Dropping Functions for Two Classes of Traffic 
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with mean µ/1 . The buffer capacity is denoted as K , consequently the total system 

capacity is 1+= KL .  

 

Figure 5.3.  A State Transition Rate Diagram of [MMPP-2]&[M]/M/1/K/th Queueing 
System. 
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),( ji , Lithc ≤≤( , )2,1=j , the probability that the arrivals of Class-c traffic are allowed to 

enter into the system is )1( c
i

c
i dr −=  since the packet dropping process can be seen as a 

decrease of the arriving rate. As a result, the actual arrival rate of Class-c traffic is reduced 

to j
c
ir λ  from jλ  at state j  of the underlying MMPP-2 Markov chain. The calculation of 

the packet dropping probability c
id  ( ,0 Li ≤≤  2,1=c ) is given as follows:  
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d
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Let ijp , )2,1,0( =≤≤ jL i , represent the steady state probability in the state 

transition rate diagram. According to the transition equilibrium between in-coming and out-

going streams of each state, the following group of equations can be found.  
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Solving these equations, we can find probability ijp  of each state in the Markovian model 

as follows: 
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nbmap ijijij +=  (5.4) 

where 
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  n
h
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5.2.2 Performance Measures 

In what follows, we will derive the aggregate system performance metrics including 

utilization (U ), mean number of packets in the system ( L ), mean number of packets in the 

buffer ( bL ), system throughput (T ), mean response time ( R ), mean queueing delay ( D ), 

probability of packet loss ( PLP ) and relevant marginal performance metrics for each class 

of traffic. 

 The aggregate performance measures 

Following the deviation of expressions of the aggregate utilization, mean numbers of 

packets in the system as well as in the buffer, throughput, mean response time and mean 

queueing delay presented in Section 4.3, with the derived probability, ijp , of each State 

),( ji  in the Markov model, the aggregate performance metrics are given by 

02011 pp −−=ρ                                                                (5.11) 
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µρ ×=T  (5.14) 

T
LR =  (5.15) 

T
LD b=  (5.16) 

The aggregate packet loss rate is equal to the average aggregate arrival rate 21 λλ + , 

(where )()( 221221
1 δδδλδλλ ++= , λλ =2 ,) minus the throughput. So the packet loss 

probability is given below:  

21

21 )(

λλ

λλ

+

−+
=

TPLP  (5.17) 

 The marginal performance measures 

In order to derive the marginal mean numbers of packets in the system and buffer, we 

calculate the marginal steady-state probability for each class c , )2,1( =c . Similar to 

Section 3.3.1, L  positions in the system are numbered with L1  from server to the tail of 

the buffer. When the current instantaneous queue length including any in the server is i , 

)0( Li <≤ , the probabilities that a new arriving packet from Class-1 and Class-2 enters 

into the system and , of course, is allocated in the position 1+i  are 
µ

λλ )( 21
1 +×

× i
i

rp  and , 

µ
λ×

×
1
i

i
rp , respectively. In addition, if a packet from class- c  ( 2,1=c ) is allocated in the 

position j )( Lji ≤<  upon arrival in the system, it will experience the position 1+i . In 
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other words, the probability that there is a packet from Class- c  in the state 1+i  should be 

the sum of all the probabilities that the packet arrives in the system and is allocated at 

position j , Lji ≤≤≤1 . So, the probabilities that position i , )1( Li ≤≤ , in the system is 

occupied by a packet from Class-1 and Class-2, noted as 1
im  and 2

im , can be derived as 

follows, respectively: 
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Based on c
im  )2,1( =c , the probabilities, c

ip  and c
ibp , that there are i  packets from 

Class-c in the system and in the buffer can be derived, respectively, according to the 

method used in Section 3.3.1. So the mean number of packets from Class- c  ( 2,1=c ) in the 

system and in the buffer can be calculated and simplified as:  
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Let us now move onto the derivation of other marginal performance metrics. 

Throughput is commonly defined as the average transition rate at which packets go through 

the system in the steady state. For a system in the steady state, the average arrival rate 

equals to its throughput. So the marginal throughput of each class can be expressed as:.  
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Again, expressions for the marginal mean response time and mean queueing delay can 

be derived using Little’s Law [1], respectively. 

c

c
c

T
LR =  (5.23) 

c

c
bc

T

L
D =  (5.24) 

The ratio of the current average packet loss rate of Class-c to its original average 

arrival rate is the instant probability of packet loss for Class-c. The average packet loss rate 

can be approximated using the difference between the average arrival rate cλ  and the 

marginal throughput for Class-c. So the marginal packet loss probability can be solved. 
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5.3 Model Validation 

With the aim of validating the accuracy of the analytical model, a discrete-event simulator 

has been developed using JAVA programming. Numerous validation experiments have 

been carried out for different combinations of the system capacity, mean service rate, mean 

arrival rate of Class-2 non-bursty traffic and MMPP-2 input traffic. Specifically, this 

section presents the results of the derived aggregate and marginal performance metrics for 

the following five different scenarios described in Table 5.1. The performance results 

obtained from simulation experiments are illustrated and compared to analytical results in 

Figures 5.4-5.10. The comparison shows close consistence between simulation results with 

those obtained from the analytical model. This observation illustrates that the proposed 

models are very accurate in calculating various performance metrics and examining the 

performance of AQM under heterogeneous traffic. 

 1λ  2λ  1δ  2δ  λ  µ  L  1th  2th  
S-5.3.I 1 1 0.3 0.4 1 3 6 2 3 
S-5.3.II 5 12 0.6 0.19 20 35 13 5 9 
S-5.3.III 9 3 0.2 0.9 13 28 22 8 10 
S-5.3.IV 6 28 0.27 0.7 6 23 37 11 24 
S-5.3.V 17 4 0.84 0.56 2 16 54 13 42 

Table 5.1. The parameter settings corresponding to five scenarios. 
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Figure 5.4.  Aggregate utilization vs five different scenarios 
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Figure 5.5.  Mean number of packets in the system vs five different scenarios 
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Figure 5.6.  Mean number of packets in the queue vs five different scenarios 
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Figure 5.7.  Throughput vs five different scenarios 
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Figure 5.8.  Mean response time vs five different scenarios 
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Figure 5.9.  Mean queueing delay vs five different scenarios 
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Figure 5.10.  Packet loss probability vs five different scenarios 

5.4 Performance Analysis 

This section will use the above derived analytical model to investigate the aggregate and 

marginal performance of AQM, including utilization, throughput, mean queueing delay and 

packet loss probability, under varying threshold value, as well as working under different 

degrees of burstiness, correlation and rate of Class-1 traffic. In the following analysis, the 

value of the system capacity L  is set to be 20. To focus on the effects of one threshold (i.e., 

1th ), the other threshold (i.e., 2th ) is set to the buffer capacity in this experiment. 

Meanwhile the value of the first threshold 1th  varies from 1 to 19. Additionally, different 

values of the SCV and 1-step autocorrelation coefficient of MMPP-2 traffic based on Eqs. 

4.7-4.8 in Section 4.2 are set to be )100,5(2 =c  and )35.0,01.0(1 =r , respectively. We can 

obtain the parameters of the MMPP-2 traffic by assuming 21 δδ =  and keeping the average 

arrival rate of the MMPP-2 traffic, 1λ , constant at 5 and 10, respectively. Table 5.2 below 



 85 

presents the various combinations of 1λ , 2c  and 1r  as well as the parameters of the 

corresponding MMPP-2 traffic. The arrivals of Class-2 traffic follow a Poisson process 

with a mean arrival rate 5.7=λ . In order to make sure that the queueing system works 

under a stable state, the mean service rate µ  is set to 20 (i.e., to ensure that µ   is larger 

than the aggregate average traffic arrival rate λλ +1 . 

 1λ  ( 1
2 , rc ) 1λ  2λ  21 δδ =  

5 (5, 0.01) 0.03096005 9.96903995 1.203703704 
5 (5, 0.35) 0.829711719 9.170288281 0.108695652 
5 (100, 0.01) 0.0619201 19.9380799 2.407407407 
5 (100, 0.35) 1.659423438 18.34057656 0.217391304 
10 (5, 0.01) 0.001019992 9.998980008 0.049464559 
10 (5, 0.35) 0.035332565 9.964667435 0.014586058 
10 (100, 0.01) 0.002039984 19.99796002 0.098929118 
10 (100, 0.35) 0.070665129 19.92933487 0.029172115 

Table 5.2. The various combinations of 1λ , 2c and 1r  as well as the parameters of the 
corresponding MMPP-2 traffic. 

Firstly, let us analyze the effects of varying 1th , 1λ , 2c  and 1r  on the aggregate 

performance metrics aforementioned, respectively. Figures 5.11-5.14 demonstrate the 

utilization, throughput, mean queueing delay and packet loss probability versus threshold 

1th  with different combinations of values of 2c , 1r  and 1λ , respectively. It is clear that as 

the rate of Class-1 traffic increases, more Class-1 packets are generated for competing for 

the system resouces (i.e., the server and the buffer). As a result, the utilization, throughput, 

mean queueing delay and loss probability are larger when 101 =λ  than those when 51 =λ . 

Moreover, these figures depict that high burstiness and correlation of Class-1 traffic results 

in the low utilization and throughput but long mean queueing delay and large packet loss 
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probability when the other parameter settings remain unchanged. Such trends become more 

remarkable when the average arrival rate of Class-1 traffic is higher. 

In addition, the effects of threshold 1th  on these performance metrics are less intuitive 

as the variation of the threshold affects not only the average arrival rate but also the 

burstiness and correlation of Class-1 traffic. Because a large threshold 1th  gives rise to a 

high average arrival rate, burstiness and correlation of Class-1 traffic, it can be easily 

observed, based on above analysis, that the aggregate mean queueing delay increases with 

the growth of threshold 1th  as shown in Figure 5.13. Although both a large average arrival 

rate and a high burstiness/correlation of Class-1 traffic result in more packets to be lost due 

to buffer overflow, the increase of threshold 1th  reduces the aggregate packet loss 

probability. The reason is that the number of dropped packets decreases greatly as the 

threshold increases. However, because the increases of average arrival rate and 

burstiness/correlation of Class-1 traffic have the opposite impacts on the aggregate 

utilization and throughput, the effects of threshold 1th  depend on which could play a 

significant role. Specifically, Figures 5.11 and 5.12 illustrates that the aggregate utilization 

and throughput increase as threshold 1th  rises, which states that the impact of the 

corresponding variation of the average arrival rate of Class-1 traffic plays a dominate role. 

Apart from these fundamental issues, Figures 5.11-5.14 also exhibit different impact 

strengthes of threshold 1th  combined with various values of mean arrival rate, burstiness 

and correlation of Class-1 traffic. For instance, when the burstiness of Class-1 traffic is low 

(i.e., 52 =c ), the aggregate utilization, throughput and packet loss probability with a higher 
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average arrival rate of Class-1 traffic (i.e., 101 =λ ) increase more sharply as the threshold 

rises than those with a low traffic rate (i.e., 51 =λ ), meanwhile, the effect of the threshold 

on the mean queueing delay when 101 =λ  is more remarkable than those when 51 =λ  

regardless of burstiness.  
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Figure 5.11.  Aggregate utilization vs 1th  with different values of 2c , 1r  and mean arrival 
rate of Class-1 traffic. 
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Figure 5.12.  Aggregate throughput vs 1th  with different values of 2c , 1r  and mean arrival 
rate of Class-1 traffic. 
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Figure 5.13.  Aggregate mean queueing delay vs 1th  with different values of 2c , 1r  and 
mean arrival rate of Class-1 traffic. 
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Figure 5.14.  Aggregate packet loss probability vs 1th  with different values of 2c , 1r  and 
mean arrival rate of Class-1 traffic. 



 89 

Secondly, the variation of the marginal performance metics for Class-1 traffic with 

different values of 1th , 1λ , 2c  and 1r  are evaluated as follows. The marginal throughput, 

mean queueing delay and packet loss probability for Class-1 traffic have been shown in 

Figures 5.15-5.17, respectively. We can find from these figures that a large average arrival 

rate of Class-1 traffic results in high marginal throughput, packet loss probability and long 

mean queueing delay for Class-1. Also, these figures illustrate that increasing the degrees 

of burstiness and correlation could reduce the marginal throughput for Class-1 traffic, 

lengthen the marginal mean queueing delay and raise the packet loss probability for Class-1 

traffic. Moreover, the effects of threshold 1th  on these marginal performance metrics for 

Class-1 traffic are also quite similar to those on the aggregate performance metrics. The 

marginal throughput and mean queueing delay for Class-1 increases but the marginal 

packet loss probability for Class-1 decreases as a result of the growth of the threshold. In 

particular, if the average arrival rate of Class-1 traffic is high, the marginal throughput and 

packet loss probability vary more sharply when threshold 1th  is greater than 16. Besides, 

the effect of the threshold on the marginal mean queueing delay becomes more significant 

when Class-1 traffic is generated at a higher average arrival rate or with a stronger 

burtiness/correlation. On the other hand, Figures 5.15 and 5.17 reveal respectively that the 

variation of the marginal throughput and packet loss probability for Class-1 as the threshold 

changes are more remarkable when the average arrival rate is high (i.e., 101 =λ ). However, 

if the average arrival rate of Class-1 traffic is low, the variation of these two marginal 

performance metrics resulted from varying threshold 1th  when the traffic burstiness is high 
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(i.e., 1002 =c ) are more remarkable than those when the traffic burstiness is low (i.e., 

52 =c ). Otherwise, these variations when 2c  is low are more remarkable than those when 

2c  is high.  
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Figure 5.15.  Marginal throughput of Class-1 vs 1th  with different values of 2c , 1r  and 
mean arrival rate of Class-1 traffic. 
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Figure 5.16.  Marginal mean queueing delay of Class-1 vs 1th  with different values of 2c , 

1r  and mean arrival rate of Class-1 traffic. 
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Figure 5.17.  Marginal packet loss probability of Class-1 vs 1th  with different values of 2c , 

1r  and mean arrival rate of Class-1 traffic. 

Finally, the last three figures present the marginal throughput, mean queueing delay 

and packet loss probability against varying threshold 1th  combined with different 

burstiness, correlation and arrival rate of Class-1 traffic. As the average arrival rate of 

Class-1 traffic increases, more Class-1 packets compete with Class-2 packets for the system 

resources. Consequently, all marginal performance metrics for Class-2 are seriously 

degraded. Moreover, it can be intuitively observed from Figures 5.18-5.20 that the high 

traffic burstiness and correlation give rise to a low marginal throughput, long mean 

queueing delay and large packet loss probability of Class-2. Again, high burstiness affects 

these marginal performance metrics of Class-2 more remarkably when the traffic 

correlation is low, and vice versa. A high traffic rate 1λ  is capable of further strengthening 

the impact of traffic burstiness and correlation on these marginal performance metrics of 

Class-2 traffic. Additionally, Figures 5.18 and 5.20 indicate that the marginal throughput 



 92 

decreases and packet loss probability increases accompanying the growth of threshold 1th , 

respectively. Also, these figures illustrate the significant effects of traffic rate, burstiness 

and correlation on the two performance metrics when the threshold is big. Figure 5.19 

depicts that the marginal mean queueing delay of Class-2 with a low average arrival rate of 

Class-1 1λ  increases as the threshold rises, while the delay with a high 1λ  increases firstly 

and then decreases as the threshold grows.    
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Figure 5.18.  Marginal throughput of Class-2 vs 1th  with different values of 2c , 1r  and 
mean arrival rate of Class-1 traffic. 
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Figure 5.19.  Marginal mean queueing delay of Class-2 vs 1th  with different values of 2c , 

1r  and mean arrival rate of Class-1 traffic. 
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Figure 5.20.  Marginal packet loss probability of Class-2 vs 1th  with different values of 2c , 

1r  and mean arrival rate of Class-1 traffic. 
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5.5 Summary 

In this chapter, an analytical model has been developed and validated for evaluating the 

performance measures of a queueing system with two individual thresholds subject to 

heterogeneous traffic in an AQM-enabled router. This study has modeled the data and voice 

sources, respectively, by non-bursty Poisson Process and bursty MMPP Process. We have 

derived the expressions for the aggregate and marginal performance metrics including the 

utilization, throughput, mean numbers of packets in the system and buffer, mean response 

time, mean queueing delay and packet loss probability. The accuracy of the model in 

examining the performance of the AQM mechanism under heterogeneous traffic and 

calculating various performance metrics has been demonstrated by comparing analytical 

against simulation results. The model has been adopted to evaluate the impact of 

parameters related to Class-1 traffic, including the average arrival rate, burstiness, 

correlation and its threshold, on the aggregate and marginal utilization, throughput, mean 

queueing delay and packet loss probability.   

Analytical results have shown that, all aggregate and marginal performance metrics 

change significantly as the average arrival rate of Class-1 traffic varies. For instance, as the 

traffic rate increases, the marginal performance metrics for Class-2 are degraded 

substantially. While a high traffic rate is capable of decreasing aggregate packet loss 

probability and the marginal one for Class-1 as well as increasing all other performance 

metrics. Moreover, the detrimental effects of traffic burstiness and correlation on all 

performance metrics have been clearly observed and reported. Finally, we analyze the 

uncertainty effects of the threshold assigned to Class-1 traffic on all performance metrics. 
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To this end, the performance evaluation of the proposed analytical model aids to find the 

best threshold settings and drop probability to suit a given situation; i.e., to give an 

appropriate trade-off between delay and packet loss probability. So settings of these 

parameters thus can be chosen to suit the type of service required. For example, real-time 

services like voice require low delay, while data services require low packet loss. 
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Chapter 6 

Performance Modeling and Analysis of Priority-Based 

AQM with Heterogeneous Traffic 

6.1 Introduction 

AQM coupled with differentiated scheduling mechanism is an important and promising 

scheme for congestion control and QoS guarantee in communication networks. It is known 

that the non-responsive flows with which AQM is unable to cope can be regulated by 

effective scheduling schemes which decides on the sending order of packets in order to 

satisfy the QoS requirements, such as latency and fairness. The models and techniques of 

packet scheduling for differentiated services have been extensively studied [88-89]. Few 

research efforts [90-91] were devoted to investigating performance of AQM with 

scheduling scheme through simulation results. Due to the lack of comprehensive and 

analytical performance evaluation of AQM congestion control with scheduling scheme, this 

study develops an analytical model to investigate the performance of AQM with Pre-

emptive Resume (PR) scheduling scheme in the presence of heterogeneous network traffic. 

This chapter evaluates the performance for AQM with PR scheme subject to 

heterogeneous bursty traffic modelled by bursty MMPP and non-bursty Poisson traffic. 

Individual thresholds for each traffic class and PR priority scheduling mechanism are 

adopted to control traffic injection rate and support differential QoS. Two analytical models 

are proposed for the priority-based AQM system with single queue and multiple class-
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based queues, respectively. This chapter presents the derivations and the expressions of the 

key aggregate and marginal performance metrics for these two systems. The credibility of 

the model is demonstrated by comparing the analytic results with those obtained through 

extensive simulation experiments. The first model to be developed is used to compare with 

that developed in Chapter 5 with the aim of investigating the effects of PR scheduling 

scheme. Then, the second model is adopted to analyse the AQM performance with multiple 

priority classes-based queues. 

6.2 Priority-based AQM with Single Buffer 

6.2.1 System Description 

Figure 6.1 shows the model of a single-server preemptive priority queue with AQM scheme 

under two classes of traffic. Different from Chapter 5, two different traffic priority classes 

are considered here: Class-1 traffic has the higher priority than Class-2 traffic. The PR 

priority scheduling scheme enables an arriving Class-1 packets to pre-empty the Class-2 

message which is currently occupying the server. The pre-empted Class-2 packet resumes 

its processing soon after the service of the Class-1 packets is complete. AQM scheme sets a 

single fixed threshold for each traffic class in order to inform the corresponding traffic 

source of the incipient state of congestion. That is, the system may reject an arriving packet 

from Class-c )2,1( =c  according to a dropping probability if the current queue length 

exceeds the threshold value c
bth . The dropping probability increases linearly from 0 to 1 as 

the queue length increases from 1−c
bth  to the buffer capacity. 
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Figure 6.1.  A Model of [MMPP-2][M]/M/1/K/th1/th2 Queueing System with PR scheme 

6.2.2 Analytical Model 

The arrivals of Class-1 traffic (bursty traffic) follow an MMPP-2 with the infinitesimal 
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Λ . The arrivals of Class-

2 (non-bursty traffic) follow a Poisson process with the average arrival rate λ . The service 

time of Class-c )2 ,1( =c  traffic is exponentially distributed with mean cµ1 , respectively. 

The system capacity is 1+= KL , where K  is the buffer size. With these assumptions, this 

priority queueing system is represented using the state transition rate diagram as shown in 

Figure 6.2. The three-dimensional Markov chain is constructed from two 2-dimensional 

Markov chains with one in the front layer and the other in the back (shaded) layer. The 

transition between the corresponding states from one layer to the other represents the 

transition probability between two states of MMPP-2. 
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Figure 6.2.  State transition rate diagram of the three-dimensional Markov chain for AQM 

scheme with PR scheduling mechanism and a single queue for two-class traffic. 
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),,( sji  to ),,1,( sji +  )2,1,0( =<+≤ sLji  imply that a packet from Class-1 and Class-2 

traffic enters into the system, respectively. The transition rate out of State ),,( sji  to 

),,,1( sji +  )2,1 ,0( 1 =<+≤ sthji , is sλ  because no packets arriving from Class-1 are 

dropped before the instantaneous queue length exceeds threshold 1th . However, when the 

instantaneous queue length exceeds threshold 1th , i.e., when the system is at State ),,( sji , 

)2,1 ,( 1 =<+≤ sLjith , the probability that the arrivals of Class-1 traffic are allowed to 

enter into the system is denoted 1
jir + . As a result, the actual arrival rate of Class-1 traffic is 

reduced to sjir λ1
+  from sλ  at state s  of the MMPP. Furthermore, when the system is at 

State ),,( sji , )2,1,( 2 =≤+≤ sLjith , the actual arrival rate of Class-2 traffic is reduced to 

λ2
jir +  from λ . As the packet dropping process can be viewed as a decrease of the arriving 

rate, the probability 1
jir +  is given by: 

)2,1,0(1 =≤+≤−= ++ cLjidr c
ji

c
ji  (6.1) 

 where the dropping probability c
jid +  is expressed as 


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
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≤+≤

<+≤
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+−++ Ljith

thji
d

cthL
thji

cc
ji

c

c       )(

0                      0

1
1  (6.2) 

Finally, the rate out of State ),,( sji  to ),,1( sji −  ),2,1,0 ,1( =−≤≤≤≤ siLjLi  is equal to 

the service rate of Class-1 traffic, 1µ . Class-2 packets can get service if and only if there is 

no Class-1 packet in the system. Therefore, the rate out of State ),,0( sj  to ),1,0( sj −  
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),2,1,1( =≤≤ sLj  is equal to the Class-2 traffic service rate, 2µ . It is worth noting that the 

analytical model is developed in a general way by considering different service rates for 

two traffic classes.  

The join state probability, ijsp , in the three-dimensional Markov chain can be solved 

using the method reported in [15]. Let P  be the steady-state probability vector of this 

Markov chain, ),,,,,,,,,,,,( 10010111010010000010100000 LLLL pppppppppp =P . 

The infinitesimal generator matrix Z  of this Markov chain is of size ×+×+ ))2()1(( LL  

))2()1(( +×+ LL . The steady-state probability vector P  satisfies the following equations 





=
=
1Pe
0PZ

 (6.3) 

where T)1 ,  ,1 ,1( ⋅⋅⋅=e  is a unit column vector of length 1))2()1(( ×+×+ LL . Solving 

Equation (6.3) using the approach presented in [15] yields the steady-state probability 

vector P  as 

1)( −+−= eαXΙαP   (6.4) 

where matrix β/QΙX += , }min{ iiQ≤β and α  is an arbitrary row vector of X . 

The aggregate and marginal state probabilities, mp  and c
mp , that m  packets are in the 

system and that m  packets of Class-c are in the system can be calculated based on the 

solved join state probability ijsp  as below, respectively. 
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Furthermore, the expressions of other two state probabilities mbp  and c
mbp , that m  

packets are in the buffer and that m  packets of Class-c are in the buffer, can be found as 

follows, respectively. 
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All these joint, aggregate and marginal state probabilities are useful for the following 

derivation of the aggregate and marginal performance metrics, respectively. 

6.2.3 Performance Measures 

This section derives the analytical expressions that estimate the aggregate and marginal 

performance metrics including utilization, throughput, mean number of packets in the 
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system and buffer, response time, queueing delay, packet loss probability as well as 

fairness. 

The system utilization is equal to the probability that the server is busy.  As the server 

is engaged as long as the number of packets in the system is not zero, the system utilization 

can be written as 

01 p−=ρ  (6.9) 

With the known aggregate and marginal state probabilities mp , c
mp , mbp  and c

mbp , 

the aggregate mean number of packets in the system and buffer, L  and bL , as well as the 

marginal mean number of Class-c packets in the system and buffer, cL  and c
bL  can be 

calculated as follows, respectively. 
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Throughput is commonly defined as the average rate at which packets go through the 

system in the steady state. The aggregate throughput is equal to the addition of two 

marginal throughputs.  



 104 











=∑ ∑×

=∑×

=

= =

=

2    

1              

1

1

0
02

1

1
1

cp

cp
T

L

j s
js

L

i
i

c

µ

µ
 (6.14) 

∑=
=

2

1c

cTT  (6.15) 

Little’s Law [75] is adopted to calculate the aggregate and marginal mean response 

time ( R , cR ) and queueing delay ( D , cD ). 

T
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As for a stable queueing system, the packet loss probability is the ratio of the average 

packet loss rate, calculated as the difference between the average arrival rate and the 

throughput, to the corresponding original average arrival rate. The average arrival rate, cλ  

)2 ,1( =c , of Class-c traffic can be given by 
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The aggregate average arrival rate equals to 21 λλ + . Therefore, the expressions of the 

aggregate packet loss probability and the marginal one for class-c are provided as below, 

respectively. 
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Finally, we adopt Jain’s fairness index [92] to calculate the fairness of the two classes 

of traffic in the system as follows 
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6.2.4 Performance Comparison between AQM and Priority-based AQM 

This section briefly investigates the effects of threshold, bursty traffic on the 

aforementioned aggregate and marginal system performance and compares AQM 

performance combined with the PR scheduling and that with FIFO scheduling scheme (c.f. 

Chapter 5). Meanwhile, the accuracy of the proposed analytical model is demonstrated. The 

performance results obtained from simulation experiments are illustrated and compared to 

analytical results in all the following figures. A perfect match is shown between the 

analytical and simulation results. This observation illustrates that the proposed model is 
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very accurate in calculating various performance metrics and examining the performance of 

the AQM mechanism combined with PR scheduling scheme under heterogeneous traffic. 

This section presents the aggregate and marginal performance results shown in all 

figures below for the following scenario:  The buffer capacity is assumed to be 10. 

Threshold 2th  is set to be 10, while threshold 1th  varies from 1 to 10. To investigate the 

priority-based AQM performance under non-bursty and bursty traffic, bursty Class-1 traffic 

is generated by an MMPP-2 model with the infinitesimal generated 







−

−
=

1.01.0
1.01.0

Q  and 

rate matrix 







=

190
01

Λ ; meanwhile, non-bursty Class-1 traffic is generated by an MMPP-

2 model with 







−

−
=

1.01.0
1.01.0

Q  and 







=

100
010

Λ . It is noticeable that the MMPP-2 to 

model Class-1 traffic degrades to non-bursty Possion process as its arrival rates at different 

states are identical. Class-2 traffic is generated by a Poisson process with the average 

arrival rate 10=λ . Two classes of traffic are served with the mean rate 23=µ  in order to 

make certain that queueing system is stable.  

 Aggregate performance metrics 

Figures 6.3-6.7 demonstrate the aggregate utilization, throughput, mean response time, 

mean queueing delay and packet loss probability against different values of thresholds 1th  

under FIFO or PR scheduling subject to non-bursty or bursty traffic, respectively. Due to 

the identical average arrival rates of two classes (i.e., 10=cλ ) as well as the identical mean 

service rate (i.e., µµµ == 21 ), it is easily understandable that the aggregate AQM 



 107 

performance are unaffected by different scheduling schemes: FIFO and PR. The rest 

focuses on analysis and comparison of the effects of threshold and bursty traffic on the 

these aggregate performance metrics with FIFO and PR scheduling schemes. 
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Figure 6.3.  Utilization vs 1th  with various combinations of scheduling schemes and non-

bursty or bursty Class-1 traffic 
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Figure 6.4.  Throughput vs 1th  with various combinations of scheduling schemes and non-
bursty or bursty Class-1 traffic 
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As shown in the above two figures, bursty traffic greatly reduces the utilization and 

system throughput and more remarkable reduction is demonstrated when 1th  increases. 

Furthermore, utilization and throughput increase with the growth of the threshold value as 

more Class-1 traffic can be injected into the system. The figures also demonstrate that a bit 

more sharp increase in utilization and throughput with the rise of threshold value when non-

burst traffic is taken into account, respectively. Figures 6.5-6.6 depict that a large threshold 

value results in a high mean response time and long queueing delay, respectively. It can 

also be found that bursty traffic causes an increase in the response time and delay. 

Specifically, the response time and queueing delay increase more sharply with bursty traffic 

as the threshold value rises.  
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Figure 6.5.  Mean response time vs 1th  with various combinations of scheduling schemes 

and non-bursty or bursty Class-1 traffic 
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Figure 6.6.  Mean queueing delay vs 1th  with various combinations of scheduling schemes 

and non-bursty or bursty Class-1 traffic 
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Figure 6.7.  Packet loss probability vs 1th  with various combinations of scheduling 

schemes and non-bursty or bursty Class-1 traffic 

Figure 6.7 illustrates that both bursty traffic and a smaller threshold value can increase 

the packet loss probability. The difference between the packet loss probability with bursty 

traffic and that with non-bursty traffic becomes increasingly obvious as the threshold varies 

from 1 to 10. It is because that the growth of threshold value enables the system to absorb 
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more arriving packets and, consequently, increases the burstiness degree of traffic injection 

into the system. 

 Marginal performance metrics 

We proceed to evaluate the marginal performance, including the throughput, mean 

response time, queueing delay, packet loss probability and fairness, of AQM coupled with 

PR scheduling scheme. As the average arrival rates and mean service rates of two classes of 

traffic are assumed to be identical respectively, adjusting the departure order of packets is 

unable to change the rate that traffic flow goes through the system. Therefore, as shown in 

Figures 6.8-6.11, AQM coupled with PR scheme results in the same marginal throughput 

and packet loss probability as AQM with FIFO does, respectively. It is clear that bursty 

traffic decreases marginal throughput but increases marginal packet loss probability. On the 

other hand, the throughput for Class-1 increases but that for Class-2 decreases as the 

threshold 1th  rises. While the packet loss probability for Class-1 decreases and that for 

Class-2 increases with the growth of 1th . Figures 6.8 and 6.10 represent that the differences 

between the throughputs as well as the packet loss probabilities for Class-1 with non-bursty 

and bursty traffic are quite even when the threshold 1th  varies, respectively. However, an 

increase in threshold 1th  is capable of enlarging the differences between the throughput as 

well as the packet loss probabilitiy for Class-2 with non-bursty and bursty traffic, 

respectively. Additionally, Figure 6.12 demonstrates that fairness between two traffic 

classes increases as 1th  rises and it increases more sharply especially with bursty traffic. It 

is also clear that a better fairness is achieved under non-bursty traffic. 
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Figure 6.8.  Throughput for Class-1 vs 1th  with various combinations of scheduling 

schemes and non-bursty or bursty Class-1 traffic 
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Figure 6.9.  Throughput for Class-2 vs 1th  with various combinations of scheduling 

schemes and non-bursty or bursty Class-1 traffic 
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Figure 6.10.  Packet loss probability for Class-1 vs 1th  with various combinations of 

scheduling schemes and non-bursty or bursty Class-1 traffic 
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Figure 6.11.  Packet loss probability for Class-2 vs 1th  with various combinations of 

scheduling schemes and non-bursty or bursty Class-1 traffic 
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Figure 6.12.  Fairness vs 1th  with various combinations of scheduling schemes and non-

bursty or bursty Class-1 traffic 

Figures 6.13-6.14 show that PR scheduling scheme controls the mean response time 

and queueing delay for Class-1 traffic better than FIFO. The reason is that PR guarantees 

strict priority to Class-1 traffic and consequently maintains the mean number of Class-1 

packets in the system or buffer quite small. Moreover, the mean response time and 

queueing delay for Class-1 increase with a rising threshold value and a more apparent 

increasing trend can be found when the FIFO scheme is adopted. In addition, bursty traffic 

enables response time and queueing delay for Class-1 to increase. It can also be seen from 

these two figures, respectively, that effects of bursty traffic are greater with the FIFO 

scheme than PR.  On the other hand, Figures 6.15-6.16 demonstrate the variation of mean 

response time and qeueueing delay for Class-2 against threshold 1th  under different 

considerations of scheduling scheme and bursty traffic. Adoption of PR scheme increases 

the mean response time and queueing delay for Class-2 as the cost of reducing the 

corresponding performance metrics for Class-1. It is easily understandable that bursty 
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traffic and an increasing threshold value result in a growth of response time and delay for 

Class-2. Different from the aforementioned analysis for Class-1, these two figures illustrate, 

respectively, more remarkable impact of threshold and bursty traffic on response time and 

queueing delay for Class-2 with PR scheme than FIFO. This is because that the PR scheme 

forces Class-2 packets to stay queued for a longer time, as a result, which highlights the 

influence of other factors, such as threshold and bursty traffic. 
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Figure 6.13.  Mean response time for Class-1 vs 1th  with various combinations of 

scheduling schemes and non-bursty or bursty Class-1 traffic 
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Figure 6.14.  Mean queueing delay for Class-1 vs 1th  with various combinations of 

scheduling schemes and non-bursty or bursty Class-1 traffic 
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Figure 6.15.  Mean response time for Class-2 vs 1th  with various combinations of 

scheduling schemes and non-bursty or bursty Class-1 traffic 
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Figure 6.16.  Mean queueing delay for Class-2 vs 1th  with various combinations of 

scheduling schemes and non-bursty or bursty Class-1 traffic 

6.3 Priority-Based AQM with Multiple Queues 

6.3.1 System Description 

We consider a stable single server queueing system for two separate buffers in an AQM-

enabled router as shown in Figure 6.17 where two priority classes of traffic wait for service 

at two separate finite queues, respectively. AQM scheme sets a single fixed threshold for 

each queue in order to control the actual rates of the corresponding traffic class injected 

into the system. When the current number, i , of Class-c )2,1( =c  packets in its queue 

reaches the corresponding threshold, c
bth , the forthcoming packets of this traffic class can 

be dropped randomly depending on the dropping probability which increases linearly from 

0 to 1 as i  increases from )1( −c
bth  to the queue capacity. In addition, the PR priority 
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scheduling mechanism is used to guarantee the high priority for bursty traffic over the non-

bursty traffic. 

 
Figure 6.17.  A Model of [MMPP-2][M]/M/1/K1/K2/th1/th2 Queueing System with PR 

scheme 

6.3.2 Analytical Model 

Similar to the assumptions in Section 6.2.2, an MMPP-2 model characterized by 
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Λ  and a Poisson model with the average arrival 

rate λ  are adopted to capture the arrivals of Class-1 (bursty traffic) and Class-2 (non-bursty 

traffic), respectively. The service time of Class-c )2 ,1( =c  traffic is exponentially 

distributed with mean cµ1 . cK  denotes the buffer size accommodating Class-c traffic.  

Figure 6.18 shows the state transition diagram for this multiple-queue single-server 

system. Again, a three-dimensional Markov chain is constructed from two 2-dimensional 

Markov chains with one in the front layer and the other in the back (shaded) layer. State 

),,( sji   1,2)s ,0 ,0( 21 =≤≤≤≤ LjLi  corresponds to the situation where there are i  and j  

packets of Class-1 and Class-2 , respectively, in the system and MMPP-2 is at state s . All 

states, ),,0( 2 sL  and ),,( 2 sKi ,  1,2)s ,1( 1 =≤≤ Li , on the bottom edge of the Markov 
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chain  reflect the fact that the server can be occupied by Class-2 traffic if and only if there 

is no Class-1 packets in the system. The transitions from State ),,( sji  to ),,1( sji + , 

),2,1,0 ,0( 21 =≤≤<≤ sKjLi  and from State ),,( sji  to ),,1,( sji +  

)2,1,0 ,0( 21 =<≤≤≤ sLjLi  imply that a packet from Class-1 and Class-2 traffic enters 

into the system, respectively. Particularly, when the system is at State ),,0( 2 sL   1,2)s( = , 

the arrival of Class-1 packets still enables the system to immediately pre-empt the service 

to a Class-2 packet and put the pre-empted packet at the head of the Queue 2. Naturally, 

one packet (i.e., the one at the tail-end of the Queue 2) has to be discarded due to the space 

limitation.  

The transition rate out of State ),,( sji  to ),,,1( sji +  )2,1,0 ,0( 21 =≤≤<≤ sLjthi , is 

sλ  because no packets arriving from Class-1 are dropped before the number of its packets 

exceeds 1th . However, when the number of Class-1 packets in the system exceeds 

threshold 1th , i.e., when the system is at State ),,( sji , )2,1,0 ,( 211 =≤≤≤≤ sKjLith , the 

probability that the arrivals of Class-1 traffic are allowed to enter into the system is 1
ir . As 

a result, the actual arrival rate of Class-1 traffic is reduced to sir λ1  from sλ  at state s  of the 

MMPP. Furthermore, when the system is at State ),,( sji , ,1( 1Li ≤≤   

)2,1 ,22 =<≤ sKjth , the actual arrival rate of Class-2 traffic is reduced to λ2
jr  from λ .  
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Figure 6.18.  State transition rate diagram of the three-dimensional Markov chain for AQM 

scheme with PR scheduling mechanism and multiple classes-based queue for two-class traffic. 

Meanwhile, when the system is at State ),,0( sj  )2,1 ,1( 22 =<≤+ sLjth , the actual arrival 

rate of Class-2 traffic is reduced to λ2
1−jr  from λ  in that the server is occupied by Class-2 

2δ
 

2
1

1
λthd  

λ2
12−Ld

 

λ2
12−Ld

 

2δ
 

λ2
2thd

 

λ2
22−Ld

 

λ2
12−Ld

 
 0, L2, 1 

2
1

11
λ−Ld  

2
1

11
λ−Ld  

1µ
 

1
1

1
λthd

 

1µ
 2δ

 λ2
12−Ld

 

1µ
 

2δ
 
λ2

12−Ld  

λ2
12−Ld  λ2

12−Ld  2µ
 λ2

22−Ld

 

1µ
 

1
1

11
λ−Ld

 1µ
 

1λ
 

λ2
12+thd  λ2

12+thd

 
λ2

12+thd  2µ
 λ2

2thd

 

2µ
 

λ2
12+thd

 

λ2
12+thd

 

λ2
12+thd

 

λ2
2thd  λ2

2thd  λ2
2thd  

λ
 

λ
 

1µ
 

2
1

11
λ−Ld  

1µ  1µ
 

1µ
 

1µ
 

1µ
 

1µ
 

1µ
 

1
1

1
λthd

 

2µ
 

λ
 

1λ
 

1µ
 

2µ
 

1λ
 

1δ
 2δ

 1
1

11
λ−Ld  

1λ
   0, 0, 1  L1,0,1 

λ
 

 th1,0,1 

λ
 

λ
 

2
1

11
λ−Ld  

1µ
 

2λ
 

  0, 0, 2 
2λ

 
2λ

 1µ
 

2
1

1
λthd  

1δ
 2δ

 

  1, 0, 2 

1δ
 2δ

 

th1,0,2 

1δ
 2δ

 

 L1,0,2 

1µ
 

1µ
 

1µ
 

1µ
 

1µ
 

1µ
 

1
1

1
λthd

 

2µ
 

1λ
 

1µ
 

1λ
 

2δ
 1

1
11
λ−Ld  

1λ
 

λ
 

λ
 

λ
 

 L1,1,1   1, 1, 1 

1µ
 

2λ
 

2λ
 

2λ
 1µ

 

2
1

1
λthd  

λ
 

1δ
 2δ

 

  1, 1, 2 

1δ
 2δ

 

th1,1,2 

1δ
 2δ

 

 L1,1,2 

λ
 
  0, 1, 1 

λ
 

λ
 

λ
 

1µ
 

2µ
 

λ
 

1µ
 

1µ
 

1µ
 

1µ
 

1
1

1
λthd

 
1λ

 
1µ

 

1δ
 2δ

 1λ
 

1µ
 

2λ
 

 0,th2,2 
2λ

 
2λ

 1µ
 

2
1

1
λthd  

1δ
 

2δ
 

 1,th2,2 

1δ
 2δ

 

th1,th2,2 

1δ
 λ

 

2µ
 λ

 

1δ
 

λ2
2thd

 th1,th2,1 L1,th2,1 

 λ2
2t

d

 

 0,th2,1 

1µ
 

1µ
 

1µ
 

1µ
 

1µ
 2µ

 

1λ
 

1µ
 

2µ
 

1λ
 

1δ
 

2δ
 

1
1

11
λ−Ld

 
1λ

 L1,L2,-1,1 th1,L2-1,1 

2λ
 

0,L2-1,2 
2λ

 
2λ

 
1µ

 1δ
 

1,L2-1,2 

1δ
 

th1,L2-1,2 

1δ
 2δ

 

L1,L2-1,2 

1δ
 2δ

 

2µ
 

 0,L2-11 

1λ  

1λ  

λ2
12−Ld  
  0,L2,2 

1,L2-1,1 

  0, 1, 2 

λ
 

λ2
2thd

  1,th2,1 

L1,th2,2 

 th1,1,1 

  1, 0, 1 



 120 

traffic. The rate reduced probability c
ir  decreases from 1 to 0 along with the growth of the 

number of Class-c packets in the system. 


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
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≤≤−
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ccthL
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cc
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r

ck

c       )(1

0                           1

1
1  (6.24) 

Finally, the rate out of State ),,( sji  to ),,1( sji −  ),2,1,0 ,11( 21 =≤≤+≤≤ sKjLi  is 

equal to the service rate of Class-1 traffic, 1µ . Class-2 packets can get service if and only if 

the queue of Class-1 traffic becomes empty. Therefore, the rate out of State ),,0( sj  to 

),1,0( sj −  ),2,1,1 2 =≤≤ sLj  is equal to the Class-2 traffic service rate, 2µ . The 

transition between the corresponding states from one layer to the other represents the 

transition probability between MMPP-2. 

The join state probability, ijsp , in the three-dimensional Markov chain can be solved 

using the method reported in [15]. Let P  be the steady-state probability vector of this 

Markov chain, ),,,,,,,,,( 2012002110110011001 21212 KLKLL pppppppp =P . The 

infinitesimal generator matrix Z  of this Markov chain is of size ×+×+× ))1)1((2( 21 LL  

))1)1((2( 21 +×+× LL . The steady-state probability vector, P , satisfies the following 

equations 
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=
=
1Pe
0PZ

 (6.25) 
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where T)1 ,  ,1 ,1( ⋅⋅⋅=e  is a unit column vector of length 1))1)1((2( 21 ×+×+× LL . Solving 

Equation (6.25) using the approach presented in [15] yields the steady-state probability 

vector P  as 

1)( −+−= eαXΙαP   (6.26) 

where matrix β/QΙX += , }min{ iiQ≤β and α  is an arbitrary row vector of X . 

The aggregate state probability, mp  )0( 21 KLm +≤≤ , that m  packets are in the 

system is calculated as the sum of all join state probabilities ijsp  satisfying mji =+ . It is 

obvious that the relationship between mp  and the aggregate state probability , mbp , 

)0( 21 KKm +≤≤ , that m  packets are in the two buffers is 
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m
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Moreover, the marginal state probabilities, c
mp  and c

mbp , that i  Class-c packets are in the 

system and in the buffer can also be written as the following two equations, respectively. 



















==∑

≤≤=∑ ∑

≤≤=∑ ∑

==∑ ∑

=

=

= =

= =

= =

2
2

1
0

2
0

2

1

1
0

2

1

0

2

1
0

,2

0,2

1,1

0,1

2

1

2

2

Lmcp

Kmcp

Lmcp

mcp

p

s
sL

L

i s
ims

L

j s
mjs

K

j s
js

c
m  (6.28) 



 122 

 

















≤≤=+∑ ∑

==+∑ ∑

≤≤=

==+

=

+
= =

+
= =

+

2)1(0
1

2

1

)1(0
0

2

1

1
1

)1(

1
1

1
0

1,2

0,2

1,1

0,1

1

1

Kmcpp

mcpp

Kmcp

mcpp

p

sm
L

i s
ims

sm
L

i s
ims

m

c
mb  (6.29) 

6.3.3 Performance Measures 

Based on those joint, aggregate and marginal state probabilities, the analytical expressions 

of most aggregate and marginal performance metrics can be derived in a quite similar way 

as in Section 6.2.3. To avoid redundancies, expressions for these performance metrics 

including utilization ( ρ ), mean number of packets in the system and buffer ( L , cL , bL and 

c
bL ), throughput (T  and cT ), packet loss probability ( PLP  and cPLP ) and fairness ( F ) 

are listed directly as below without the detailed explanation:  
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where, the average arrival rate, cλ )2 ,1( =c , of Class-c traffic can be given by 
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Finally, let us move onto the derivation of expressions for the aggregate and marginal 

mean response time ( R  and cR ) and queueing delay ( D  and cD ). It is noticeable that the 

transition from State ),,0( 2 sL  to ),,1( 2 sK , )2,1( =s , implicitly indicates a packet loss. 

That is, except departures from the server (i.e., throughput), there is the other output in this 

queueing system (i.e., discarding packets from Buffer 2). However, the previous derivation 

of aggregate and marginal mean number of packets in the system and Buffer 2 takes the 

whole system and the buffer into account, respectively. Therefore, the mean number of 

packets not to be discarded in the system or Buffer 2 should be the difference between the 

correspondingly known mean number of packets (i.e., L , 2L , bL  and 2
bL ) and the mean 
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number of discard packets. Then, Little’s Law [75] may be adopted to calculate R , 2R , 

D and 2D . Moreover, discarding packets in Buffer 2 has no effects on the calculation of 

marginal mean response time and queueing delay for Class-1.  
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6.3.4 Performance Comparison between Priority-based AQM with 

Single Queue and Multiple Queues 

This section investigates the performance of AQM coupled with PR priority scheduling 

scheme with multiple class-based queues and compare the priority-based AQM 

performance with single queue and that with multiple queues. A good match between the 

analytical and simulation results shown in all tables below indicates the accuracy of the 

proposed model. To compare multiple queues and single queue system, the total buffer 

capacity is assumed to be 10, as well as the capacity )( 1K  of Queue 1 in the multiple 

queues system varies from 1 to 9 and consequently the capacity )( 12 KKK −=  of Queue 2 

changes from 9 to 1 correspondingly. Both thresholds are allocated at the end of the queue 

in order to focus on the performance comparison between single and multiple queues 
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system. Two scenarios are generated as follows with the consideration of different 

relationships between mean arrival rates of each class. In Scenario S-6.3.I, the mean arrival 

rate of Class-1 traffic is lower than that of Class-2 and reversely in Scenario S-6.3.II. For 

instance, Class-1 traffic in Scenario S-6.3.I is generated by an MMPP-2 model with the 

infinitesimal generated 







−

−
=

1.01.0
1.01.0

Q  and rate matrix 







=

50
05

Λ ; while Class-1 traffic 

in Scenario S-6.3.II is generated with 







−

−
=

1.01.0
1.01.0

Q  and 







=

150
015

Λ ; moreover, in 

both scenarios, Class-2 traffic is generated by a Poisson process with the average arrival 

rate 10=λ . Two classes of traffic are served with the mean rate 26=µ  in order to make 

certain that queueing system is stable.  

Table 6.1 lists all analytical and simulation results of Class-1 performance metrics, 

including throughput, packet loss probability, mean response time and queueing delay, of 

two different queueing systems under two scenarios. In both scenarios, improved 

performance aforementioned for Class-1 can be achieved by splitting into two queues and 

adjusting each queue capacity compared with single queue system. For example, in 

Scenario S-6.3.I, higher throughput and less packet loss probability are demonstrated when 

the capacity of Queue 1 1K  is greater than 3 but shortened mean response time and 

queueing delay are generated with 31 1 ≤≤ K . Specifically, mean response time and 

queueing delay for Class-1 are reduced approximately by 4% and 33.3%, respectively when 

11 =K . Class-1 packet loss probability decreases remarkably but Class-1 throughput 

increases extremely slowly with the growth of 1K . So in this case, a good combination of 
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queue capacities (i.e., (3,7)) can be found to provide the smaller mean response time and 

queueing delay and meanwhile guarantee the packet loss probability requirement. Quite 

similar trend of variation in corresponding performance metrics can be viewed in Scenario 

S-6.3.II. The combination of two queues capacities (3,7) enables the improvement of these 

performance metrics. 

  S-6.3.I S-6.3.II 
 A/S 1T  1PLP  1R  1D  1T  1PLP  1R  1D  

(10) 
A 4.995008 0.000998 0.047551 0.00909 14.00172 0.066552 0.075071 0.036609 
S 4.99384 0.001002 0.047543 0.009087 13.99954 0.066609 0.075047 0.036581 

(1,9) 
A 4.849579 0.030084 0.044665 0.006203 12.38575 0.174284 0.052533 0.014071 
S 4.850546 0.030093 0.044662 0.006201 12.38446 0.174279 0.052536 0.014069 

(2,8) 
A 4.971239 0.005752 0.046793 0.008331 13.62957 0.091362 0.063487 0.025025 
S 4.969332 0.005757 0.046793 0.008327 13.62956 0.091353 0.063488 0.025027 

(3,7) 
A 4.994475 0.001105 0.047408 0.008947 14.24895 0.05007 0.071742 0.033281 
S 4.994528 0.00112 0.04741 0.00895 14.24835 0.050102 0.071742 0.033281 

(4,6) 
A 4.998938 0.000212 0.047568 0.009107 14.57887 0.028075 0.077779 0.039317 
S 5.000827 2.12E-04 0.047551 0.009094 14.57767 0.028062 0.077766 0.039309 

(5,5) 
A 4.999796 4.09E-05 0.047607 0.009146 14.76091 0.015939 0.082074 0.043613 
S 4.999807 3.93E-05 0.047587 0.009134 14.76263 0.015935 0.082071 0.043612 

(6,4) 
A 4.999961 7.86E-06 0.047616 0.009155 14.86332 0.009112 0.085057 0.046596 
S 4.999796 8.82E-06 0.047606 0.00915 14.86429 0.00908 0.085005 0.046553 

(7,3) 
A 4.999992 1.51E-06 0.047618 0.009157 14.92156 0.005229 0.087086 0.048624 
S 4.999878 7.80E-07 0.047602 0.009145 14.91882 0.005236 0.087071 0.048612 

(8,2) 
A 4.999999 2.91E-07 0.047619 0.009157 14.95488 0.003008 0.088441 0.049979 
S 4.999609 3.00E-07 0.047619 0.009154 14.95641 0.003003 0.088463 0.050001 

(9,1) 
A 5 5.59E-08 0.047619 0.009157 14.97402 0.001732 0.089332 0.05087 
S 5.00073 1.20E-07 0.047623 0.009159 14.97605 0.001722 0.089278 0.050825 

Table 6.1. Marginal performance metrics for Class-1 with single queue and multiple queues 
system corresponding to two scenarios. 

Table 6.2 illustrates the marginal throughput, packet loss probability, mean response 

time and queueing delay for Class-2 with two scenarios. In both scenarios, throughput 

increases but packet loss probability decreases and mean response time as well as queueing 
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delay increases first and then decrease as 1K  rises. In Scenario S-6.3.I, multiple queues 

system is unable to provide more throughput and less packet loss probability than single 

queue system. Assigning 11 =K  can result in the most closed values of throughput and 

packet loss probability to the corresponding performance in single queue system. 

Moreover, all nine combinations of queues capacities are able to reduce the mean response 

time and queueing delay. Therefore, multiple queues system with 11 =K  can approximately 

achieve the performance generated by a single queue system. In Scenario S-6.3.II, however, 

multiple queues system with 11 =K  increases throughput by 2% and decreases packet loss 

probability, response time and queueing delay by  4%, 3% and 3%, respectively. 

  S-6.3.I S-6.3.II 
Q1 A/S 2T  2PLP  2R  2D  2T  2PLP  2R  2D  

(10) A 9.990016 0.000998 0.111089 0.072627 9.334478 0.066552 0.426722 0.388261 
S 9.989629 0.001 0.111062 0.072602 9.336956 0.066587 0.426892 0.388424 

(1,9) 
A 9.98585 0.001415 0.106839 0.068378 9.599155 0.040085 0.30052 0.262059 
S 9.98634 0.001421 0.106876 0.068412 9.599272 0.040034 0.300381 0.261923 

(2,8) 
A 9.96882 0.003118 0.108888 0.070426 9.099861 0.090014 0.358693 0.320231 
S 9.969551 0.003115 0.108876 0.070413 9.100175 0.090047 0.358602 0.320149 

(3,7) 
A 9.941749 0.005825 0.107992 0.06953 8.629399 0.13706 0.370152 0.331691 
S 9.94196 0.005823 0.108043 0.069576 8.63109 0.136997 0.370049 0.33159 

(4,6) 
A 9.895796 0.01042 0.105706 0.067244 8.203542 0.179646 0.355326 0.316865 
S 9.897383 0.010436 0.105767 0.067302 8.204535 0.179504 0.355163 0.316702 

(5,5) 
A 9.814525 0.018548 0.102087 0.063625 7.787449 0.221255 0.326076 0.287615 
S 9.811198 0.018518 0.102059 0.063601 7.786954 0.22123 0.326003 0.287539 

(6,4) 
A 9.667339 0.033266 0.0967 0.058238 7.331453 0.266855 0.288376 0.249914 
S 9.666987 0.033295 0.096715 0.05825 7.333489 0.266481 0.288128 0.249673 

(7,3) 
A 9.393969 0.060603 0.088846 0.050384 6.767711 0.323229 0.244785 0.206323 
S 9.394843 0.060614 0.088826 0.050368 6.76931 0.322973 0.244634 0.206176 

(8,2) 
A 8.865392 0.113461 0.07753 0.039068 5.98192 0.401808 0.195432 0.156971 
S 8.86401 0.113426 0.077522 0.03906 5.982664 0.401686 0.195405 0.156952 

(9,1) 
A 7.766283 0.223372 0.061025 0.022563 4.717798 0.52822 0.13636 0.097899 
S 7.766867 0.223361 0.061013 0.02256 4.718826 0.528075 0.136306 0.097845 
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Table 6.2. Marginal performance metrics for Class-2 with single queue and multiple queues 
system corresponding to two scenarios. 

Finally, Table 6.3 shows the analytical and simulation results of aggregate performance 

metrics including utilization, throughput, mean response time, packet loss probability and 

fairness. For both scenarios, it can be observed the absolute advantages of multiple queues 

system in terms of mean response time and fairness. That is, the multiple queues system 

with 93 1 ≤≤ K  and with 21 1 ≤≤ K  can achieve better fairness than single queue system in 

two Scenarios, respectively. But no other improved performance metrics can be achieved 

by multiple queues system. Therefore, the best performance results in both scenarios are 

generated by setting 21 =K  and 31 =K , respectively. 

    S-6.3.I S-6.3.II 
  U  T  R  PLP  F  U  T  R  PLP  F  

(10) A 0.5763 14.9850 0.0899 0.0009 0.9 0.8975 23.3362 0.2157 0.0665 0.9615 
S 0.5762 14.9834 0.0898 0.0010 0.8999 0.8976 23.3364 0.2158 0.0666 0.9616 

(1,9) 
A 0.5705 14.8354 0.0865 0.0109 0.8929 0.8455 21.9849 0.1608 0.1206 0.9841 
S 0.5706 14.8368 0.0865 0.0109 0.8930 0.8455 21.9837 0.1607 0.1205 0.9842 

(2,8) 
A 0.5746 14.9400 0.0882 0.0039 0.8993 0.8742 22.7294 0.1816 0.0908 0.9618 
S 0.5746 14.9388 0.0882 0.0039 0.8992 0.8741 22.7297 0.1816 0.0908 0.9618 

(3,7) 
A 0.5744 14.9362 0.0877 0.0042 0.9011 0.8799 22.8783 0.1842 0.0848 0.9431 
S 0.5745 14.9364 0.0877 0.0042 0.9011 0.8799 22.8794 0.1842 0.0848 0.9431 

(4,6) 
A 0.5728 14.8947 0.0861 0.0070 0.9024 0.8762 22.7824 0.1777 0.0887 0.9273 
S 0.5730 14.8982 0.0862 0.0070 0.9025 0.8761 22.7822 0.1776 0.0886 0.9274 

(5,5) 
A 0.5697 14.8143 0.0837 0.0123 0.9044 0.8672 22.5483 0.1663 0.0980 0.9127 
S 0.5695 14.8110 0.0836 0.0123 0.9045 0.8672 22.5495 0.1663 0.0980 0.9126 

(6,4) 
A 0.5641 14.667 0.0799 0.0221 0.9080 0.8536 22.1947 0.1522 0.1122 0.8967 
S 0.5641 14.6667 0.0799 0.0222 0.9080 0.8535 22.1977 0.1521 0.1120 0.8967 

(7,3) 
A 0.5536 14.3939 0.0745 0.0404 0.9147 0.8342 21.6892 0.1362 0.1324 0.8761 
S 0.5535 14.3947 0.0745 0.0404 0.9147 0.8340 21.6881 0.1362 0.1323 0.8762 

(8,2) 
A 0.5332 13.8653 0.0667 0.0756 0.9278 0.8052 20.9368 0.1190 0.1625 0.8448 
S 0.5332 13.8636 0.0667 0.0756 0.9279 0.8053 20.9390 0.1190 0.1624 0.8448 

(9,1) 
A 0.4910 12.7662 0.0557 0.1489 0.9551 0.7573 19.6918 0.1005 0.2123 0.7866 
S 0.4910 12.7676 0.0557 0.1489 0.9551 0.7573 19.6948 0.1005 0.2122 0.7866 
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Table 6.3. Aggregate performance metrics with single queue and multiple queues system 
corresponding to two scenarios. 

6.4 Summary 

This chapter has proposed two three-dimensional Markovian chains for AQM congestion 

control scheme with PR scheduling scheme in a single queue and multiple class-based 

systems, respectively. Two classes of traffic are generated by a non-bursty Poisson process 

and a bursty two-state MMPP, respectively. We have derived and evaluated the essential 

aggregate and marginal performance metrics including the mean number of packets in the 

system and in the queue, packet loss probability, mean response time, throughput, 

utilization and fairness. The accuracy of two models in examining the performance of the 

priority-based AQM under heterogeneous traffic and calculating various performance 

metrics has been demonstrated by comparing analytical results against simulation results 

obtained from a simulator programmed in JAVA.  

The first proposed model has been used to evaluate AQM performance with PR 

scheduling scheme and a single queue and to compare PR and FIFO scheduling scheme. 

Particularly, the marginal mean response time and queueing delay for the high-priority 

traffic are improved significantly while those for the low-priority traffic are degraded 

remarkably due to the PR scheduling scheme. Then the second analytical model has been 

adopted to compare priority-based AQM performance with a single queue and multiple 

class-based systems. The effects of multiple queues capacities on the aggregate and 

marginal performance including throughput, packet loss probability, mean response time 

and queueing delay as well as utilization and fairness has been evaluated. We have 
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explained how to seek the best way to allocate the capacity to each queue according to 

different aggregate and marginal performance requirements for a specific scenario. 
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Chapter 7 

Conclusions and Future Work 

This chapter draws conclusions of the thesis and provides some suggestions for the future 

work in the performance modelling research area of congestion control mechanisms. 

7.1 Conclusions 

The contributions of this thesis are concluded in this section as bellow: 

 All new proposed analytical models have been used to derive the expressions of 

essential performance metrics, including utilization, throughput, mean number of 

packets in the system and buffer, mean response time, queueing delay, packet loss 

probability and fairness, for the corresponding systems. 

 A single-server finite queuing system for the performance evaluation of AQM 

scheme under the non-bursty Poisson arrival process has been developed. Two 

continuous-time Markov models have been proposed, respectively, for AQM 

scheme subject to single class and two classes of traffic. Closed-form expressions 

for corresponding performance metrics in each system have been derived. 

Specifically, the marginal steady state probabilities in multi-class system have been 

obtained. 

 The model for single class traffic has been adopted to analyze the effects of mean 

arrival rate, mean service rate and buffer capacity on AQM performance. It can be 
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concluded as follows: 1) The rise of mean arrival rate enables all performance 

metrics to increase; 2) A high mean service rate improves most performance metrics 

including throughput, mean response time, queueing delay, packet loss probability 

and mean number of packets in the system and buffer but at the cost of utilization; 

3) All performance metrics, except packet loss probability, increase as the buffer 

capacity enlarges. On the other hand, the model for two classes of traffic has been 

used to investigate the effects of thresholds on aggregate and marginal performance. 

Numerous experiments results have shown that a high threshold degrades the 

marginal performance for traffic not controlled by this threshold. Meanwhile, the 

varying threshold have same effects on aggregate and marginal performance for 

traffic controlled by it, such as, low packet loss probility but high throughput and 

utilization, long response time as well as queueing delay can be achieved with 

increase in the threshold. Furthermore, it was pointed out that, if keeping the 

difference between thresholds constant, the smaller values of thresholds is capable 

of reducing the marginal mean number of packets in the system as well as queueing 

delay of each class and providing similar throughput as bigger one.       

 A two-dimensional Markov model has been introduced for a single-server queueing 

system with AQM scheme subject to bursty traffic captured by an MMPP-2. 

Closed-form expressions for aforementioned performance metrics have been 

derived and accuracy of the developed model has been demonstrated by comparing 

analytical results with those obtained from simulators developed in JAVA 

programming language. The effects of the burstiness and correlation of the MMPP-
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2 traffic on performance has been investigated to demonstrate the model’s 

application. Numerical results have demonstrated that high burstiness and 

correlation can significantly degrade the AQM performance in terms of increasing 

the mean numbers of packets in the system and buffer, mean response time, mean 

queueing delay as well as packet loss probability and decreasing utilization and 

throughput. In particular, it has been observed that high burstiness (or correlation) 

more remarkably affects the AQM performance if the correlation (or burstiness) is 

high. Additionally, the effects of burstiness and correlation are also sensitive to the 

threshold value. For example, a low threshold is capable of degrading the negative 

effects of high burstiness and correlation on the AQM performance. 

 The other two-dimensional Markov model has been further developed for AQM 

with two individual thresholds subject to two classes of traffic modelled by a 

Poisson process and MMPP-2.  We have adopted this model evaluate the impacts of 

parameters related to Class-1 traffic, including the average arrival rate, burstiness, 

correlation and its threshold, on the aggregate and marginal utilization, throughput, 

mean queueing delay and packet loss probability. It can be found that as the traffic 

rate grows, the marginal performance metrics for Class-2 are degraded substantially, 

while all values of the aggregate performance and marginal performance for Class-1 

increase. Moreover, analytical results have also clearly demonstrated the detrimental 

impacts of traffic burstiness and correlation on all performance metrics. Lastly, the 

uncertainty effects of the threshold assigned to Class-1 traffic on all performance 

metrics have been analyzed. The analytical model is useful for assisting to find the 
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best set of parameters settings to suit the type of service required, for instance, real-

time services like voice require low delay, while data services require low packet 

loss. 

 A three-dimensional Markovian chains has been developed for AQM scheme with 

two classes traffic and PR scheduling scheme in a single queue. Two classes of 

traffic are generated by a non-bursty Poisson process and a bursty two-state MMPP, 

respectively. Adoption of PR scheme reduces the mean response time and queueing 

delay for Class-2 as the cost of increasing the corresponding performance metrics 

for Class-1. Moreover, the marginal mean response time and queueing delay for the 

high-priority traffic are improved significantly while those for the low-priority 

traffic are degraded remarkably due to the PR scheduling scheme. The other three-

dimensional Markov model has been proposed for a single-server two-queues 

system with AQM and PR scheme. This model has been adopted to compare 

priority-based AQM performance with a single queue and multiple class-based 

systems. The effects of multiple queues capacities on the aggregate and marginal 

performance including throughput, packet loss probability, mean response time and 

queueing delay as well as utilization and fairness has been evaluated. By taking 

specific scenario as an example, we have explained how to seek the best way to 

allocate the capacity to each queue according to different aggregate and marginal 

performance requirements for a specific scenario. 
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7.2 Future Work 

Moving beyond the core of the present work, there are several interesting issues and open 

problems that require further investigation. These are briefly outlined below. 

 The present study has focused on the analysis of AQM scheme subject to one or two 

classes of traffic. In practical networks, traffic generated by multimedia application 

is classified into multiple categories. We will extend our proposed model methods 

to handle the AQM queuing systems subject to multiple heterogeneous traffic 

classes. 

 More and more measurement evidences [93-94] have shown that the traffic 

generated by Variable-Bit-Rate (VBR) video in modern communication networks 

and multimedia systems exhibit extremely bursty arrival nature over a wide range of 

time scales. This fractal behavior of packet arrivals can be modelled using 

statistically self-similar or long-range-dependent processes, which have 

significantly different theoretical properties from those of the conventional 

Markovian non-memory arrival processes [95-97]. A more challenging extension of 

our work would be to develop the analytical model for AQM in the presence of 

fractal self-similar traffic.  

 In wireless communications, data transmission suffers from varied signal strengths 

and channel bit error rates. To ensure successful packet reception under different 

channel conditions, various congestion control schemes based on AQM have been 

proposed [32, 98-99]. Our future work will aim to develop original analytical model 

for these new AQM congestion control schemes in the presence of error 
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transmission channels and use the developed models for performance analysis and 

resource allocation in wireless networks. 
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