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ABSTRACT

Model Aided Observational Study of Physical Processes in Fresh Water Reservoirs.
(August 2012)
Fahad Al Senafi, B.S., Plymouth University

Chair of Advisory Committee: Dr. Ayal Anis

The aim of this study is to compare observational data to data simulated by a one
dimensional model. Observational data collected from January to July 2006 at Lake
Whitney, Texas, included water current velocities from an Acoustic Doppler Current
Profiler, and an Acoustic Doppler Velocimeter from which shear stress, turbulent kinetic
energy dissipation rates, and turbulence kinetic energy were computed using several
methods. Numerical model experiments, forced by the surface heat and momentum
fluxes, velocity profiles, and temperature profiles were conducted to simulate the
development of the turbulence parameters. Two equation models, k-€ and k-kl, were used
to find which model best describes the observed physical processes (turbulence kinetic
energy, turbulent kinetic energy dissipation rate and velocity variances).

The combined observational and simulated results show a change in stratification
levels that consequently leads to variations in turbulent kinetic energy dissipation rate,
turbulent kinetic energy, and the velocity variances. In order to investigate the accuracy
of the model, we quantitatively compared these parameters to estimates from the

observed data in the bottom boundary layer. In general, the model and observational data



v

agree well for the three parameters, with the exception of some time periods, during
which the model prediction differed from the observed. This was at times when the
Acoustic Doppler Velocimeter measurements were at the noise level of the instrument.
Overall, the k-kl model simulation results appear to be closer to the observational results

during the weakly and strongly stratified periods than the k-€ model.
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Acoustic Doppler Current Profiler
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Frequency

Coriolis parameter
Gravitational acceleration force (9.81)
Irradiance

Net buoyancy flux

Net latent heat flux

Net longwave radiation

Net heat flux

Net sensible heat flux
Downward shortwave radiation
Net short wave radiation
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Turbulent macro length scale
Kolmogorov length scale
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Latent heat coefficient
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Buoyancy frequency

Pressure

Rate of production by the mean flow

Humidity

Richardson number

Critical Richardson number (0.25)
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Solar constant (1368)
Time

Temperature
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TKE dissipation rate
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1. INTRODUCTION

‘Turbulence is the dominant physical process in the transfer of momentum and
heat, and in dispersing solutes and small organic and inorganic particles’
[Thorpe, 2007]

1.1 Turbulence
1.1.1 Turbulent flows

Turbulence is a process that incites the change of a fluid flow from laminar to an
irregular state of vortical motions called eddies. Such motions have a variety of length
and time scales (Fig 1.1). Turbulence has a capability of transferring kinetic, potential
and heat energy from one form to another and from place to place. This transfer of
energy is the primary driver of transport and mixing in the water column [Pope, 2000].
The effect of turbulent flows in our environment is significant making them important to
understand. For example, these flows control a variety of factors, such as mixing rates,
spreading of pollutants, transport of sediments, and in addressing factors contributing to

fish kill and harmful algae blooms [Wolfgang, 1987].

This thesis follows the style of Journal of Geophysical Research.
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Fig 1.1. Time and Length Scale of Physical Processes in Oceans [von Storch and Zwiers, 1999].

1.1.2 Turbulent dynamics

There are two processes in a turbulent flow that cause mixing and dispersion.
The first is the mechanical process of stirring, which is where advection produces and
increases a gradient in the water properties [Aref, 2002]. This process creates an eddy
and becomes narrower and longer over time (Fig. 1.2). The increase in gradient is
followed by the process of diffusion or conduction, which decreases the gradient. Unlike

stirring, diffusion is molecular and not mechanical [Thorpe, 2007].
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Fig 1.2. Behavior of a Laminar Flow Becoming Turbulent [Welander, 1955].

1.2 Turbulence in oceanic boundary layers

To understand turbulence, it is essential to observe physical processes on a range
of temporal and spatial scales. Further, to understand the pathways of energy, one should
know the sources of energy, and the amount of energy supplied to and from various
processes. In relatively shallow aquatic bodies such as Lake Whitney (average depth
5m), most of the energetic processes take place in the surface boundary layer (SBL) and

bottom boundary layer (BBL). As a result, these two layers strongly influence the water

column structure, and the physical and biochemical properties.




1.2.1 Surface boundary layer (SBL)

The surface boundary layer is the part of the aquatic system that is directly
influenced by the atmosphere so that momentum, heat and gas are exchanged. It is at this
layer where the most biological activity occurs due to presence of solar energy
[Burchard et al., 2008]. The SBL’s depth extends from the surface to a depth where the
water layer is no longer uniform [Anis and Singhal, 2006]. Due to the layer being
energetic through external atmospheric forcing in terms of heat flux and surface wind
stress, the layer tends to be turbulent. The result of this turbulence generates the uniform
mixed surface layer. On top of the surface boundary layer is a thin layer typically Imm
known as the skin layer. The properties of the thin skin layer are what controls the rate

of heat fluxes, gas exchange, and momentum transfer [Burchard et al., 2008].

1.2.1.1 Wind stress

The wind stress transfers momentum from the atmosphere into the SBL through
frictional force. When wind stress is high enough, waves generate and therefore disrupt
the skin layer by the breaking waves. This disruption in the skin layer increases gas
exchange from atmosphere to the sea and increases momentum transfer. The increase in
momentum adds to the turbulent kinetic energy at the SBL. This additional energy
dissipates and diffuses to deeper waters, causing vertical transport of the water properties
[Thorpe, 1995]. The wind stress can be numerically expressed using bulk

parameterization of air-sea fluxes as:



[Nm™2] T = pCpU? (1)
where 7 is stress due to wind, p,is air density, Cp is the drag coefficient and U, is the

mean wind speed at a reference height from sea level [Fairall et al., 2003] typically

10m.

1.2.1.2 Heat flux

Heat fluxes are driven by solar radiation and exchanged through the air-sea
interface through molecular conduction. Once in the water, turbulence and molecular
conductivity distribute the heat deeper in the water column [Stull, 1988].

The heat flux budget in the surface boundary layer is the sum of the heat fluxes:
[Wm™2] Jq =13" + 1"+ Ja + Jg (2)
where /¢ is the net surface heat flux, /3%is the net shortwave radiation, ]},W is the net

longwave radiation, ]Cll is the net latent heat, and /3 is the net sensible heat flux [Anis and

Singhal, 2006].

(1) Shortwave radiation:

Shortwave radiation is the radiation generated by the sun with wave lengths of
0.3-3um. Due to its wavelength being short, these waves are easily absorbed, scattered
and reflected by clouds and particles in the atmosphere before reaching the surface. The
fraction of shortwave radiation reaching the Earth’s surface is called transmittance (T%)

[Stull, 1988] and is numerically defined as:



sw
d

Tie = (Sl;iznﬁ) (3)

where /3" is the net downward shortwave radiation at the surface after atmospheric loss,
S, is the solar constant, 8 is the sun’s angle during the day, and y is the ratio of actual to
mean distance between the sun and earth taking into account the ecliptic path of the sun
during the year.

When the short wave radiation reaches the SBL, some radiation can be reflected
back into the atmosphere or absorbed depending on the surface albedo[Payne, 1972].
The J3" absorbed into the SBL is given by:
[Wm~?] J3¥ = QA -a))3"” (4)
where « is the albedo.

Once the shortwave radiation is in the SBL, it is absorbed exponentially and
reduces with depth:
[Wm~2] I=]5"e?/s (5)
where [ is the downward irradiance, z is depth, and { is the attenuation length [Paulson

and Simpson, 1977].

(i1) Longwave radiation:
Longwave radiation is the greybody emission from atmospheric gases, clouds,
and sea surface with wavelengths of 3-50um (infrared). In aquatic systems where the

atmosphere is cooler, the loss of longwave flux or so called the upward longwave flux



(J'Y is always more than the downward longwave flux (J4¥). This overall loss results in
a negative J* [Dickey et al., 1994].

The longwave radiation loss by the sea varies depending on three parameters.
The first is the relative humidity of the atmosphere directly above the sea surface. The
increase in water vapor due to humidity adds to the J}” by losing longwave radiation that
is gained by the sea surface. The second is the absolute sea surface temperature, which
controls the amount of energy flow from the sea to atmosphere. An increase in
temperature will also lead to an increase in the water vapor, which will decrease /. The
third is by cloud cover. As cloud cover increases, the surface radiates more heat and 3
increases. These parameters can be expressed using Lonnquist formula:
[Wm™2] J§¥ = (143 — 0.9T; — 0.46q)(1 — 0.1C;) (6)
where Ty is the surface water temperature, g is the relative humidity above the water and

C, is cloud cover [Pickard, 1990].

(111) Latent heat:

Latent heat flux is directly influenced by the rate of evaporation. For water
molecules in the sea water to change state from liquid to gas to become water vapor,
energy is required. Therefore, the molecules consume the heat energy in the SBL, which
allows heat energy to transfer into kinetic energy to transport from the sea to the
atmosphere [Pickard, 1990].

The SBL does not gain any latent heat but only loses latent heat. The rate at

which the ]clz is lost depends on the rate of evaporation. Controlling the evaporation is



wind speed, sea surface temperature, air density and humidity. These controlling factors
can be expressed using the bulk parameterization equation:

[Wm™?] Ja = PaLeCeUr(as — qr) (7)
where ]f,is the net latent heat flux not taking into account the “Webb effect” (see Webb et
al, 1980 for details), L, is the latent heat coefficient, C, is transfer coefficient, g is

humidity at sea surface and g, is the humidity at 10m from sea surface [Fairall et al.,

1996].

(iv) Sensible heat:

Sensible heat flux is the loss or gain of heat through conduction due to the
temperature gradient between the air and sea interface. The rate of heat exchange is a
function of temperature gradient, air density, air’s specific heat and heat conductivity
[Pickard, 1990]. The /5 can be numerically calculated using the bulk flux formula:
[Wm™2] J§ = PaCyCaS(T; — 6) (8)
where ¢, is the heat capacity of air at constant pressure, Cj, is the heat exchange

coefficient and @ is the air potential temperature [Fairall et al., 1996].



1.2.1.3 Buoyancy flux

Buoyancy flux (J§) is the vertical movement of a fluid parcel to satisfy its density
fluctuation with the surrounding water. The J in a fresh water aquatic body is a function
of density and net heat flux where salinity is not a controlling factor of density

[Dorrestein, 1979]. Buoyancy flux can be shown as:

-1 0 _ gaT]((])
Wkg™) # =% ©)

where g is gravitational acceleration, ar is thermal expansion coefficient, C, is the

specific heat capacity and p is the density for fresh water calculated using Chen and

Millero (1986):

[kgm™3] p=p, (1 - 9_1 (10)

where p, is the surface density, P is pressure and K is the secant bulk module.

1.2.1.4 Monin-Obukov length scale
Monin-Obukov length scale (L) describes the depth of the convective boundary
layer driven by surface forcing. It indicates the depth in the water column where

turbulence produced by wind stress and buoyancy flux are equal and is expressed as:

_ (@/po)*

11
) .

[m]

where k is the von Karman constant (~0.4) [Thorpe, 2007].
The scale provides an indication of the stability conditions in the water column

and gives better understanding of the distribution of seawater properties through the
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motion of eddies [Csanady, 2001]. A positive L would indicate stable conditions, while

negative indicates unstable convective conditions.

1.2.2 Bottom boundary layer

The bottom boundary layer (BBL) is the layer above the seabed that can extend,
on rare occasions, to the surface when turbulent motion is high enough in shallow
waters. This layer is where transportation and resuspension of sediments and nutrients
occur. Such processes make the physical dynamics of this layer important for coastal
engineers, sedimentologists and marine biologists.

The BBL can be broken down into three sub layers describing the force being
induced (Fig 1.3). The first layer closest to the seabed is the viscous layer. In this thin
layer (typically a few millimeters) is molecular friction and pressure gradient are the
dominating forces due to the close distance from the sea floor. The layer above the
viscous layer is the logarithmic layer. Due to the layer being close to the seabed, it will
be subjected to shear stress while staying in equilibrium with the pressure gradient force.
The top layer is the bottom Ekman layer where all three forces (Coriolis force, frictional
force, and pressure gradient) are at equilibrium.

With the absence of direct atmospheric input of energy, the BBL gains its energy
through currents that flow near the seabed. The strong shear stress generated by the
seabed causes the flow to be zero at the bed surface and increases to the mean flow
velocity logarithmically as a function of the height above the seabed (Fig 1.3). At this

height is the top boundary of the BBL.
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The disruption in flow caused by the seabed results in the dissipation of energy
through the irregular motion of eddies and as a result enhances mixing in the BBL. It can
be stated that the BBL physical processes are influenced by the near seabed flow and the

nature of the sea floor [Salon et al., 2008].

- Ocean interior
S
2
S
z 2o
==
=
S
________ . e
E Bottom Ekman layer
==
s

Viscous layer

s _ Lomihmcher
o R T,
u

Fig 1.3. BBL Current Velocity Profile with the Layers Associated [Salon et al., 2008].

1.2.2.1 Near bottom current flow

The near bottom current flow is subjected to different forcing at each sub-layer as
explained in section 1.2.2. In order to obtain a valid flow equation that takes into account
the different forces applied, assumptions must be made. The elite equation used to

describe the bottom boundary flow is the Ekman equations (eqns. 12, 13). Ekman
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assumed the sea floor is stationary, and the velocity at the surface of the seabed is zero.
He also assumed as the distance from the seabed increases, friction decreases and is

overcome by the geostrophic force.

[ms™] U=ug = —vge_%sin(nZ/D) (12)

[ms™'] v=vg+ v, =v,(1— e_%cos(rtz/D)) (13)
where ug and vy are the Ekman components, v, is the geostrophic component and D is
the depth where the Ekman component is not considered due to geostrophic dominance
over the frictional force [Pond, 1983].

It should be noted that Ekman theory is only applicable in large scale systems

where the effect of Coriolis force is significant.

1.2.2.2 Seabed and current flow

Using Ekman’s equations (eqns. 12, 13) have its disadvantages. The equation
does not consider the seabed nature in terms of roughness and bathymetry. Therefore,
corrections should be applied when studying close bottom current layer, specifically
where friction is substantial at the viscous and logarithmic layers. At these two sub-
layers, the momentum flux is dependent on viscosity (v) and friction velocity (u*).
These components can be quantified to best describe the seabed roughness by the use of

Reynolds number (Rey):

€4 "

where d is the grain diameter.
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The velocity component near seabed at the logarithmic sub-layer can be
measured using an Acoustic Doppler Velocimeters (ADV) or calculated using the Von

Karman-Prandtl equation where the seabed characteristics are taken into consideration:

*

[ms™1] u(z) = %m (%) +u(z,) (15)

where k is a Von Karman-Prandtl constant, Z is the vertical distance from the sea floor

and Z,, is the vertical length of the BBL [Salon et al., 2008].

1.3 Turbulence observation

Understanding turbulence starts by observing the transition of the flow from
laminar to turbulent. This can be done using three different techniques: field
observations, numerical modeling and a combination of observation and numerical

modeling.

1.3.1 Field observation
1.3.1.1 Turbulent flows

Most naturally occurring flows tend to be turbulent. The intensity and nature of
these turbulent flows can be quantified based on their characteristic length scale (L),
velocity (U) and kinematic viscosity (v). Furthermore, these characteristics portray how
energy evolves in a flow and how energy is distributed, e.g. as a function of length scale,

or more commonly as a function of wavenumber.
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1.3.1.2 Reynolds number

Contributing to the stability/instability of a flow are three characteristics (U,
L and v). The significance of these characteristics was first introduced by Reynolds
[1894], where he quantified the stability of a flow in a pipe as the flow transitioned from

laminar to turbulent by the use of a dimensionless number (Re number):

UL

Re = (16)

v

where the critical Re number (Re,) is commonly 10* based on laboratory experiments
by Reynolds and verified by field measurements at a strong tidal channel Seymour,
Canada by Grant et al. [1962]. A turbulent flow is characterized by a high Re number
(Re >Re.), where the momentum terms (U and L) dominate over the friction term (v),

resulting in a turbulent flow.

1.3.1.3 Richardson number (R1i)
The second number used to quantify the stability/instability of a flow is the Ri
number. It is a ratio of the buoyancy frequency (N?) and vertical shear (S2):

NZ

== (17)

Ri

where empirically the critical value (Ri.) is 0.25 [Stull,1988]. When the vertical shear
dominates (Ri<Ri.), the kinetic energy from the shear is sufficient enough to lift the

denser fluid over the lighter fluid causing instability and leading to mixing.
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1.3.1.4 Energy cascade

Richardson [1922] introduced the theory of an energy cascade from large to
smaller eddies. Richardson’s intuition was that a large eddy consists of many smaller
eddies, which through straining of the small eddies are stretched and cause instability by
the increasing vorticity. This instability causes the large eddies to break up, transferring
their energy to the smaller scale eddies [Tennekes and Lumley, 1972]. Breaking up of the
large eddies continues until the effect of viscosity is significant enough to make the flow
stable (Re < Re.). Richardson’s intuition is summarized in the now famous expression:

“Big whirls have little whirls that feed on their velocity, and little whirls have
lesser whirls and so on to viscosity” [Richardson, 1922]

Kolmogorov [1941] proposed a length scale I (eqn. 18) where the effect of
viscosity becomes significant to make the flow stable. As the energy is transferred to
smaller scales, it reaches scale [;;, where the energy is dissipated (€) to the internal
energy (cheat) of the fluid by viscosity. Kolmogorov used dimensional (length, L, and
time, T,) arguments and the use of turbulence quantities, (¢ with dimensions L*T™ and v
with dimensions L?T™!) to represent the [;;, [Kolmogorov, 1962].

1
[m] L = <”_3)4 (18)

S



16

1.3.1.5 Kolmogorov hypothesis

Kolmogorov [1941] theory was the first to suggest how energy, represented as
power spectrum density (PSD) (Fig. 1.4), is distributed as a function of wavenumber.
This theory is applicable only when Re number is high enough (Re >Re,), the flow is
turbulent, and small scale eddies are isotropic. Kolmogorov proposed that large scale
eddies (small wavenumber) gain energy from the mean flow much more than they lose,
this is called turbulence production (energy-containing range). Energy transfers into heat
energy and potential energy feeding on the TKE of the flow through straining, until
eventually all that TKE energy is dissipated by viscosity (dissipation range). Between
the energy-containing range and dissipation range lies a subrange where turbulence
production rate equals the dissipation rate and in which the PSD follows the well-known
-5/3 slope (inertial subrange) (eqn. 53) [Baumert et al, 2005]. Separating the energy-
containing range and inertial subrange is length scale lg;( [g;=1/6 of the largest eddy).
Separating the inertial subrange and dissipation range is length scale [p;

(1p=601;;,)[Pope, 2000].
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Fig 1.4. PSD Plot. The plot shows the inertial subrange aligned with the -5/3 slope and the length scales of Ig;

and lp; where the energy production rate and dissipation rate changes are significant [Stull, 1988].

1.3.2 Numerical modeling

Observing physical processes of turbulence in water bodies is challenging due to
their irregular and random motion. To assist with this task, a numerical model, forced by
the available observations (heat fluxes, momentum fluxes, temperatures profiles and
velocity profiles), may elucidate the turbulence processes through the use of suitable
mathematical models of the flow field [Bolding et al., 2002]. The difficult part in
numerical models is choosing the correct model that best describes the region of study in
terms of its dynamics. For the study of small scale mixing in an aquatic body, a

statistical turbulence closure model is more convenient, where the Navier-stokes
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equation and the continuity equation are used to deduce the mean properties (salinity,
temperature and velocity) of large scale flows using Reynolds averaging (for details see

section 3.2.2) [Sander, 1998].

1.3.2.1 Statistical approach to turbulence

Most geophysical flows tend to be turbulent (Re >Re_), and it would be difficult
to look at each individual turbulent fluctuation, so in this work, statistical tools are used
to describe the macroscopic properties of turbulence following Reynolds [1894]. The
starting point is Reynolds averaging of the relevant continuity, momentum (Navier-
Stokes) and heat equations. The first step is to “break down” the velocity and other

quantities into mean and fluctuating components (Reynolds decomposition):

[ms™1] u=(u)+u (19.1)
[ms™1] v=(v)+v (19.2)
[ms™1] w=(w)+w (19.3)

where square brackets,(u), (v), (w), represent an average and the primes, u',v',w’,

represent fluctuations ( u, v, w, are the x, y and z velocity components). It follows that:
o=@’y , 0= , 0=(Ww)

Beginning with the momentum (Navier-Stokes) equation for rotating fluids:

ou

0 0 0
E+a(uu)+@(uv)+a—z(uw)—fv=

(20.1)

16p+ 62u+62u+62u
p 0x V\axz dy?  0z?
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ov

m +—( )+i(vv)+i(vw)+fu—

(20.2)

16p+ 62v+02v+02v
pdy V\ox? dy?  0z?

(20.3)

oz T2 T o2

1dp (62W 0w 62W>

where f is the Coriolis parameter, v is the kinematic viscosity and the last term on the
RHS is the frictional term.

Averaging equation (20) and using equation (19) results in:

oty +ox ((u)<u)) + - ((u)<v>) +3; ((u>(W)) flv) =

ot
_1a(p) 4 0%(u) N 0%(u) N 0%(w)\ du'u) a'v') au'w’) (21.1)
p 0x Y\ ox2 dy? 0z2 dox ady 0z
o)
% + —(( Xu)) + —((V)W)) +3 ((V)(W)) + flu) =
(21.2)
19(p) 0%(v) 9%(w) 0%*w)\ W) Iwv) aov'w)
"5 9y +"<ax2 T o7 T aZZ>_ ax  ady oz
o)
%+ — ((whu)) + —((W)<V)) + —((W)(W)) =
(21.3)

19(p) 0%(w) 9% w) d9*w)\ aw'u) Iwv) aw'w')
g+ + + - - -
p 0z d0x? dy? 0z? dx ay 0z
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By comparing the full equation (20) and averaged equation (21), it can be noticed that
the terms indicated in bold font in equation (21) appear. These terms in bold
—(u'u’), —@u'v"), —(w'u"), —(v'v’), -@v'w’), —(w'w’), (9 terms in total with 3
redundant terms) as described by Reynolds, are the second moment terms, which
represent the frictional stresses in the fluid due to turbulence and are called Reynolds
stresses [Cushman-Roisin, 2011]. Reynolds stresses quantify the rate of momentum
transfer across a surface due to turbulence [Thorpe, 2007]. A similar approach presented
by Reynolds can be used to obtain various fluxes such as heat flux (u'T’) and salinity

flux (u'S").

1.3.2.2 GOTM

The turbulence model used for this study is the general ocean turbulence model
(GOTM) (For details see [Burchard and Bolding, 2001; Burchard et al., 2006; Burchard
et al., 2008; Umlauf and Burchard, 2003]). The GOTM simulates vertical mixing in the
water column, turbulence parameters such as (TKE, TKE dissipation rate, eddy
viscosity, eddy diffusivity) as well as other parameters (buoyancy frequency, velocity
shear and Ri number).

It should be noted that this one dimensional model has disadvantages that need to
be taken into consideration. Using a one dimensional numerical simulation model leads
to a dimensional problems as the behavior is in three dimensions, not one. This causes an

inaccurate increase in kinetic energy that increases the mixing rate above what is
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observed in reality as suggested by Mellor [2001]. This challenge allows us to test the
model by comparing the simulated results with the observation results.

A unique feature of GOTM is the option to choose a number of state-of-the-art
closure models for simulations and turbulence models with different types and levels
(zero-, one- and two-equation models, K-profile parameterization bulk model, algebraic
models, empirical models) that have been extensively tested. Two of these models are
the most widely used in geophysical flows, namely the two equation k-e model [Launder
and Spalding, 1972], and the level 2.5 k-kl model [Mellor and Yamada, 1982]. Each of
these is investigated in this study for critical comparison with each other and with field
data.

Both models use similar boundary layer approximations; both neglect the effect
of Coriolis force since its small compared to the turbulent length scale. Also neglecting
the horizontal pressure gradient since the model is one dimensional and all the advection
terms can be neglected, as they are accounted for by the option of relaxing to the
velocity and density profiles [Burchard, 2002].

The first part of the k-e and k-kl models is to obtain two equations for calculating
the TKE and TKE dissipation rate. From these values, eddy viscosity and diffusivity can

be calculated for closure of the model.
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1.3.2.3 The K-equation:

When the boundary layer approximations are applied (section 1.3.2.2), the
transport equation for TKE in two-equation models is derived from Reynolds averaged
equations (eqn. 21) and is given by:

K* =Dy + P+ B—€ (22)
where K*is the derivative of K (eqn. 23) with time and space, Dy is the sum of the
gradient terms (advection and diffusion)(eqn. 25), P is rate of turbulence production by
the mean flow (eqn. 26), B is the buoyancy flux (eqn. 27) and € is the TKE dissipation

rate (eqn. 28) [Anis and Singhal, 2006].

K= %((u'z) +(v'?) + (w'?)) (23)
where,
1 N
W) =5 (v )’ (24)
i1
d v; 0K
Dy = EP (a_Ka_z) (25)

where o0y, is the Schmidt-number constant (Table 1 and 2) and v, is the eddy diffusivity

(1) Production rate, P
The production rate is the TKE generated as a result of the mean flow. This rate

is the product of the mean shear and Reynolds stress expressed as:
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ou av
P = —<W’u')£ - (le’>£ (26)

(i1) Buoyancy flux, B
Buoyancy flux can be expressed as the turbulent potential energy. This type of
energy adds to the turbulent kinetic energy by transfer of energy from potential to

kinetic. Buoyancy flux is given by:

B=(- %) (w'p') (27)

(ii1) Dissipation rate, €
Dissipation rate is the turbulent kinetic energy lost as a result of viscosity. This
term is negative in equation (22) indicating loss. Dissipation rate is expressed as:

2
Ju 017) ) (28)

e=v({=—,—
U<<az 0z
1.3.2.4 The € and Kl equations:

Both models use a different equation and constants to calculate the dissipation
rate (eqn. 29 and 33).The k-e model method takes the derivative of € (eqn. 28) with time
and space, a similar approach to what has been done with the K-equation (eqn. 22).

Therefore resulting in the closed form of e-equation:

€
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where € is the derivative of € (eqn. 28) with time and space, D¢ is the sum of the
gradient terms (advection and diffusion) (eqn. 30) and c¢q,cep are the empirical
constants [Anis and Singhal, 2006]. cc; is a computed value that is dependent on the
stratification level, and in stable conditions the value of c¢3 is near zero and in unstable

conditions its near 1 (Table 1) [Umlauf and Burchard, 2003].

where o, is the Schmidt-number for €.

Table 1. k- Model Empirical Constants [Rodi, 1987].

oK O¢ Ce1 Ce2 Ces
1.0 1.3 1.44 1.92 See text 1.3.2.3

The k-kI model method in obtains € following Rotta [1951] by applying the
integral of the two point correlation function that leads to a turbulent macro length scale
equation (I). Mellor and Yamada [1982] suggested an equation for € by combining the

product of K and | leading to:
l
KlI* =D, + (E) [E1P + E3B — E,F €] (31)

where KI* is the derivative of Ki with time and space, D, is the sum of the gradient terms
(advection and diffusion) (eqn. 32), F is the wall function (eqn. 33) and E;, E, and E;

are empirical constants (Table 2).

] oKl
32
Dy = (KIS, — (32)

where §; is a constant Table 2.
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2

F =1+E, (ﬁ) (33)

where K is the Von Karman constant and [,is the distance from the wall.

Table 2. k-kl Model Empirical Constants [Mellor and Yamada, 1982]
Ok Sy Ey E, E;
1.96 0.2 1.8 1.33 1.8

1.3.2.5 Eddy viscosity and diffusivity
The challenging part about second momentum equations is the closure problem.

There are more unknown parameters than equations. The unknown parameters include
14 Reynolds stress terms:

—Uw), —(U''), — (W), —(v' V), —(' W), —(w'w), —'S"),

—(v'S"), —(w'S"), =(§'S"), —@'T"), =(v'T"), =(W'T"), —(T'T’)
while only four equations are known; the continuity and the three momentum equations.
The solution to this challenge is to parameterize by approximation using the stability
function (section 1.3.2.6). There are multiple techniques in closing the second order
moments. All methods are derived from Reynolds averaging equation and based on the
Reynolds stress and heat flux equation (section 1.3.2.1) [Burchard and Bolding, 2001].

These equations are related to eddy viscosity, v;, and eddy diffusivity, v;’, in terms of:
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ou

wi') = —n(5) (381
w'v') = —u,(5) 242
(34.3)

R —ca
0z

Eddy viscosity is for the momentum flux and eddy diffusivity is for the temperature flux.

v, 1s related to K and € through equation (37). This is done by combining the

relationship of v, to K from equation (35) and the relationship of K with € from equation
(36).

v, = ¢, VKI (35)

c, is stability function that depends on the stability of the flow in terms of shear number

and buoyancy-number (section 1.3.2.6) [Umlauf and Burchard, 2003].

€E=c¢Cq %3/2 (36)
where ¢, is am empirical constant.
v =y, gz (37)
Similar to eddy viscosity eddy diffusivity v'; is given as:
vy=cy gz (38)

where c’, is a stability function. [Rodi, 1982].
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All stability functions in GOTM, including the ones used by the k-e and k-kl

models (section 1.3.2.3) that contain the second momentum equations, are non-

dimensional. These functions depend on two parameters:

(1) Shear number ag:

where S? being the shear frequency expressed as:
§7 (au)z N (6V)2
~\oz 0z

(i1) Buoyancy number ay:

(39)

(40)

(41)

There are a number of methods to calculate the ¢’, and ¢, stability functions used in the

GOTM. Some of these methods are:
(1) Kantha and Clayson [1994]:
Cy =

0.1682 + 0.03263ay
1+ 0.4679ay + 0.07372as + 0.01761ayas + 0.003371a?

'y =

0.1783 + 0.01586ay + 0.003173ay
1+ 0.4679ay + 0.07372as + 0.01761ayas + 0.003371a?

(42)

(43)
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(i1) Canuto et. al [2001] version A:

=
0.1070 + 0.01741ay — 0.00012a (44)
1+ 0.2555ay + 0.02872ag + 0.008677a% + 0.005222ayas — 0.0000337a§
'y =
0.1120 + 0.004519a, + 0.00088as (45)
1+ 0.2555ay + 0.02872a5 + 0.008677a3 + 0.005222ayas — 0.0000337(15%
(ii1) Canuto et. al [2001] version B:
ey =
(46)
0.1270 + 0.01526a, — 0.00016ag
1+ 0.1977ay + 0.03154a5 + 0.005832a3 + 0.004127ayas — 0.0000420:52-
'y =
0.1190 + 0.00429ay — 0.00066ag (47)
1+ 0.1977ay + 0.03154ag + 0.005832a% + 0.004127ayag — 0.0000420!5%
(For more detail about stability functions see [Burchard and Bolding, 20017])
(iv) Cheng et. al [2002]
cy =
0.107 + 0.019ay — 0.00018a; (48)
1+ 0.2826ay + 0.02816a5 + 0.0089276(1%, + 0.0055ayas — 0.000050(_%
'y =
0.1208 + 0.004376a, + 0.00058a (49)

1+ 0.2826ay + 0.02816ag + 0.008927a3 + 0.0055ayas — 0.00005a2
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1.3.3 Combination of observation and numerical modeling

A combination of observation and numerical model techniques are used in this
study. Limitations in the field measurement technique may be alleviated by using
numerical modeling. The numerical model is forced by observational measurements
wind stress, heat flux, momentum flux and relaxed with the observed currents and the
thermal structure of the water column. The relaxation of the models allows it to look
back at the observation profiles of parameters such as temperature and velocity to
reassess its simulations accordingly.

The combination of observations and numerical modeling also allows for

validating the model and testing its accuracies.

1.4 Study region

Located in the state of Texas, in the United States of America, Lake Whitney
Reservoir (Fig 1.5) is part of the Brazos River Basin with a surface area of ~95Km?
[Schwierzke et. al,2010]. The lake’s main source of inflow is from Granbury Lake and
rainfall from a catchment area of 45,644km?. The average depth of the lake is ~5m with
a total volume of 467x10°m? [Roelke et. al, 2010]. In 1951, Whitney Dam was built to

provide hydropower, agriculture purposes and water level control [Seth, 2011].
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Fig 1.5. Study Site [Schwierzke et al., 2010].

30

Major fish kill caused by toxic blooms, mainly Prymnesium parvum, in the past

30 years have been reported by studies on Lake Whitney. These blooms generated as a

result of stratification level controlling the nutrients concentrations in the water column,

resulting in the fish kill. Studies of Lake Whitney suggest that the blooms commonly

occur during the winter season when specific conditions are met [Roelke et al., 2010;

Roelke et al., 2011; Schwierzke et al.,

2010].
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2. METHODS

Turbulence is a three dimensional time dependent motion in which vortex stretching
causes velocity fluctuations to spread to all wavelengths between a minimum determined
by viscous forces and a maximum determined by the boundary conditions. It is the usual
state of fluid motion except at low Reynolds numbers’ [Bradshaw,1972]

Data collection was conducted at two stations (A) and (B) in Lake Whitney,
Texas from January to July 2006. Station (A) measured hydrographic data and station

(B) measured meteorological data (Fig 2.1).

d Station A

(.003IC

Fig 2.1. Hydrographic Station (A) and Meteorological Station (B).
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Fig 2.2. ADCP & ADV on the Bottom Mount (Photograph courtesy Dr. Ayal Anis).

2.1 Station (A)

Field observation is the measurement of turbulence to observe the nature of a
fluid flow at the field. This is done by measuring the changes in the water structure with
time in terms of parameters, such as velocity and temperature. There are two types of
classes for field measurements: Lagrangian and Eulerian. Lagrangian measurements are
done at multiple locations, therefore provides data over a path. Eulerian measurements
are done at a fixed location, as done in this study using an Acoustic Doppler Current
Profiler (ADCP) and Acoustic Doppler Velocimeter (ADV) (Fig 2.2) [Pond, 1983]. The
use of these techniques are common due to their advantages, such as cost when
compared to other instruments, high sampling rate, small sampling volume and the

instruments ability to measure water velocity in three directions (X, Y, Z).
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Both the ADCP and ADV consist of sound transmitters and receivers (Fig 2.3
and 2.4). The transmitted sound pulses are reflected off of any reflectors in the water
column such as suspended sediments or air bubbles and through the Doppler phase shift

the flow velocity is calculated using:

y _ c(do/ary

Antf (50)

[ms™]

where ¢ is the sound speed in the medium, @ is the signal phase, and f is the operating

frequency.

Transmitters & Receivers

Fig 2.3. Nortek Aquadopp Current Profiler [Nortek, 2008].

Receivers

Transmitter

Fig 2.4. Nortek Vector Current Meter [Nortek, 2005].
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ADV’s sampling resolution also allows the observation of the TKE, TKE dissipation rate
and Reynolds stresses.

Station (A), located at 32.018°N, 97.487°W, consisted of a vertical mooring line
instrumented to measure the vertical thermal structure, using a string of temperature
loggers, and water-currents, using an ADCP and an ADV mounted at the bottom (Fig

2.5). The water depth at station (A) was about 9m.

<+—— Buoy

Fig 2.5. Sketch of Mooring at Station (A).

(1) Thermal structure
The vertical thermal structure of the water column was measured using 10 to 32

temperature loggers (ONSET Water Temp Pro: accuracy £0.2 °C and resolution 0.02
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°C) with more loggers used during high stratification conditions. The loggers were set to

take measurements at two minutes intervals.

(i) Water-currents
Mounted at the bottom of the mooring (~8.6m depth) the ADCP and ADV (Fig
2.2) measured the velocity profile and velocity at single point at the BBL (0.73m from

the bottom), respectively.

The ADCP (Nortek 1 MHz; accuracy 1% of the measured value £0.5 cms™;
[Nortek, 2008]) measured profiles of water-currents in bins of vertical length of 0.3m.
Profiles were averaged over four minute intervals. The measurements were then rotated
from earth coordinates (North-South and East-West) into cross channel (246°) and along
channel (336°) directions following the bathymetry of Lake Whitney.

The ADV (Nortek; accuracy +0.5% of the measured value £0.1cms™; [Nortek,
2005]) measured water-currents at a single point in the BBL in bursts. Each burst
included 1024 samples, sampled at a rate of 16Hz [Nortek, 2005]. Time interval between
bursts was 450 seconds. Similar to the ADCP, the measurements were oriented from
earth coordinates to match the bathymetry of Lake Whitney.

Using the ADV time series of velocity fluctuations, it is possible to estimate the
PSD of the three velocity components u (along-channel), v (cross-channel) and w
(vertical) (Fig 2.6) [Press et al., 2007] from which the TKE and TKE dissipation rates

can then be obtained. The measured velocity fluctuations represent a wide range of

eddies at different wave numbers [Thorpe, 2005]. To show the contribution of energy
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from these eddies at different scales Taylor hypothesis [Taylor, 1938] was applied to

convert the time series from frequency space to wave number space:

m?s™? _E(f)U)
radmi B0 == o1

where E (k) is the wavenumber spectra, E(f) is the frequency spectra and (U) is the
mean horizontal velocity.

TKE dissipation rates were estimated by first selecting a range of wavenumbers
in the PSD where it follows a -5/3 slope and fitting the selection by the robust regression
algorithm. The robust regression fitting is based on the least square regression (eqn. 52).
However, unlike the least square regression, it reduces the influence of outlier data with

the use of the bi-square function [Hubber, 1964].
N
S= Z()’i —y')? (52)
i=1

where y; is the value of y at the ith element and y’; is the corresponding value of y at the
ith element [Emery and Thomson, 1997]. The value of y in this study is E (k) and the ith

element represents the wavenumber (k).
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Fig 2.6. Example of PSD of the Vertical Velocity Component. The plot shows the -5/3 free slope is within 95%
confidence interval of the robust regression. Noise level line is set as the 10% of the lowest E(K).

In the example shown in Figure 2.6, the selected range was 13-195 rad m™. The
range selection shows a good fit to a -5/3 slope within the 95% confidence interval.
After selecting the region on the PSD, the TKE dissipation rate was obtained by equation
(53). This was carried out for 2217 bursts in which only slopes fitting within the 95%
confidence interval were used.

m?s—? 2 s

where C is a universal Kolmogorov constant with a value of:
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(1)For a longitudinal spectrum, C = C; = 0.9 [Pope, 2000], where the direction of the

velocity component is aligned with the wavenumber direction [Tennekes and Lumley,

1972].

(i))For a transverse spectrum, C = C, = 0.65 [Pope, 2000], where the direction of the
velocity component is perpendicular to the wavenumber. [Tennekes and Lumley, 1972].
In this study the value of C, was used since the vertical component of velocity in the

PSD was used, which is perpendicular to the wavenumber.

The vertical velocity component was chosen and not the horizontal is because the
ADV is more sensitive to the vertical velocity changes. This is due to the vertical
component being parallel to the transmitting beam, unlike the horizontal component
where the reflection is at an angle (Fig 2.7) (For details see [Nortek, 2005]). This also
allows the vertical component to have a lower noise level threshold.

A second turbulent parameter that can be estimated from the PSD is the TKE in

the inertial subrange:

2m/lp; 2m/lpy
[m2s2] K= j E(k)dk — Ndk (54)
2

/lgg 2m/lgy

where N is the noise spectrum (for the ADV the noise spectrum is white)
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Fig 2.7. ADV’s Angle of Reflection [Nortek, 2005].

2.2 Station (B)

Surface meteorological parameters were measured at station (B) (location
32.019°N and 97.487°W). The station consisted of a tripod (Fig 2.8) with sensors to
measure air temperature and humidity (Campbell model CS500 housed in a Davis solar
powered fan aspirated radiation shield), wind speed (Campbell wind-anemometer model
03101-5) and direction (Campbell wind vane model 03301-5), incoming solar radiation
(Kipp & Zonen silicon pyranometer model SP Lite), long wave radiation (Kipp & Zonen
CG3 Pyrgeometer), barometric pressure (Vaisala model PTA427), and rainfall rate
(Texas Electronics tipping bucket rain gage model TES525). Sensors sampled every five
seconds and data was then averaged over a 10 minute period and stored. These

meteorological parameters were measured to obtain the net surface heat flux (/§) and

momentum flux into the SBL. The calculated parameters of /¢ and momentum flux will
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be used to explain the physical processes in the water column and also to force the

model.

Fig 2.8. Station B Meteorological Measurement Tripod (Photograph courtesy Dr. Ayal Anis).

(i) Contributing to the thermal structure of the water column is net surface heat flux
which is the sum of the following four components:

[Wm™] Jg=13"+ 1" + Ja + Ja (55)
where J3%is the measured net shortwave radiation after applying Payne [1972]
correction for albedo, ]"IW is the measured net longwave radiation after applying Dickey
et al. [1994] formulation, ]é is the latent heat flux and Jj is the sensible heat flux. Both
the sensible and latent heat fluxes were calculated using Fairall et al. [1996] and Fairall

et al. [2003] parameterization [Anis and Singhal, 2006].
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For the surface heat flux calculations, the measured surface water temperatures
were corrected using Fairall et al.[1996] to account for the cool skin layer. The cool skin
layer is a ~1mm layer on top of the SBL in which temperature changes faster than the
SBL due to its interaction with the air interface. This difference in cooling and warming

rate between the cool skin and SBL is caused by J&*, Ji and J§ [Fairall et al., 1996].

(i1)) Momentum flux (wind stress) (eqn. 56) transfer at the air-sea interface was
calculated using:

[Nm~?] 12 =1*¥ + 17 = Cpp,, U? (56)
where 1 is the rate per unit area at which horizontal momentum is transferred vertically,
Cp is the drag coefficient, p,, is the water density and U, is the wind speed at a reference

point, commonly taken at a height of 10m above the surface.

(ii1) In addition to wind stress, the wind power was also computed as:

[Wm~2] Ejp =1+ U, (57)

(iv) To indicate convective conditions the surface buoyancy flux (JJ) and Monin-

Obukov length (L) (section 1.2.1.4) were calculated using:

-1 0 _ gaT](?
Wkg™] Jb = C,p (58)

_@/p)*?

[m] R

(59)
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3. RESULTS

3.1 Observational results
3.1.1 Overview of Lake Whitney’s meteorological observations

Continued sampling of meteorological data at station (B) starting February and
ending mid-July 2006 provided data time series for late winter (February to mid-March),
spring (mid-March to May) and summer seasons (May to July). Overall, the atmospheric
pressure observations follow the general seasonal global pressure systems pattern (Fig
3.1), where the impact of the seasonal pressure systems on the local weather is
significant. The presence of a dominant high pressure system during winter results in
north-westerly winds (continental polar air mass) and the presence of a dominant low
pressure system during summer results in south-easterly winds (tropical maritime air
mass). These two major wind patterns (Fig 3.2) have shown to bring different weather
characteristic to the region. A north-westerly wind is characterized to cause relatively
colder and drier conditions, while the south-easterly winds cause relatively warmer and
humid conditions.

During the winter, the dominant high pressure system (atmospheric
pressure>1000mb) in the region is a result of the cold continental land mass causing the
air mass in the Hadley cell to descend. The presence of the high pressure system can be
noticed from the atmospheric pressure measurements during winter (Fig 3.3 panel F).
The high pressure system resulted in north-westerly winds bringing dry and relatively
colder conditions to Lake Whitney (Fig 3.3 panels B, C and D). The dominant winter

high pressure is often interfered by a low pressure system (atmospheric
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pressure<1000mb) moving to Texas and causing winds to veer and become south-
westerly as seen on February 1* and 15". Warm and humid conditions are associated
with the south-westerly winds (Fig 3.3 panels B, C and D). However, these conditions
do change to extreme cold conditions whenever a cold front is pushed south by the low
pressure system. An example of the passing of a cold front over Lake Whitney can be
noticed on February 17"-18"™ and resulted in a steep drop in air temperature from 29°C
to a minimum recorded value of -4.9°C and wind speed of 11ms™ with gusts up to
16ms™". Similar conditions were observed on March 18th—20th, when a total of 72mm of
rainfall was measured, a drop in air temperature from 19°C to 10°C and relatively high
wind speed were recorded up, to 10 ms™, as a cold front passed over the area.

In summer, the warm continental land mass radiates heat resulting in a dominant
low pressure system over the region. This can be noticed from the recorded atmospheric
pressure observations during summer being mostly lower than 1000mb (Fig 3.3 panel F).
Similar to the winter period associated with the low pressure system are south-westerly
winds. These winds caused relatively high humilities, up to 95%, and air temperatures
up to 38°C as seen during July. Summer storm events passing Lake Whitney caused
peak values of rainfall and wind velocities. The storm on June 18" resulted in the
maximum recorded rainfall of 17.3mm. The storm event on April 22" caused a
maximum recorded wind speed of 14.1 ms™ for the duration of this study.

(Monthly meteorological observations are in the appendix section).
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A

JANUARY JULY

KEY
mean position maost frequent - prevailing wind direction
of ITCZ wind direction (=50% of observations)

Fig 3.1. Regional Seasonal Pressure Systems with the Prevailing Winds. (left) Northern hemisphere winter
period, (right) Northern hemisphere summer period [Colling et. al, 2001].

Lake Whitney Wind Rose

0%

wind Speed [ms™)

Fig 3.2. Wind Rose Plot of Wind Speed and Direction for the Periods of February to Mid-July.
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Table 3. Basic Monthly Statistics of Meteorological Parameters from February to Mid-July. The negative heat

flux represents flux into the lake surface.

Mean wind stress Net heat flux Rainfall

Magnitude  Direction Max Mean Max gain Max loss Total

(Nm™2) (°) (Nm™2) (Wm™2) (Wm™2) (Wm™?) (mm)
Feb. 0.023 287 0.29 1.74 866 420 30
Mar. 0.021 169 0.25 -41 843 431 76
Apr. 0.018 143 0.39 -59 851 604 58
May 0.02 150 0.2 -54 819 602 65
June 0.017 146 0.23 -32 779 505 67
July 0.012 137 0.18 -45 852 512 11
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3.1.2 Overview of Lake Whitney’s momentum and heat fluxes observations

The momentum and heat fluxes are based on the meteorological conditions. The
wind stress and wind power followed the same trend as wind speed. Both parameters
were higher during the winter and spring periods than summer (Table 3). Also, relatively
higher computed values of wind stress and wind power were observed during summer
storm events, e.g. on May 3™-5" and June 18"™. The highest recorded value of wind
stress was 0.39 Nm™2, recorded on April 2om (Fig 3.4 panel A).

The net shortwave radiation changed between the seasons (Fig 3.4 panel B), with
maximum observed values during the summer as the earth reached its aphelion point in
July. The maximum computed value for the net shortwave radiation absorbed by the lake
was 1014Wm™ on the afternoon of the July 14" on a clear and low wind speed day. The
net shortwave radiation can be an indicator of cloud cover conditions, as the incoming
solar radiation gets absorbed resulting in low values as observed on Feb 17"-26", March
18™-20™ April 20™ and 29", May 3"-5", June 18" and July 6™.

The net longwave radiation fluctuated more during winter and spring periods,
while following a more regular pattern in summer (Fig 3.4 panels B and C). The
irregular pattern of the net longwave radiation during winter and spring was a result of
the large fluctuation in air-water temperature differences (Fig 3.3 panel C). In summer
the air-water temperatures differences followed a more conspicuous trend with a diurnal
cycle resulting in a less fluctuating longwave radiation. In addition to the air-water
temperature difference, cloudy condition periods blocking the direct solar radiation have

shown to contribute to the amount of longwave radiation loss from the lake as well. The
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sensible and latent heat fluxes followed a similar seasonal pattern as the net longwave
radiation.

The second largest contributing parameter to the net surface heat flux after the
shortwave radiation is latent heat flux. The latter varied with air-sea temperature
difference, humidity and wind speed. High recorded values of latent heat fluxes up to
438Wm™ were calculated during periods of high air-sea temperature difference and high
wind velocity as seen on 17" February and May 11" (Fig 3.3 panel A and C). The
sensible heat flux values followed a similar pattern to that of the latent heat flux, with
values up to 187Wm™ during the same period of high latent heat fluxes (Fig 3.4 panel
O).

The net surface heat flux and buoyancy flux both are a function of the
meteorological conditions. Periods when the lake cools as observed during the passage
of a cold front, storm systems and cloudy conditions resulted in more positive net heat
flux (heat loss from lake body) (Fig 3.4 panel D). As a result of this net cooling, the lake
surface water became negatively buoyant. Similarly, when the water column is being
heated during the day or when air temperature is warmer than the surface water
temperature, this results in a more negative net heat flux (heat gained by the lake body).
The result of this heating causes positively buoyant conditions. Overall, the values

varied between -866Wm™ and 604Wm™ for the net heat flux (Table 3) and -

6x1077Wkg™ and 3.7x107"Wkg™! for the buoyancy flux.
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The Monin-Obukov length scales are dependent on the wind stress and buoyancy

flux (Fig 3.4 panels A, D and E). In the absence of wind stress L=0 and will increase

with increasing wind stress, at times reaching lengths larger than the actual lake depth,
e.g. as observed on February 17", The more energetic wind system during the winter
period and negatively buoyant surface waters resulted in an average L=-0.33m. This
suggests that convective conditions were strong during the winter period and at times
homogenized the water column, as seen on the evening of March 14", The relatively
weak wind systems and positively buoyant surface waters during summer resulted in a
positive average L=3.52m, indicating stable conditions.

The temperature difference between the cool skin layer (section 2.2) and SBL,
indicated by dT,,,;, was high when the air-sea temperature gradient was steep. Steeper
air-sea temperature gradients were observed mostly in the winter (Fig 3.4 panel E). The
maximum calculated value of dT,,;=1.13°C was observed during February 12",

(Monthly heat and momentum fluxes observations are in the appendix section).
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3.1.3 Overview of Lake Whitney’s hydrographic observations

Lake Whitney is an artificial reservoir constructed to provide flood control and
other uses (section 1.4). Two rain events took place that allowed the lake’s water level to
rise substantially. The first event on March 18" to 22" was followed by a water level
increase of 0.87m. The second event started on May 5™ and ended on May 15" resulting
in a water level rise of 0.59m (Fig 3.5 panel A). Both events resulted in noticeable abrupt
changes in the thermal and current structures of the water column (Fig 3.5 panels C, D
and E).

The thermal structure of Lake Whitney followed a general heating trend as
seasons progressed from winter to summer (Fig 3.5 panel C). The water column was
well mixed during the winter period with temperature differences between surface and
bottom layers were no more than 3°C. The minimum recorded temperature of 6.8°C
occurred on February 20" in the BBL, shortly after the passage of a cold front. During
spring the temperature gradient in the water column started to increase rapidly becoming
more stratified as a result of the net heat flux. Maximum increase of water temperatures
in spring were during periods of calm winds and clear skies as seen on April 3 and 16"
The homogenizing effect of night convection became apparent in mid-spring (2™ April)
and onwards. The summer season revealed a more pronounced diurnal trend, with the
water column being strongly stratified during the day, with temperature differences
between surface and bottom layers up to 7°C. The daytime heating of the water column
was often interfered by strong wind events (>6ms™) inducing vigorous mixing capable

of homogenizing the water column as observed on March 9™ 24™ April 8™ 20™ 29",
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May 4™ and June 17", The maximum recorded temperature was 33°C at the SBL on
June 3" when winds were calm and the skies were clear.

The horizontal velocity components, u and v, were rotated to match Lake
Whitney’s bathymetry to reflect the along and cross channel flow directions. It should be
noted that no velocity measurements were recorded during the periods of Februray15™ to
March 8" due to ADCP technical problems. These were resolved on March 8™

The measurements show that the flow was stronger in the along-channel
direction with velocities up to 0.3ms™ (Fig 3.5) due to the bathymetry and wind velocity.
The current at Lake Whitney is influenced by the meteorological conditions, primarily
wind velocity. The wind velocity fluctuated more during the winter and spring periods
than summer. The irregular wind pattern observed during the winter and spring periods
were reflected in the current velocity, with strong wind events forcing the currents in the
same direction as the wind. This is observed on February 11" when the northwesterly
winds caused a downstream current and on March 27" when the southeasterly winds
caused an upstream current. The result of a one directional flow of the water column is a
buildup of a pressure gradient in the opposite direction of the wind. As wind relaxes, the
pressure gradient forces a current at the BBL in the opposite direction of the previous
wind event as observed on the February 12™ and March 28" (section 4.1.1). In summer,
the wind speed followed a more diurnal pattern, with winds stronger during day than
night. During the day, the wind forced the current in the same direction as the wind
building up a pressure gradient opposite to the wind direction. As the wind relaxed

during the evening the pressure gradient forced a current in the opposite direction
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(section 4.2.1). This summer diurnal pattern in current velocity was often interfered by

storm events e.g. as observed on June 18"
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3.2 Simulation results

Forced by surface heat and momentum fluxes only, i.e. no relaxation to thermal
or current fields (Fig 3.6 panel B), the k-kl and k-¢ models were used to simulate the
thermal structure, TKE, and TKE dissipation rate throughout the period of the study (Feb
1%-July 15™) (Figs 3.6 and 3.7). Qualitatively, both model simulations show a similar

pattern for these parameters.

3.2.1 Simulation results of the thermal structure

Overall, simulations of the thermal structure showed the progressive warming of
the water column as the time progressed from winter to summer (Figs 3.6 and 3.7 panel
D). During winter (February to March 15™), both models show a well-mixed thermal
structure similar to the observed structure. As spring (March 15™ to May) started, the
water column began to heat up and become more stratified. The simulations results did
underestimate the temperature by (<4.7°C) during spring as seen on March 15™ to 18",
April 3" to 8", and April 20" to 26™. This was possibly caused by the runoff from rain
events on March 13", March 30", and April 19" (Fig 3.3 panel F) which are not
accounted for by the models. Similarly, during May the rainfall runoff between 2" and
7th, in addition to dam flood control, could have been the reason for the underestimated
heating of the water column by both models. During summer, the diurnal heating and
cooling of the SBL was simulated well by both models. The simulated results of the

thermal structure did not do well at the BBL (Fig 3.8), where a return flow caused by the
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pressure gradient resulted in abrupt changes in water temperature making it cooler

through advection as observed on May llth, 17" and June 3rd, 9th, 14th, 26th-July 15,

3.2.2 Simulation results of TKE and TKE dissipation

The TKE and TKE dissipation rate simulation results of both models follow a
similar trend (Figs 3.6 and 3.7 panels E and F). The magnitude of both quantities varied
primarily as a function of the surface forcing creating instability indicated by low Ri
numbers (Ri < Ri.) (Fig 3.6 and 3.7 panel G). During the winter and spring seasons, the
atmospheric conditions were more energetic. As a result, the simulated TKE and TKE
dissipation rate values were simulated higher throughout the water column than in the
summer (Table 4). The simulated values of TKE and TKE dissipation rate during
summer followed a diurnal pattern as the wind was more energetic during the day and
calm during the night. The summer diurnal pattern was often disrupted by storm and
strong wind events causing high mixing intensities, as observed on May 27-31%, June

18" 25" and July 5™.
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Table 4. Mean Seasonal Values of Simulated TKE and TKE Dissipation Rate of the Water Column

Mean TKE [m?s72]

Mean TKE dissipation rate [m?s™3]

Winter Spring Summer Winter Spring Summer
k-kI mod. 5.63x107° | 4.81x107° 3.99x107° 4.81x1077 3.44x 1077 2.75x 1077
k-e mod. 5.63x107° | 4.80x107° 391x107° 4.82x1077 3.44x 1077 2.75x 1077

Table 5. Maximum Values of Simulated TKE and TKE Dissipation Rate of the Water Column

TKE TKE dissipation
Max [m?2s™2] Max [m?2s™3]
k-kl mod. 1.4x1073 2.89x107
k-€ mod. 1.6x1073 2.89x107
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4. DISCUSSION

The selected parameters of velocity variances, TKE, and TKE dissipation are
compared over a four day time series, during two different time periods: a) when the
lake was strongly stratified (3-7 June); b) weakly stratified (11-15 March). This allows
testing of the model for accuracy and comparison to the observations during periods with

different environmental conditions.

4.1 Weakly stratified conditions (11-15 March)
4.1.1 General observed conditions

The surface forcing (heat and momentum fluxes) associated with meteorological
conditions (Figs 4.1 and 4.2) were the primary driving forces of the thermal and current
fields in the water column during this period (Fig 4.3 panels B, D and E). Based on the
observations, it is suggested that the winds during this period were dominantly from the
north-west (continental polar air mass) and the south-east (tropical maritime air mass)
directions (Fig 4.1 panel B) (section 3.1.1). The different characteristics of these two air
masses appear to have significant impact on the lake, which is mainly observed in the

thermal structure.
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The tropical maritime air (March 11™-13™ 10:00) induces a net heating of the
SBL due to an increase in sensible heat flux and a relatively low loss of latent heat flux
from the lake’s surface (Fig 4.2 panels C and D). The net heating of the SBL resulted in
an overall increase of temperature in the water column as observed during the periods of
March 11"-13" (Fig 4.3 panel B). In addition to the heating due to the gained sensible
and low loss of latent heat fluxes, superposed on the general heating trend, there was a
diurnal cycle with waters becoming warmer and increasingly stratified during the
daytime, as observed on March 11" 13:00-23:00 and 12" 13:00- 13™ 00:00 (Fig 4.2
panel B and 4.3 panel B).

The clear skies, and dry and cooler air associated with the continental polar air,
caused higher losses of latent, sensible and longwave heat fluxes from the lake surface,
thus increasing the net heat loss from the lake (March 13" 10:00- 14™ 14:00) (Fig 4.2
panels B, C and D). This increased net heat loss, predominately at night when shortwave
radiation was absent, and resulted in a decrease of buoyancy at the surface, and, thus, in
convective conditions (Fig 4.2 panel D). This is consistent with the Monin-Obukov
length scale values of (—2m < L < 0m), as observed on March 11" 01:00-03:00, 12"
01:00-08:00, 13™ 01:00-15:00 and 14™ 00:30-14:00 (Fig 4.2 panel E). Nighttime
convective conditions were more pronounced during continental polar air than tropical
maritime air due to the associated larger heat loss from the lake, which was mainly
driven by the latent heat flux loss.

The current structure varied with wind direction and magnitude. As specified

previously, winds were dominant in the north-west and south-east directions. Due to the
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lake’s weak stratification, the momentum flux of a high wind speed (>6ms™) was
sufficient to penetrate to the BBL and force the flow of the water column in the same
direction as the wind. On March 11™-13"™ 10:00, the scattered strong south-easterly
winds (Fig 4.1 panels A and B) forced the current structure of the water column in the
same direction as the wind (upstream) (Fig 4.3 panel D and Fig 4.4 boxes with Roman
numeral I, III and V). A pressure gradient in the opposite direction of the wind built up
during this event. When the wind weakened (<3ms™), as seen on March 11" 12:00-
19:00 and 13™ 00:00-03:00, this pressure gradient forced a return flow at the BBL in a
direction opposite to the wind (downstream) (Fig 4.4 boxes with roman numeral II and
IV). This return flow (downstream) did bring cooler water to the BBL as seen on March
11" 12:00-22:00 (Fig 4.3 B).

As the winds veered to become north-westerly on March 13™ 10:00-14™ 14:00,
the surface current was forced downstream (Fig 4.3 panel D), while the pressure gradient
from the recent south-easterly event continued to force a downstream return flow in the
BBL (Fig 4.3 and Fig 4.4 box with roman numeral VI). The combination of the two
forces acting in the same direction resulted in maximum recorded velocities during this
weakly stratified period. The water column flowing in an upstream direction caused a
buildup of a pressure gradient in the opposite direction. As the north-westerly wind
weakened on March 14™ 02:00-14:00, the pressure gradient forced a return downstream
flow in the BBL (Fig 4.4 box with Roman numeral VII) bringing warmer water (Fig 4.3

B). On March 14™ 14:00-15™ winds veered to become easterly causing the along channel
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velocity to reduce (Fig 4.3 panel D) and the cross channel velocity to increase (4.3 panel
E).

A summary of the source of forcing that induced the flow in the BBL is shown in
Figure 4.5. A significant north-westerly wind resulted in positive velocities
(downstream). As the north-westerly wind weakened, the flow became negative due to
the pressure gradient force. A significant south-easterly wind did result in a negative
velocity (upstream). As the south-easterly wind weakened, the flow became positive

(downstream) due to the pressure gradient force.
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In models such as GOTM, it is often assumed that conditions are isotropic. In
isotropy the mean properties such as velocity variances of an eddy are equal in all
directions. To test whether in the lake conditions were isotropic during the period of
weak stratification, a variance plot was constructed that included all three velocity
variance components (Fig 4.6). Qualitatively, the plot shows all three components being
on the same order of magnitude during most of the time. The time periods where the
horizontal and vertical components were at the instruments noise level was cut-off, e.g.
March 11" 22:00-12"™ 03:00. The noise thresholds for the horizontal and vertical
components were estimated to be 1.1x107°m?s™2 and 3.59x107®m?s™2, respectively (For
details on how the threshold values were estimated see section 4.2.1).

The significant velocity gradient in the BBL (section 1.2.2) causes eddies to
follow a ‘pancake’ like structure, where the vertical parameters are smaller compared to
the horizontal [Davidson, 2004]. This effect resulted in the w-variance to be lower than
the u-variance and v-variance throughout the time period (Fig 4.6). Furthermore, to
quantify the relation between the variance components, a scatter plot with correlation
values using 1000 bootstrap samples was made, where only data above the noise level
was used (Fig 4.7, 4.8 and 4.9). It can be concluded from the correlation values (>0.71)

that all three components are in a strong relation and near isotropic.
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Fig 4.6. Observed Velocity Variances at 8.3m Depth. The noise level for the w velocity component indicated
in black dashed line.
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Fig 4.7. Scatter Plot of Variances in the u and v Components at 8.3m Depth. The correlation value and 95%
confidence intervals in parenthesis.
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Fig 4.8. Scatter Plot of Variances in the w and u Components at 8.3m Depth. The correlation value and 95%
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Fig 4.9. Scatter Plot of Variances in the w and v Components at 8.3m Depth. The correlation value and 95%
confidence intervals in parenthesis.

4.1.2 k-¢ model and k-kl model simulations
4.1.2.1 k- model vs k-kl model

As specified in the methods section, simulations were conducted using the k-€
and K-kl models. Both models show a similar trend but slightly vary in magnitudes of the
physical processes as seen in the figure on page (74), where the k-kl model simulated
higher mean values of TKE and TKE dissipation during this time period (Table 5). A
quantitative comparison between the models was made using Pearson’s correlation
function [Press et al., 2007]. With correlation values above 0.9 (Fig 4.10 and 4.11) for
the simulated values of TKE and TKE dissipation rate it can be stated that both models

strongly simulate similar simulations.
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4.1.2.2 General features of the simulated parameters in the water column

From the observations it has been suggested that the surface momentum flux
induced by the wind stress, night convection generated by the heat fluxes, and return
flow forced by pressure gradient were the primary drivers of the physical properties in
the water column during this period.

The simulated mixing intensity of the water column indicated by the TKE
dissipation rate followed a diurnal trend (Fig. 4.12). Net heating during daytime would
result in relatively low simulated TKE and TKE dissipation rates. With the progression
of night, the heat gets radiated from the lake body, causing the water column to become
unstable through convection. During convection, the simulated values of TKE and TKE
dissipation rate were high and capable of penetrating to the BBL (Fig 4.12 panel F).

Contributing to the turbulence production is surface momentum flux. The
simulated turbulence production by the momentum flux penetrated to the BBL only
during weak stratification. Such conditions only occurred during the evenings of this
period, due to convection, as seen on March 11" 00:00-10:00, 12 07:00-12:00, 13"
10:00-12:00 and 14™ 00:00-01:00 (Fig 4.12). Although, surface momentum flux was
significant during some periods of the daytime, it was not sufficient to produce
turbulence that would penetrate to the BBL, as seen during the period of maximum wind
stress (momentum flux) on March 12" 22:00 (Fig 4.12) and the enhanced stratification

during daytime.
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4.1.2.3 Qualitative comparison of select observed and simulated parameters in the BBL

Focusing on the BBL, a qualitative comparison was made by plotting the
simulated and observed values of TKE, TKE dissipation and velocity variances (Figs
4.13-4.16). The simulated and observed data from these plots were smoothed by a 15
and 5 points running average, respectively (both including the same time period of 45
minutes).

Overall, the model simulations followed the observed mixing dynamics well
during this time period. The simulations of TKE, TKE dissipation and velocity variances
in the BBL by both models during this period followed a diurnal trend (Figs 4.13-4.16).
The net heating during the daytime caused higher values of buoyancy frequency and
therefore resulting in a more stable water column indicated by an overall higher Ri
number (Ri > Ri,) as seen on the 11" 12" and 14" Due to such conditions the
simulated TKE and TKE dissipation rates in the BBL were relatively low during
daytime, following well the observed values. However, during daytime on March 12
the simulated values of TKE and TKE dissipation rates were lower than the observed.
This was during a period of high surface wind stress that may have not been accounted
for by the simulated values in the BBL. As specified in section 4.1.2.2, during daytime
when the water was more stratified, the simulated turbulence production by the surface
momentum flux did not penetrate to the BBL, contradicting the observational results
(section 4.1.1.) that show the surface wind stress during daytime of March 12

penetrating to the BBL.
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As night progressed, the surface net heat loss from the lake caused low buoyancy
frequency and nighttime convection. The unstable conditions associated with nighttime
convection are indicated by a low Ri number (Ri < Ri,) as seen on the 11", 12" and
14™ Nighttime mixing events were captured well by both models throughout this period.
Both models did simulate high values of TKE and TKE dissipation rates that followed
the observations well.

The diurnal trend was interrupted on March 13", a period when the wind veered
to northwesterly (cold and dry) (section 4.1.1), causing less heat gain by the lake during
day and larger loss during night. As a result, the water column became less stratified due
to vertical mixing. Such weakly stratified conditions have caused the wind stress and
vertical mixing to penetrate to the BBL, resulting in maximum simulated and observed

values of TKE and TKE dissipation rates in the BBL.
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Fig 4.15. k-kl Modeled vs Observed Velocity Variances at 8.3m Depth. (top) U-component, (middle) V-
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component, (bottom) W-component.
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4.1.2.4 Quantitative comparison of observed and simulated parameters in the BBL
Quantitatively, the comparisons between simulated and observed values of TKE

and TKE dissipation was done using multiple statistical tools (Maximum Likelihood

Estimator (MLE), arithmetic sample mean, and correlation). Statistical functions were

computed using the bootstrap method.

(i) MLE:

Due to the intermittent nature of turbulence, the values of velocity fluctuations
vary considerably both temporally and spatially [Baker and Gibson, 1987]. In
intermittent turbulence where the Re number is high (Re >Re,), the TKE dissipation rate
follows an approximate lognormal distribution as proposed by Kolmogorov [1962],
Obukhov [1962] and Yaglom [1966]. This is similar to what has been observed in this
study (Fig 4.17) and is compared to simulation values later in this section.

In lognormally distributed data, using the arithmetic mean may provide a
“misleading” lower value of the true expected value. Baker and Gibson [1987] suggested

that for lognormally distributed data, X, the MLE is given by:

2
s
MLE = exp(m + ?) (60)

where m is the arithmetic mean of In(X) (eqn. 61) and s is the variance of In(X) (eqn.

62). X represent either the observed or simulated values of TKE dissipation rate.

1 N
m= NZlnX (61)
=1
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N
s? = %Z(lnX —{(m))? (62)
i=1
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Fig 4.17. TKE Data Distribution Test. (left) Lognormal probability distribution of TKE dissipation rates using
1000 bootstrap samples. The red dashed line represents an ideal fit to the lognormal probability distribution.
The MLE value was computed using equation (60) and mean using equation (61). (right) A histogram showing
the distribution using 1000 bootstrap samples of the TKE dissipation rate. The red line represents an ideal fit to
the lognormal distribution.

(i1) Pearson’s product-moment correlation:
Using Pearson’s correlation (eqn. 63) [Press et al., 2007] we will quantify how

well the observed and simulated values of TKE and TKE dissipation rate are related.

Corr(x,y) = Z (x; = N — ) 63)

(n—1)oyoy

where o 1s the sample standard deviation. x and y represents the observed and simulated
results, respectively, of TKE and TKE dissipation rates.

Statistics values during this weakly stratified period are shown in Table 6. The
mean values of TKE dissipation rates as suggested by Baker and Gibson [1987]

underestimate the expected MLE value in a lognormally distributed data. Both the
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simulated and observed datasets in Table 6 show a good agreement with Baker and
Gibson’s results. A study at Lake Maggiore, Italy, by Stip et al.[2002], shows the mean
value of the simulated TKE dissipation rates being equal to the MLE and therefore
providing a good estimator of the expected MLE, unlike the findings of this study.
However, a study by Anis and Singhal [2006] at Valle de Bravo fresh water reservoir,
Mexico, shows the simulated mean values being smaller than the MLE as found in this
study.

Table 6. Observed and Modeled Simulation (k-¢ and k-kl) Values of TKE and TKE Dissipation Rate. The mean

and MLE values and the 95% confidence intervals in brackets were computed using 1000 bootstrap samples
for the periods of 11 March to 15 March.

11-Mar to 15-Mar
Maximum Mean MLE

TKE [m?s72]
k- 472x10™ 2.22x1075 2.54x107°
(Simulated) (2.12,235)  (2.22,3.32)
k-kl 3.74x10™ 2.31x1075 2.66x107°
(Simulated) (2.20,2.44)  (2.38,3.15)
Wavenumber domain | 1.35x10™  1.53x107° 1.92x107°
(Observed) (1.36,1.74) (1.64,2.32)
Time domain 2.7x10™* 2.42x107° 3.32x107°
(Observed) (2.18,2.75)  (2.81,4.04)

€[m?s73]

k-¢ 3.63x107° 1.83x107 2.99x 107
(Simulated) (1.70,1.98)  (2.68,3.50)
k-kl 3.06x107° 1.86x 107 3.14x 107
(Simulated) (1.72,2.02)  (2.80,3.53)
Eqn. (53) 503x10° 3.28x107  6.22x107
(Observed) (2.77,392)  (5.02,7.68)

Further correlation testing was conducted to conclude which model better
follows the observation results (Table 7). From the correlation values, both models
follow the observational estimates of TKE and TKE dissipation rate well, with k-kl

model following the observational results closer.
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Table 7. Correlation Values of the Observed vs Modeled Simulation (k-¢ and k-kl) of TKE and TKE Dissipation
Rates. The correlation values and the 95% confidence intervals in brackets were computed using 1000

bootstrap samples for the periods of 11 March to 15 March.
Simulated
TKE €
k-ki k-€ k-ki k-€
€ - - 0.63 0.61
- - (0.52,0.74)  (0.48,0.71)
g TKE wavenumber domain 0.5 0.46 - -
2 (0.39.0.60)  (0.34,0.56) - -
© TKE time domain 0.52 0.49 - -
(0.37,0.63)  (0.36,0.60) - -

In general, both models do follow the observed estimates of the TKE and TKE
dissipation rate well during weakly stratified periods. This relation between the observed

and simulated can be seen qualitatively from plots 4.13-4.16 and quantitatively from the

statistics values in Tables 6 and 7.
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4.2 Strongly stratified conditions (3-7 June)
4.2.1 General observed conditions

During this period of summer, the winds were weak to moderate blowing from
southwest (tropical maritime air mass) (Fig 4.18 panel B), with two events of relatively
high wind speed on June 4™ 23:00 and 5™ 22:00 (Fig 4.18 panel A). With no frontal
systems passing over the region during this period, the wind speed was higher during
day than night. This diurnal wind pattern is a response to shortwave radiation warming
of the continental land mass leading to a buildup of a pressure gradient between the land
mass (Texas State) and sea (Gulf of Mexico) resulting in a sea breeze during the day.

Conditions show a diurnal pattern where the surface heat fluxes were the primary
controlling factor of the thermal structure conditions (Fig 4.19 panel A and B). During
daytime, shortwave and sensible heat fluxes transferred heat to the SBL (Fig 4.19 panels
B and C), therefore increasing the water temperature of the SBL significantly and
enhancing stratification. This heating was followed by heat loss (latent and longwave
heat fluxes) during the nights (Fig 4.19 panel B and C). The heat loss decreased the
surface water buoyancy resulting in night convection (Fig 4.19 panels D and E). Unlike
the weakly stratified period, night convection during this strongly stratified period was
not able to penetrate to the BBL and was confined to ~7.8m depth, e.g. the night of June
3 and 6™. On June 4™, the calm winds and clear skies resulted in the water becoming
strongly stratified and night convection was confined in shallow depths ~3m (Fig 4.20

panel B and F).
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The current velocity throughout the water column was relatively weak and
dominant in the along channel direction (Figs 4.20 panels D and E). The SBL current
was primarily downstream but changed direction to upstream when the south-easterly
wind gusted up to 8ms™! as seen on the 3™ 12:00-23:00, 4™ 23:00-23:59 and 5™ 23:00-
23:59 (Figs 4.18 panel A, Fig 4.20 panel D and Fig 4.21 ellipses with roman numeral II).
Due to the lakes topography, the dominant downstream current in the SBL resulted in a
buildup of a pressure gradient in the opposite direction of the flow. This buildup of
pressure gradient forced an upstream BBL return flow (Fig 4.21 boxes with Roman
numeral I).

Similar to what has been done in the weakly stratified period, a plot was
constructed to check for isotropic conditions (Fig 4.22). Qualitatively, Figure 4.22 shows
the three components being on one order of magnitude during most of the time period.
From the correlation values on the scatter plots, which ranged between 0.85 and 0.9
(Figs 4.24-4.26), it is suggested that conditions were nearly isotropic.

The periods when the variances for the u and v components “flat out” at 1.1x107®
m?s~2 is when the instrument noise level for these two components is reached. The noise
level was estimated by integrating the area below the PSD of the horizontal velocity
components where the noise level is reached (Fig 4.23). A similar approach was used to
estimate the noise level threshold for the vertical component. Section 2.1 part (ii)
includes the reasons why the threshold in the vertical components is lower than the

horizontal.
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Fig 4.22. Observed Velocity Variances at 8.7m Depth. The noise level for the u and v velocity components
indicated in a black dashed line.

PSD of velocity fluctuation
T

\ /A ('*’7 ww&l \ W “\ M “" h”l‘ﬂ]”‘

=)
L

7

PSD [(m? 52) fHz]

‘ il L )

10 10" 10"
Frequency [Hz]

Fig 4.23. PSD of the Velocity Fluctuation Components. The area shaded blue is noise level of component u
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Fig 4.24. Scatter Plot of Variances in the u and v Components at 8.7m Depth. The correlation value and

95% confidence intervals in parenthesis.
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Fig 4.25. Scatter Plot of Variances in the w and u Components at 8.7m Depth. The correlation value and

95% confidence intervals in parenthesis.
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Fig 4.26. Scatter Plot of Variances in the w and v Components at 8.7m Depth. The correlation value and
95% confidence intervals in parenthesis.

4.2.2 k-¢ model and k-kl model simulations
4.2.2.1 k-¢ model vs k-kl model

The two models (k-€ and k-kl) follow the same trend in simulating turbulence
processes at the BBL but vary in magnitude (Fig 4.29); similar to what has been
observed during the weakly stratified period. Both the mean and MLE values of the
simulated turbulence parameters by the k- model were lower than the k-kl model (Table
9), similar to what has been observed during the previous period. A test of correlation to
quantify the strength of the relation between the models was made. Correlation values
higher than 0.9 (Figs 4.27 and 4.28), which are similar to what has been observed in the

weakly stratified period; show that both models are not significantly different.
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4.2.2.2 General features of the simulated parameters in the water column

The observations suggested that the water column followed a pronounced diurnal
pattern, and was strongly stratified during day and relatively weakly stratified during
night. Both models simulated the TKE and TKE dissipation rate to follow this diurnal
pattern (Fig 4.29). The strong stratified period during daytime was associated with
relatively low values of TKE and TKE dissipation rates throughout the water column.
During nights, the simulated values of TKE and TKE dissipation rates were relatively
high and extended deeper, reflecting the effect of convection. However, the turbulence
produced by the surface forcing was unable to penetrate to the BBL. Because wind stress
was relatively high during the daytime, a period of high stratification, the simulated
effect of wind stress on turbulence processes was confined to the top 2m. On July 4™, the
trend was not diurnal as specified in section 4.2.1 and the water was highly stratified
during the night unlike the other 3 days. The simulated parameters reflected this well and
values of TKE and TKE dissipation rate were relatively low throughout the water

column.
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4.2.2.3 Qualitative comparison of observed and simulated selected parameters in the
BBL

Similar to the weakly stratified period, the focus was on the BBL for a detailed
comparison between the selected parameters (TKE and TKE dissipation rate). Data were
first smoothed to reduce fluctuations in a similar approach and intervals as before
(section 4.1.2.3).

As specified previously (section 4.2.1), the highly stratified conditions during
this period confined convection and wind stress effects to the upper mixed layer only,
and were unable to penetrate to the BBL. Therefore, the return flow magnitude in the
BBL, forced by the pressure gradient, was expected to be a main controlling factor of the
turbulence parameters in the BBL (Fig 4.21).

Qualitatively, both model simulations follow the observations well, with
exception of some periods (June 4™ 14:00-1500, 19:00-5™ 01:00 and 5™ 9:00-10:00)
where both models have simulated low values for TKE, TKE dissipation rates and
velocity variances (Figs 4.30-4.33). At this same time, the observed horizontal velocity
components were at the instruments noise level (section 4.2.1). This suggests the models
did not simulate the values of the turbulence parameters well because it was forced by

noise affected velocity profiles (section 1.3.3).
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With the absence of surface forcing effects at the BBL during this period, the
modeled turbulence parameters (TKE and TKE dissipation rate) followed the BBL

current velocity magnitude. A faster BBL current velocity causes an increase in shear

and as a result turbulence production increases (section 1.2.2) (Figs 4.30, 4.31 panels A
and B).

Periods when the BBL along channel current velocity was higher than 0.02ms™,
they were followed by increase in turbulence production and mixing intensity as seen on
June 3", 5™ 01:00-05:00 and 5™ 19:00-7" (Figs 4.21, 4.30-4.33). Both models reflected
well the TKE and TKE dissipation rates associated with the high BBL current
(>0.02ms™). When the BBL current weakened (<0.02ms™) stability was enhanced, it
was followed by an increase in Ri number (Ri>Ri.) as seen on June 4™ and 5™ 05:00-
19:00. The k-kl model captured these stable conditions well, which resulted in relatively
low simulated values of TKE and TKE dissipation rates, following the observational
results well. However, the k-¢ model overestimated the TKE, TKE dissipation rates and

velocity variances during these stable conditions.
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Fig 4.32. k-kl Modeled vs Observed Velocity Variances at 8.7m. (top) U-component, (middle) V-component,
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4.2.2.4 Quantitative comparison of observed and simulated selected parameters in the
BBL

It was emphasized in the previous section 4.2.2.3 that the magnitude of the BBL
along channel current velocity was a main driver of turbulence production during this
strongly stratified period due to current shear. A correlation test was made to quantify
the significance of this relation. The correlation values for the effect of the BBL current
on the simulated turbulence parameters for both models have shown that there is a strong
relation supporting the arguments in section 4.2.2.3, with correlation values above 0.7

(Table 8).

Table 8. Correlation Values of the BBL Current Velocity vs Simulated (k-e€ and k-kl) TKE and TKE Dissipation
Rates for the Periods of 3 June to 7 June.

Simulated
TKE €
k-kiI k-€ k-kI k-€
Along channel current magnitude at the BBL 0.72 0.70 0.73 0.72

Basic statistical (maximum, minimum, mean and MLE) values for the simulated
and observed turbulence parameters are presented in Table 9. Similar to the weakly
stratified period, the mean values for the dissipation rates did underestimate the MLE
values as suggested by Baker and Gibson [1987].

To conclude which model better follows the observation results of the turbulence
parameters, a correlation test was made between the observation and simulation results.

Similar to the weakly stratified period, the k-kl model has shown follow the observations
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closer than the k- model (Fig 4.30). The correlation values show that the k-kl model
better follows the observations with values of 0.61 and 0.6 for the TKE and 0.58 for the
dissipation rate. The correlation values were 0.56 for the k-e€ model, 0.57 for the TKE,

and 0.53 for the TKE dissipation rate (Table 10).

Table 9. Observed and Models Simulated (k-¢ and k-kl) Values of TKE and TKE Dissipation Rate. The mean
and MLE values and the 95% confidence intervals in brackets were computed using 1000 bootstrap samples
for the periods of 3 June to 7 June.

3-Jun to 7-Jun
Maximum Mean MLE
TKE [m?s™]
k-¢ 9.24x10™ 2.41x107° 561x10™®
(Simulated) (2.13,2.76)  (4.88,7.59)
k-kI 9.15x10™ 3.02x107 5.69x 107
(Simulated) (2.76,3.35)  (4.84,7.47)
Wavenumber. domain | 3.50x 10 3.34x10°® 4.67x10°®
(Observed) (2.94,3.80) (4.06,5.57)
Time. domain 1.87x10> 146x107° 2.20x 107
(Observed) (1.30,1.67)  (1.91,2.69)
€[m?s73]

k-¢ 1.27x10® 3.01x10°%® 6.88x 1078
(Simulated) (2.66,3.41) (5.55,10.06)
k-kI 1.27x10% 3.08x107°® 7.04x 107
(Simulated) (2.74,3.51) (6.53,11.78)
Equation (53) 6.46x107 292x107® 6.11x1078
(Observed) (2.38,3.72)  (4.55,9.12)
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Table 10. Observed vs Models Simulated (k-¢ and k-kl) Correlation values of TKE and TKE Dissipation Rates.
The 95% confidence intervals in brackets were computed using 1000 bootstrap samples for the periods of 3
June to June.

Simulated
TKE
K-kl k-€ k-l k-€
€ - - 0.58 0.53
- - (0.48,0.68)  (0.41,0.65)

g TKE wavenumber domain 0.61 0.56 - -
2 (0.52,0.70)  (0.46.0.67) - -
) TKE time domain 0.60 0.57 - -
(0.50,0.69)  (0.47,0.67) - -

Overall, the simulated parameters of velocity variances, TKE and TKE
dissipation rate during this strongly stratified period followed the observational values
well, both qualitatively (Figs 4.30-4.33) and quantitatively (Tables 9 and 10). The
correlation values signify a positive relation between the simulated and observed
estimates of TKE and TKE dissipation rates with the k-kI model following the

observational results slightly closer.
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4.3 Vertical eddy diffusivity (K,)

Several events of fish kill have been reported in Lake Whitney (section 1.4)
[Roelke et al., 2010; Roelke et al., 2011]. These events are directly influenced by the
vertical mixing in the SBL, where the vertical transport of nutrients, air-sea interface
exchange (gas, heat and momentum), and the vertical migration of phytoplankton are
affected [Maclntyre, 1993]. The magnitude of the vertical mixing is dependent on the
stratification level and turbulence intensity. This section looks at how temporal changes
in stratification and turbulence affect the vertical eddy diffusivity. Furthermore, we
compare the observational results with simulated by k-e€ and k-kl and also with K-Profile
Parameterization (KPP) [Large et al., 1994] and Loewen et al. [2007] equations (eqn. 64
and 65, respectively), to conclude which method best reflects the observational
conditions.

The vertical eddy diffusivity for the observed and simulated (k-e and k-kl)

datasets was estimated using Osborn’s [1980] formula:

€

K, =T33

(63)
where I' is the mixing efficiency, which is the ratio of change in potential energy and

o A ) ) . )
kinetic energy (ﬁ) taken as 0.25 based on Joint Air-Sea Interaction experiment

(JASIN) (see [Oakey, 1985]).
Two other methods were used to compute the vertical eddy diffusivity. The first,
is the KPP method (eqn. 23), which is based on field experiments in deep ocean

environments (see [Large et al., 1994]).
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K, = K,(1+ 3.33 Ri)_% (64)
where K, is the value of vertical eddy diffusivity during homogenous conditions
(unstratified water column) estimated from the observational results as ~9x107* m?s™.
K, was obtained by first averaging the simulated (k-€ and k-kl) Ri number over four days
at multiple depth levels (300). Levels where the Ri number is below the critical number
was assumed to be unstratified. From the simulated (k-e and k-kl) results of heat
diffusivity at the levels where Ri number was below the critical number were averaged
to obtain K,,.

The second, is the Loewen et al [2007] method (eqn. 65), which is based on field

experiments in a shallow lake (~8-11m).

PN
K, = K, (1 _ (If—ll)z) (65)
Ri,is a Ri critical value of 0.7 [Large et al., 1994].

As seen previously in this section, the effect of surface forcing (heat and
momentum) on Lake Whitney is significant, causing conditions to become weakly
stratified during winter (section 4.1) and strongly stratified during summer (section 4.2).
The temporal changes in stratification conditions reflected on the magnitude of the
vertical eddy diffusivity (Figs 4.3). During winter, the relatively high turbulence
production from surface forcing extended to the BBL causing the Ri number to be lower
overall than in summer. Both the observational and all simulated results during both
periods follow a similar trend and show that the vertical eddy diffusivity decreases

rapidly when Ri number is small (Ri, < Ri). Because the KPP method was based on
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ocean conditions, it simulated higher values than the observations and not reflecting lake
conditions well (Table 11). The Loewen et al. [2007] method was based on an
experiment at a Lake, which is similar to this study; and therefore provided closer
simulated values to the observations than the KPP during both periods. The simulated
results by the k-e and k-kl models were about the same and both followed the

observations well.

Table 11. Observed and Model Simulated (k-¢, k-kl, KPP and Loewen et al. [2007]) Log Mean Values of the
Vertical Eddy Diffusivity During Weakly (March 11-15) and Strongly (June 3-7) Stratified Periods.

Mean K, 10™[m?s™"]
Weakly Stratified | Strongly Stratified

2.81 0.66

Observed (1.30,6.32) (0.53,0.91)
3.79 0.74

k-€ (3.21,4.45) (0.64,0.85)
4.66 0.77

k-kl (4.06,5.47) (0.68,0.89)
5.45 5.20

KPP (5.22, 5.68) (5.09, 5.44)
2.93 2.73

Loewen et al. [2007] (2.81,3.05) (2.60,2.87)
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5. CONCLUSIONS

The simulated turbulence parameters of TKE and TKE dissipation rate by both
models (k-kl and k-¢) in the BBL were found to be in agreement with the observations
during both weakly and strongly stratified periods. Both models produced similar
simulation results indicating a strong relation between the two models throughout the
study period, with correlation values up to 0.97.

During the weak stratified period, the meteorological surface forcing (momentum
and heat fluxes) were the primary drivers of the physical processes throughout the water
column. Nighttime convection extended to the BBL when wind speed was at least 6ms™
and the BBL return flow forced by the pressure gradient caused the turbulence
parameters to change accordingly. These physical processes were captured well by both
models as observed when quantitatively tested using Parson’s correlation with values up
to 0.63. The k-kl model has shown to follow the observational results slightly closer than
the k-¢ model during this period.

During the strong stratified period of summer, the diurnal influence of wind
stress and net heat flux caused the physical processes to follow a pronounced diurnal
pattern in the surface layers. The strong stratified conditions during this period prevented
convection cells and turbulence produced by wind stress to penetrate to the BBL.
Because the surface forcing did not extend deep, the BBL current alone was the primary
driver of the simulated turbulence production in a good agreement with the observational
results with correlation values up to 0.61. Similar to the weakly stratified period, the k-kI

model followed the observational results closer than the k- model.
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In summary, it is suggested that two equation models reflect well the TKE and
TKE dissipation rate that are associated with convection, return flows and other physical
processes in a fresh water reservoir. Similar conclusions have been reached by Stip’s et
al.[2002] and by Anis and Singhal [2006]. Finally, it can be stated that the k-kl model
has provided slightly closer simulation results to the observations and therefore might

have a slight advantage in simulating a fresh water reservoir than the k-¢ model.
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A.1 Lake Whitney Basic Meteorological Data
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A.2 Lake Whitney Heat & Momentum Flux Data
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Fig A.8 March hourly averaged surface momentum and heat fluxes
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A.3 Lake Whitney Thermal Structure
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A.4 Lake Whitney Current Structure
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Aquadopp Velocity Components
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Fig A.42 Vertical velocity structure for week two of the study
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Fig A.44 Vertical velocity structure for week four of the study
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Aquadopp Velocity Components
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Fig A.46 Vertical velocity structure for week six of the study
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Fig A.49 Vertical velocity structure for week nine of the study
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APPENDIX B SIMULATION RESULTS



B.1 k-kl Model March Simulations
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Fig B.11 Simulated shear frequency
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B.2 k-e Model March Simulations
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B.3 k-kl Model June Simulations
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Fig B.49 Simulated €
turbulent macro length scale
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B.4 k-e Model June Simulations
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