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ABSTRACT

AN EMPIRICAL ANALYSIS OF ENVIRONMENTAL UNCERTAINTY, REAL
OPTIONS DECISION PATTERNS AND FIRM PERFORMANCE

September 2009
ALFRED M. BOCCIA, JR, B.A., FORDHAM COLLEGE
M.B.A., HARVARD UNIVERSITY
Ph.d., UNIVERSITY OF MASSACHUSETTS AMHERST

Directed by: Associate Professor Bruce C. Skaggs

Real options theory has become an influential explanatory and normative
framework for making resource allocation decisions. Despite a growingdbatiategy
research regarding real options, however, there is as of yet littlei@hponfirmation
(1) that firm resource allocation behavior conforms with real options theaof®) that
employing real options principles has a positive impact on firm performance.

This research examines these questions. Using a survey instrumemédésig
measure a range of real options-theoretic decision patterns, data hasllested from a
sample of 173 U.S. manufacturing firms. This data set has been used to testtao cent
premises.

The first is that, in contrast to much of the real options literature, there is no
inherently superior real options decision pattern. Instead, real options-opesthnent
decisions depend on the magnitude and source of the uncertainties that firms emntounter
their task environments. This premise is tested by measuring twotampsources of

uncertainty in the external environment: uncertainty regarding the levebamgbsition



of demand (market uncertainty) and uncertainty regarding the intentionstems a¢
competitors (competitive uncertainty). | develop the theoretical foundati@xpecting
that patterns of real options behavior vary with these two sources of uncertainty,tand tha
different sources of uncertainty frequently promote competing real optiomstice
decision behavior. The research tests these hypothesized relationshipsafignpirhe
principal contribution of this analysis has been to develop a more fine-grained
appreciation of the relationship between real options theory and a multidimensional
conceptualization of uncertainty.

The second premise of the research is that making investment decisions based on
real options principles has a positive effect on firm performance. Therels a
theoretical foundation for the superiority of real options theory as a frarkdavror
making resource commitment decisions. The research examines this éxpectat
empirically by testing whether the fit or congruence between real optemision
patterns and environmental uncertainty is positively related to firmtgodity, market

value and growth.

Vi
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CHAPTER 1

INTRODUCTION

Real options theory is a relatively new explanatory and prescriptiveoate
framework for firm-level resource allocation decision-making. Thougiailyit
developed as an asset pricing and project evaluation methodology, principally in the
realm of finance, real options theory has, in the last two decades, bechrastialin
the study of strategy. It has been applied to explain a range ofstiagdavior,
including joint ventures (Chi, 2000; Chi & McGuire, 1996; Kogut, 1991), research and
development (Faulkner, 1996; McGrath, 1997; Miller & Arikan, 2004; Mitchell &
Hamilton, 1988), the multinational corporation (Kogut, 1985; Kogut and Kulatilaka,
1994a), investment in capabilities and competencies (Kogut & Kulatilaka, 2001),
entrepreneurship (McGrath, 1999), venture capital (Hackett & Dilts, 2004; Hurrer Mill
& Bowman, 1992), innovation (Reiss, 1998; Wu, 2005), market entry and exit (Dixit,
1989; Folta & O’Brien, 2004; Miller & Folta, 2002; O’Brien, Folta & Johnson, 2003),
acquisitions (Smith & Triantis, 1994), and restructuring (Hurry, 1993). Real options
theory has been used to shed light on long-standing issues in the field — including
governance (Leiblein, 2003; Santoro & McGill, 2005), vertical integration (Liei§le
Miller, 2003; Sutcliffe & Zaheer, 1998), and diversification (Kogut & Kukdtd, 2001) —
and has been examined in relation to other important theoretical traditions sheh as t
resource-based and knowledge-based views (Bowman & Hurry, 1993; Coff & Laverty,
2001; Kogut & Kulatilaka, 1994b and 2001; Miller, 2002; Vassolo, Anand & Folta,
2004), transaction cost economics (Leiblein, 2003; Sanchez, 2003) and game theory

(Grenadier, 2002; Smit & Ankum, 1993).



Not least, real options theory has provided an alternate explanatory franfework
the real asset investment behavior of firms. Pindyck (1991) observed thasaeatla
investment theory has failed to provide a good empirical model of capital investme
behavior. Companies demonstrably do not allocate resources in accordance with its
precepts (Bower, 1972). In establishing a conceptual foundation for investment behavior
that deviates from strict adherence to the expected net present value) (E¢On
rubrics of neoclassical finance, real options theory better explains how naaeatyeily
think and act (Teach, 2003). It also ameliorates a long standing divide betvedegystr
and finance by providing a formal economic foundation for long-term strategic resourc
allocation decisions that have often proved difficult to justify using conventional
financial decision standards (Allessandri et al., 2004; Chen, Kensington & Conover,
1998; Kester, 1984; Lander & Pinches, 1998; McGrath & Nerkar, 2004; Miller &&wWall
2003; Nichols, 1994; Triantis & Borison, 2001).

Finally, real options theory has been advanced as an overarching, intptgas
for strategy as a whole. Bowman & Hurry (1993) view real options as the choice
mechanism that underlies the temporal unfolding of strategy, and conceptualize
organizations as generators and repositories of real options for stréueige.

McGrath, Ferrier & Mendelow (2004) see real options as “poised to occupy d centra
conceptual position in the development of theory that offers guidance for istrateg
decision-making under uncertainty” (86).

In summary, considerable progress has been made in establishing real ogtions as

prominent strategic construct. Despite these advances, however, sepertmn

dimensions of real options as strategic theory warrant additional work. A revibe



growing real options literature suggests three deficiencies inydartibat merit further
attention and that have motivated the present research.

First, the base of empirical study supporting the role of real optionatagtr
management remains relatively small. Theoretical and modelingckeggaatly
outweighs empirical studiesSuch empirical research as has been conducted does not
provide definitive support for real options theory. Many of the specific strategic
phenomena that have been examined from a real options perspective can also be
explained by other theoretical frames. Joint ventures, for example, havexagenesl
from the perspective of the knowledge-based view, which interprets them as raghani
for acquiring knowledge (Hamel, 1991) and from a transaction cost perspedtich
explains joint ventures as a hybrid form of economic organization combining\eelect
advantages of market and hierarchy (Hennart, 1988; Mowrey, Oxley &18dver1996).
Similarly, management behavior that departs from neoclassical inveésttaadards has
been explained as a reflection of the agency problems of public corporations (Jensen &
Meckling, 1976).

In addition, real options-theoretic studies of specific strategic phenomena do not
demonstrate that real options principles inform decision-making more broéglaliy w
firms. Folta & Miller (2002) and Trigeorgis (1993), among others, emphasize the
importance of empirical studies that examine the extent to which mandugdraalior
actually conforms to real options principles. Yet | know of no published studies that

examine the extent of real options decision-making at the firm fevel.

! There has been some empirical study of investahetisions and real options principles at the imyusit
sector level. Harchaoui & Lasserre (1996), forreplke, examined capacity additions in the Canadian

copper mining sector in relation to “trigger” copgeices calculated under a real options model,fandd
a significant relationship between them. SimilaMoel & Tufano (2002) examined the pattern of Mort



A second notable characteristic of the real options literature is thatahemship
between uncertainty and real options decision-making has been only modewsiilyszka
Nuanced managerial response to uncertainty is at the heart of the real opspestpa.
Real options theory maintains that resource allocation decisions are shagsggbimse to
the uncertainty surrounding those decisions, rather than solely in response to thedexpect
cash flow value of decisions as measured by traditional financial decisiacsrulbhe
theory suggests that firms will act rationally to maximize the total \@luesource
commitments, taking into account both the expected cash flow value and the option value
of those commitments. Option value is a complex function with respect to uncertainty,
such that it is not possible to specify optimal action without an explicit recagoit the
magnitude, source and type of uncertainty. Despite the importance of the uncertaint
construct in real options theory, there has been very limited research, eitheca or
theoretical, into the relationship between either the magnitude or source oaumygert
and real options resource allocation behavior. Most of the real options literatise tr
uncertainty as omnipresent and unitary.

Finally, there has been virtually no empirical study of real options inael&t
performance. As described in detail in Chapter 3, real options-baseadenesking has
been widely advanced as superior to the conventional financial decision-making
standards used by most firms. Implicit in this view is that firms empdagal options
principles (either formally, using real options-based evaluation tools, or iallgrras a
judgmental heuristic), will achieve superior sustained performancerectatfirms that

do not employ those principles. The absence of empirical confirmation thaptieas

American gold mine openings and closings over g&d-period and found them to be consistent widh re
options principles. These studies, however, aba@mic rather than strategic in their orientatiod do
not focus on the behavior of individual firms.



decision-making has a positive impact on performance is an important research
opportunity (Triantis & Borison, 2001).

The present research makes an empirical contribution to the groweradure
regarding real options and strategy along each of these three dimensist)st F
measures and analyzes real options behavior at the level of the firm for anldtige
industry sample, encompassing multiple real options decision patterns. Saquadei
of a uni-dimensional conceptualization of uncertainty, it explores theorgtiball
relationships between different kinds of uncertainty and different patteraalafptions
decision-making, and tests those relationships empirically. In thidregarstudy
represents an initial effort to derive a more fine-grained specificaticabbptions
theory in relation to uncertainty, in the hope that further efforts along timesewill
receive future research attention. Finally, the research breaksoemdgn exploring
whether application of real options decision-making is reflected in diffatenti
performance at the level of the firm.

The remainder of this thesis consists of five chapters. Chapter 2 reviews the
conceptual foundations of real options theory as a strategic decision frekreevd
identifies the principal resource allocation decision patterns consistértheitheory. It
also lays the conceptual foundation regarding uncertainty as it relates optiens
decision-making. Chapter 3 develops the theoretical basis for the heaadrpresents a
suite of hypotheses derived from that theoretical analysis. Chapter ibdgshe data
sources and methodology employed in the study, both as regards the survey instrument
and its administration, and the analytical techniques used in hypothesis t€iaqgter 5

describes the results of the analysis and provides an interpretive discushimseof t



results. Chapter 6 explores the implications of the research for both acadedics
practitioners, describes the limitations of the study and concludes by snggesdrities

for future research.



CHAPTER 2

LITERATURE REVIEW

This chapter establishes the conceptual foundations regarding real options and
uncertainty on which the research rests. This is accomplished under three broad
headings. Firstis a summary of the real options theoretical framewenkifythg its
principal features and its differences from conventional decision-malandasts. The
second section describes specific decision patterns that have been discussezhin the
options literature, and that formed the basis for measuring real options behavior, as
discussed in Chapter 4. The third section briefly summarizes the relésaaitite on
uncertainty, establishing the conceptual framework for incorporating enveraam

uncertainty into the research.

2.1 Summary of Real Options Theory

Real options theory rests on the insight that real (that is, non-finandaty @se
in many ways analogous to financial options (Myers, 1977). Like puts andnctidés i
financial markets — which, at a cost, confer the right but not the obligation to baly or
respectively an underlying security in the future — investments in re# agsdarly
represent the acquisition of non-obligatory rights to future choices and opportunities
(Dixit & Pindyck, 1995; Kester, 1984). All assets and resource commitmentsnconta
such choice possibilities. A manufacturing facility, for example, is a nefxaoistions,
including the right to produce, to expand the plant, to shut it down temporarily if at any
point market conditions make it desirable to do so, to alter its inputs and outputs, or to
abandon it entirely (Kulatilaka, 1995; McDonald & Siegel, 1985). A wide variety of

assets have been interpreted within the real options perspective, including inventory,



organizational slack (Bowman & Hurry, 1993), unused debt capacity (Trigeorgis, 1993),
and cash reserves (Cossin & Hricko, 2004).

Were firms endowed with perfect foreknowledge of future events affectiing the
activities, such possibilities to make future choices would be of no value, since firms
could value and make optimal decisions for the future a priori. Similarly, if al
investments were perfectly and costlessly reversible, real options wagdhbaalue,
since firms could easily undo any investment that proved unwise. Capital investment
decisions are, however, inherently uncertain and hard to undo (Carruth, Dickerson &
Henley, 2000; Pindyck, 199%)In the presence of uncertainty and irreversibility, future
choice possibilities — real options — have economic value, since they permitfiacts t
on or “exercise” choice possibilities under favorable future conditions (“in tnewyi
options) but to delay or forego action under unfavorable conditions (“out of the money”
options) (Dixit & Pindyck, 1995).

Underlying real options theory, therefore, are two central concepts. r$tis fi
asymmetrical responseto uncertainty. The distinctive characteristic of the options
approach lies in making limited cost, incremental investments that conferserya¢he
ability to make more substantial commitments only if outcomes aredfaleofKogut,

1991; Kogut & Kulatilaka, 2001; McGrath et al., 2004; Trigeorgis & Mason, 1987). This
asymmetry can be achieved only to the extent that firms can avoid omakayg large
irreversible commitments (McGrath, 1999). The second core concepiva ibef

management flexibility. Real options theory incorporates into resource decisions ex ante

2 Some non-company-specific investments may begligrteversible by liquidation or sale. Even in Buc
cases, however, reversibility is typically limiteéshlvage values rarely recover full investmenttiien,
market values are likely to be well below originatlays for investments which have fallen short of
expectations. In other words, investments areylikelbe least reversible in those circumstanceswines
are most interested to reverse them (Dixit & Pikgyi®95; Pindyck, 1991).



the discretion that informed management has to adapt to future developments ex post
(Trigeorgis, 1993). The theory anticipates that firms will act to maxitheealue of
assets as uncertain events unfold, and the latitude for such action has economicvalue. |
the illustrative manufacturing facility, management will make the@ppate decisions
to operate, expand, switch inputs and products, or abandon the facility, as warranted by
market conditions. Real options theory reflects therefore a very aatiasagerial
approach in which uncertainty is partially endogenized through agency.

Implicit in real options theory is a conceptualization of firm response to
uncertainty that is different from that embodied in much strategic and catjaned
theory, in which uncertainty is viewed as an undesirable source of varianaenkat f
attempt to reduce or eliminate (Thompson, 1967). Real options theory, by contrast,
encourages firms to exploit rather than avoid uncertainty (Coy, 1999; Garud,
Kumaraswamy & Nayyar, 1998; Kogut, 1991; Kogut & Kulatilaka, 1994b & 2001,
McGrath, 1999; McGrath et al., 2004; Morris, Teisberg & Kolbe, 1991; Sanchez, 1991).
As long as exposure to downside risk can be limited by the prudent use of options,

uncertainty is a source of opportunity and can be beneficial to the firm.

2.2 Real Options Decision Patterns

The real options literature identifies a number of decision patterns ¢hat ar
consistent with the real options principles described above. | here sumrhasee t
patterns of action, in effect constructing from the literature a taxonongabdptions-

theoretic decision behaviors. Table 2.1 identifies five core dimensions of tloptieas



construct and the decision patterns associated with each. | describeHsefoundation

for each pattern from the perspective of real options theory.

2.2.1 Timing

A central element of the real options construct is its implications for tiraapt
timing of resource commitments. Real options theory puts when to invest, as much as
whether to invest, at the center of attention in capital budgeting (Dixih&yek, 1995).
Further, the theory provides economic justification for timing decisions thatedémoa
the standard financial metrics for project valuation specified by nemabBsancial
theory and embodied in the discounted cash flow investment evaluation processes used
by most companies in capital budgetfhginder neoclassical investment theory,
investments should be undertaken when they demonstrate an expected net present value
(ENPV) equal to or greater than z&roReal options theory, by contrast, dictates that
optimal timing may deviate from the ENPV standard under conditions of uncerfainty i

there are substantial option values associated with the deviation d&cision.

% The boundaries of real options theory as a stiatemstruct are not clearly defined, as witnedsethe
exchange of views in th&cademy of Management Review, 29 (1): 2004. Adner & Levinthal (2004a and b)
maintain that a clear abandonment test is an éabetgment of the construct, limiting the appliiiy of

real options in strategy to investments aimed atidis, definable opportunities and characterizgdlear
abandonment criteria. Other authors argue indtmaal broader conceptualization of real optiona as
guiding managerial heuristic that incorporates ues® commitments for which neither specific target
opportunities nor clear abandonment conditionsheaspecified ex ante (Kogut & Kulatilaka, 2004;
McGrath et al., 2004a and b; Pandza et al., 2088jkbohi, 2004). In the interests of comprehensigs,
this research will adopt the broader of these tamfngs, thus including real options decision pate
which would not meet more restrictive specificaianf the construct’s boundaries.

* A number of surveys and studies have shown thginesent value and related standards are by thbda
most widely used capital budgeting methods (BuskBitgs, 1997; Graham & Harvey, 2001; Teach, 2003).
® Within this broad theoretical frame there are mhber of alternate formulations. For example, vasio
specific metrics are used, including net presehtev@NPV), internal rate of return (IRR) and netgent
value index (NPVI). Some formulations substitutte broader concept of “utility” for cash flow, thus
allowing for varyingrisk preferences. There are also various basegetermining appropriate discount
rates. From the perspective of this research, tiewvall these variations represent second order
differences within the ENPV standard.

® Properly speaking, there is no fundamental conjicompatibility between discounted cash flow ne
present value and real options approaches to imeggtevaluation. If option values and project
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Table 2.1

Real Options-Theoretic Decision Patterns

Construct Dimension Associated Decision Patterns

Timing Deviation from the neoclassical investment theory timing
rubric (invest when ENP¥ 0):

- Deferral
- Early action/acceleration

Staging Breaking real asset investment into components and
making incremental decisions at each stage

Operating Flexibility Making real asset investments spedifickesigned to
create or preserve operational flexibility:

- Incremental versus large-scale capacity additions
- Flexible producing assets versus highly specific assets

Partial Commitment Making initial investments, short of full commitment,
which can later be expanded or discontinued/reversed
based on subsequent developments:

Joint ventures

Minority equity positions
Small acquisitions
“Toehold” positions

Platform Investments Making non-revenue generating investmentsaie cr
preferential access to future opportunities that cannot be
currently defined in detail

- Technology positioning
- Capabilities and competencies
- Knowledge

interrelationships were incorporated in NPV caltiolss, the results would be consistent with reaicos
principles (Kester, 1984; Luehrman, 1998b). ENRMyever, promotes investment decision-making
based on expected values, and does not, as typ&saployed, either consider or value real optidyss.
described in Section 3.3 of this proposal, the sinisof real options considerations leads to syatem
distortions in investment decisions.
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By far the most studied of these timing deviations is deferral or delagrrBle
represents a deliberate decision to postpone undertaking an investment even when the
ENPV standard would justify immediate pursuit, in the interest of waitingfal or
partial uncertainty resolution (McDonald & Siegel, 1986j.is a central tenet of real
options theory that there can often be considerable option value in delaying resource
commitments. All investment projects have a deferral value. Real option theory
specifies that every resource commitment made forgoes an option to takenthaction
at a later time, when key uncertainties may be partially or fully redollias reducing
downside risk or clarifying the best basis on which to proceed (McDonald & Siegel,
1986). In effect, every project competes with itself over time (IngersBlb&s, 1992).
Conceptually, real options theory recognizes that the option of waiting ahaays value
where uncertainty is present, and if that value is greater than the foregexfiesu
acting now (for example, through the loss or postponement of dividends), then deferral is
the economically maximizing course of action. McDonald & Siegel (1986) demonstrate
that the present value loss from suboptimal timing can be substantial, easily atethe or
of 10-20% (See also Teisberg, 1994). Kester (1984) maintains that companies routinely
commit before they need to.

Although deferral is the most widely discussed real options timing pattern, real
options theory also supports timing decisions to accelerate investment., fomay
example, be optimal from a real options perspective to invest even when stand-alone
project economics do not meet ENPV standards. Such early action may bealjustédie

there is potential to gain valuable information, to capture future growth oppooritie

" The real options concept of deferral is indepehdénapital availability issues, that is, it doest
encompass postponing investments due to capitatmeonts.
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to achieve first mover advantage (Dixit & Pindyck, 1995; Kester, 1984; Kikatila
1995). Under such circumstances, firms may also justifiably take acticndlzete the
implementation of investments by minimizing “time to build,” even when there is an
incremental cost to doing so (Kulatilaka, 1995).

In summary, real options theory provides a theoretical foundation for
systematically making investment timing decisions that deviate fomwentional
financial standards. Further, such deviations are not unidirectional. In theqarese
uncertainty, both delay and acceleration have option value and either may, in the speci

instance, represent optimal investment timing.

2.2.2 Staging

The second broad real options-theoretic pattern of action entails the demangr
of resource commitments. The principal options-theoretic decision patteicaappto
temporal ordering is staging (Majd & Pindyck, 1987; Trigeorgis & Mason, 198&al
options theory conceptualizes resource commitments within an overall projestrassa
of sequential options, such that it is both possible and desirable to decompose projects
into their component parts and to make decisions regarding continuation, discontinuation
or revision after each step has been taken (Majd & Pindyck, 1987). Hence, as an
example, a plant construction project may, from a decision-making pevepbet
decomposed into distinct design/engineering, site development and construcsies, pha
with “go-no go” decisions made at each stage on an incremental or “nonayd”
basis. In real options terms, pursuit of each stage represents an option to contieue to t
next stage, and the entire project consists of a series of compound options (&igeorgi

Mason, 1987). Staging also permits revision of the scope and scale of the comntitment a
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each decision point in response to experience gained or information received to that
point.

Many authors maintain that encouraging management to frame projects in this
way is the single most important benefit of real options theory to manageraetiter
(Alessandri et al., 2004; Faulkner, 1996; Kemna, 1993; Kogut & Kulatilaka, 19944a;
Luehrman, 1998b; Miller & Park, 2002; Triantis & Borison, 2001). Smith & McArdle
(1999) point out that the compound-option character of investments is often overlooked
in the formulation and evaluation of project decisions. Bowman & Moscowitz (2001)
maintain that the real options perspective is more important in project design than
evaluation, encouraging firms to identify the hidden options structure in their project

As in the case of timing, however, real options prescriptions regarding project
staging are not unidirectional. Concurrent or parallel pursuit of projentals rather
than staged or sequenced ordering may also be justified in real options tespkin

the conditions under which this is so in Chapter 3.

2.2.3 Operating Flexibility

As described earlier, real options theory recognizes and ascribes value to
management’s scope to adjust future action in response to future eventsetall ass
contain flexibility options to the extent that there is latitude for making sucistaggnts.
Further, firms can and do make investments in producing assets in such aaay as t
maximize management’s future scope of action in the face of uncertainty&Dix
Pindyck, 1995). Considerations of operating flexibility influence both the decision to add
producing assets and decisions regarding the character of those additipasityCa

expansion decisions frequently entail a tradeoff between adding capatibgdest
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increments so as to preserve future flexibility and committing to zagacity
increments so as to achieve the maximum benefits of efficiency and swaterees
(Dixit & Pindyck, 1995)? Furthermore, firms may make deliberate investments in
flexible producing assets — assets that can be redeployed or adaptadge afr
operating conditions. Flexible assets include, for example, manufactacihtes
designed to allow for easy changes in production levels, product mix, or feedstock
gualities (Kulatilaka, 1988 & 1995; Sanchez, 2003) and cross-training of employees
(Leiblein & Miller, 2003). Investments in regional diversification also dautstflexible
operating assets. Kogut & Kulatilaka (1994a) interpret the multinatiorexpeise as in
part a complex network of operating flexibility options that allow for continuing
optimization of exchange rates and input costs across countries.

Investing in operational flexibility usually entails an incremental cdative to
more specialized, inflexible assets. Adding capacity in modest inoterivegoes the
scale economies of large-scale additions, in effect incurring as an oppoctstithe
lost efficiencies of size (Dixit & Pindyck, 1995). Similarly,Xible manufacturing
facilities typically require higher capital outlays per unit of producthan dedicated,
inflexible plant (Triantias & Hodder, 1990). Employee cross-training incuexplicit
additional training cost relative to specialized training. The multinationatgise
requires incremental management and coordination costs relative to rggotzed

firms. In each case, such incremental costs represent the cost of acquiring

® It is important to distinguish decisions to addagify incrementally from the concept of projecigita
as described earlier. Project staging referseacstips within a single investment project, eachiath
must be undertaken before the project can generadmue. Incremental capacity decisions, by ceftra
relate to how capacity expansion projects are ddfirEach increment represents an investment vidich
expected to generate revenue in and of itselfjgndt a necessary precondition to making lateaciy
additions.
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maintaining the operating flexibility option. Real options theory maintaingtibat
higher cost of flexible assets is justified when the option value of the opéeitakiiglity

thereby created exceeds the associated incremental cost.

2.2.4 Partial Commitment

The three real options decision patterns discussed above relate to two central
elements of real options theory: timing and flexibility. Other decisioe et focus on a
third core dimension of the theory: growth. Real options theory maintains thatlyirt
all resource commitments create a “right” or preferential accessute fgrtowth
opportunities that would not otherwise exist (Kester, 1984). Existing assetpiasadlyy
rich in opportunities for future growth, and most companies are endowed with extensive
growth options (Kasanen, 1993). The difference between market value and book value
has been interpreted as reflecting the unrealized value of these embexdbdogitions
(Bowman & Hurry, 1993; Herath & Park, 1999; Kester, 1984; Pindyck, 1991).

Investments in new assets also create future growth options. New plant
investment, for example, typically creates an option on future incremental low-cos
capacity additions (Myers, 1977; Trigeorgis & Mason, 1987). Entry into a new market
brings with it the option of future expansion in that or related markets (Kogut &
Kulatilaka, 1994a). Similarly, investment in brand creates future growth oppaetuiniti
new products and markets (Dias & Ryals, 2002).

Several real options decision patterns are designed to capture growth options.
The first of these is partial commitment. Consistent with the real optiongpieint
asymmetric response to uncertainty, firms using real options decision asgek

continuously to reduce their exposure to the downside risks of uncertainty while
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maintaining access to its upside potential. Partial commitment consthedsoad
pattern of action that serves this objective. Such investments represent akubset
commitment in which the focal firm makes an investment at a level belowalmrm
ultimate target scale as an initial step toward a market position agtratterest.
“Toehold” and “foothold” diversification investments are one common form of partial
commitment (Zardkoohi, 2004). Joint ventures and minority equity positions are others.
Kogut’s (1991) interpretation of joint ventures as real options characteriresathe
partial commitments, designed to test the waters of a new product or mdesstthan
full commitment. In this reading, joint ventures provide a vehicle for expansibe in t
target market through acquisition of the joint venture, while delaying the cast efnfry
until uncertainties are clarified and providing reversibility throughqometemplated sale
to the joint venture partner if future market developments are unfavorable.

A defining characteristic of partial commitments is that they anpdeizing
investments, an intermediate position on the road to larger, more permanent investments
rather than goals in themselves. Hence, as reported by Kogut (1991), most jairds/ent
are ultimately terminated through buyout by one of the partners and stdiftom
inception with ultimate termination in mind. Similarly, minority equity inwesnts are
often preludes to full acquisition.

Based on these characteristics, partial commitment constitute sepdguattern
distinct from those described earlier. Since it entails current investimisrdjfferent
from deferral, the essence of which is to forego current action. It is alecediffrom
project staging, in that partial commitments are not inherently negesteps to the

conclusion of a revenue-generating project, but intermediate actions undertalahto re
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a larger strategic objective. Though they often lead to further subsequent comtsjitme

they are undertaken as investments expected to generate revenues in andebtvélsem

2.2.5 Platform Investments

The second growth capture decision pattern is platform or positioning investment.
Several types of platform investments have been examined at the conceptdaiieze
real options perspective. Kogut & Kulatilaka (1994b & 2001) define the platform
concept as any investment in physical or human assets that provides the opportunity t
respond to future contingent events and enter into a wide range of future possibilitie
Where flexible producing assets provide operational flexibility, platform imessis
create strategic flexibility. An important distinguishing chaegstic of such
investments is that they are often pure options, that is, they generate no divedehals
example, investments in knowledge, capabilities and basic research.

Platform investments may be technical or organizational. McGrath (1997) and
others explicitly interpret technology positioning investments as platfornstmeats
that enable the firm to reduce technology-related uncertainty for itsedfyiacratically,
without reducing it for others. Kogut & Kulatilaka (1994b & 2001) maintain that the
most important platform investments are the distinctive competencies ofntheSirch
competencies represent the choice of capabilities that permit theofimake the best
response to future market opportunities. Since they apply over a broad rangebdé poss
opportunities, capabilities and competencies are especially rich in growdh opt

potential. Kogut & Kulatilaka point out that capabilities are explicitly cogeet with

° As used here, platform investments denote invessmaade principally or exclusively to confer acces
to future opportunities, as distinct from dividegererating investments which have the additiorfacebf
doing so.
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three aspects of real options: asymmetric response to uncertainty emalndigcretion
and irreversibility. Other classes of platform investments include bEaad & Ryals,
2002) and knowledge acquisition (Bowman & Hurry, 1993).

It is notable that the deviation of real options decision-making from that
prescribed by expected net present value may be especially markedféonpla
investments, which, if they have a directly associated revenue stradiiroéten do not
meet traditional investment standards on a stand-alone basis. In this connectio& Kogut
Kulatilaka (1994a) cite the “iron law” that initial entry moves into overseagets
invariably fail to make money, but do create growth options. Kemna (1993) reports,
based on her work with Shell Oil on several real options evaluation pilot projecis, that
is often economically justifiable in real options terms to extend options on prijatts
are not currently economic (such as oil leases), and that pursuit of projéctsait
stand-alone economics may similarly be warranted if there are sudsgamtvéh options
to be gained.

The central contention of this research is that each of the real options-theoretic
decision patterns described above constitutes a differentiated response to brtarthe
and nature of the uncertainties in the task environment. Before reviewintptatite
that examines their relationship to uncertainty, I first briefly reviewsthestantial
literature on uncertainty in order to establish the conceptual foundation regarding

uncertainty that has been used in this research.
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2.3 Uncertainty

This section addresses three aspects of uncertainty as it relatepriestrea
research. First, | review the importance of the uncertainty constraoganization and
strategy research generally and its central role in real optionyth8econd, | identify
the varying conceptualizations of uncertainty that have been employed in previous
organizational and strategy research, and relate these conceptualizateaioptions
theory. Finally, | lay the foundation for disaggregating uncertainty into compone
sources, and for focusing in this research on two sources of uncertainty — matkeit-re

and competition-related — as particularly relevant for the study of reahgpti

2.3.1 Importance of the Uncertainty Construct in Real Options Theory

Uncertainty is a central concept in both strategic and organizational studies, a
large literature has developed on the subject. In organizational researclgintycert
figures prominently in the structural adaptation or “fit” model of contingé¢hegry. In
this theoretical tradition, uncertainty is the key construct that explaimslt®nship
between organizations and their environments (Downey, Hellriegal & Slocum, 1975;
Milliken, 1987). Thompson (1967), for example, viewed uncertainty as the central
organizational and managerial problem and interpreted organization structunegtignci
as a mechanism for buffering the firm from its effects. In contingdrexyry, uncertainty
became the driving consideration in organizational design (Burns & Stalker, 1961;
Lawrence & Lorsch, 1967; Woodward, 1965).

Uncertainty has been prominent in other theoretical traditions as well. The
transaction cost framework for explaining economic organization is based onpart

uncertainty as a contributing element in making market versus hierarclsiodsci
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(Williamson, 1975 & 1985). Uncertainty is also prominent in evolutionary perspectives
on organization, which emphasize complexity, rapid change, and environmental
turbulence (Emery & Trist, 1965; Loasby, 2002; Terreberry, 1968).

The uncertainty construct is also fundamental in the field of strategy. elttisat
to choice theory, which maintains that the firm’s response to environment has a
significant impact on performance (Aldrich, 1979; Child, 1972). This theme is extended
in the work of Miles & Snow (1978), whose prospector-defender-analyzer-reactor
strategic types are based in part on firms’ differential responses tdainte In
addition, a number of studies have suggested that uncertainty is or should n¢iahfilue
the selection of strategic processes and practices (Boulton et al., 1982; ¢;ourtne
Kirkland & Vigurie, 1997; Javidan, 1984, Lindsay & Rue, 1980). Finally, uncertainty is
fundamental in those schools of strategic thought that emphasize the incteménta
emergent nature of the strategy task (Helmer, 2003; Lindblom, 1959; Mintzberg, 1987 &
1990; Quinn, 1980).

That uncertainty is a central construct in the real options approach to resource
allocation and asset management is well established in the literatucertainty is
fundamental to both the theory and practice of capital budgeting (Carruth et al., 2000;
Dixit, 1989; Pindyck, 1991). The essence of capital budgeting is making optimal
resource dedication decisions in the face of unknown future outcomes. As described
earlier, managerial response to uncertainty is at the core of real opgong, twhich is
defined by asymmetrical response to uncertainty and management figxabikispond

to uncertain future conditions.
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2.3.2 Definition of Uncertainty

Despite the importance of uncertainty in strategy research, thengbatardial
issues in both the conceptualization and measurement of the uncertainty congtruct tha
affect the present research (Milliken, 1987). In this section, | revieprtheipal
conceptual issues, reserving discussion of measurement questions for Chapter 4. On the
conceptual level, a number of authors have expressed concern about the clarity and
consistency of the uncertainty construct (Boyd, Dess & Rasheed, 1993; Downey &
Slocum, 1975; Downey et al., 1975; Duncan, 1972; Milliken, 1987; Tosi, Aldag &
Storey, 1973). They note in particular the lack of agreement regarding thearehit
the uncertainty construct. What is meant by uncertainty has varied ambogsaut
Information theorists, for example, have generally conceptualized untgdaithe
difference between the amount of information required to perform a task anddbata
of information that has already been obtained (Daft, Sormunen & Parks, 1988; Galbraith,
1977). Decision theorists, by contrast, have tended to define uncertainty as thigy inabili
to confidently assign probabilities to events (Pfeffer & Salancik, 1978). diniplithis
conceptualization is that the set of future possibilities can be identified, but the
probability distribution across that set is unknown (Conrath, 1967; Knight, 1921; Loasby,
2002).

Other authors have by contrast placed the broader concept of unpredycébilit
the heart of environmental uncertainty (Buchko, 1994; Downey & Slocum, 1975; Miles
& Snow, 1978; Milliken, 1987; Tosi, Aldag & Storey, 1973; Wholey & Brittain, 1989).
In this view, decision-makers may not know the boundaries of possible future events

(Conrath, 1967). Firms are affected by events from outside their historical set
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(Terreberry, 1968) and thus the potential for surprise is ever-present (L.286RY.

This broader framing of uncertainty as boundary-less unpredictabifittheaadvantage

of encompassing highly unstable, discontinuous and turbulent environments. In such
environments, uncertainty is less a matter of acquiring information or assigning
probabilities than one of irresolvable unpredictability resulting from thendgna
interaction of multiple variables (Kogut & Kulatilaka, 2001).

Real options theory implicitly defines uncertainty in the broadest of these
conceptualizations, placing primary emphasis on the unpredictability of the fatiime a
source of option values and the economic rationale for real options decision-makeng. T
theory does not require a choice among the uncertainty dimensions described above, but
encompasses them all. Some real options decision patterns, for example gaeddesi
specifically to acquire information (Roberts & Weitzman, 1981). The acguisit
seismic information by oil companies prior to drilling wells and the consursearreh
and test marketing activities of consumer products companies represent suoatioh
gathering options. Real options behavior is also induced by uncertainties in which the
variable of interest is clear and the range of possible outcomes can bedpbatftheir
probabilities are not known. Deferring the expansion of a plant until demand levels ar
clearer or delaying investment until an important regulatory issue iveesapresent
real options-theoretic behaviors that respond to unknown probabilities. Finally, re
options theory applies in those environments in which instability and discontinuigy mak
the acquisition of strategically useful information impractical and wtnereariables of

interest cannot be fully specified (Loasby, 2002). Investments in technologyekigew
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and capability platforms are real options-theoretic responses to such enviteiikugut

& Kulatilaka, 2001).

2.3.3 Market and Competitive Uncertainty

As discussed above, uncertainty is fundamental to real options theory. In much of
the real options literature, however, uncertainty is implicitly treated.astary
omnipresent construct, rather than as a feature of the environment that varies in
magnitude and source. In this section | establish the conceptual basis fondertainty
has been incorporated in the research, focusing on the relevance ofanarket
competitive uncertainty as the two most influential sources of environmentainter
from the perspective of real options theory.

A number of authors have argued that the breadth of uncertainty as a construct
requires a multidimensional approach to conceptualizing and measuring it (Millike
1987; Sharfman & Dean, 1991, Sutcliffe & Zaheer, 1998; Tosi & Slocum, 1984, Yasai-
Arkedani, 1986). Consistent with this view, differentiating among sources of aintegrt
in the environment is an established practice in both organizational and stesteanch.
Dill's (1958) four-component formulation — consisting of customer, supplier, competitor
and regulatory uncertainties — has been repeated, modified and used extembioty i
organizational and strategic research. Subsequent authors have introduceddgchnol
uncertainty into this typology, but in other respects have generally remaitied| e
Dill's breakdown (Datft et al., 1988; Duncan, 1972; Elenkov, 1997; Kumar & Seth, 1998;
Miles & Snow, 1978). There is therefore ample theoretical support and precedent in t
literature for analyzing strategic variables in relation to multipteedisions of

environmental uncertainty.
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Determining which sources of environmental uncertainty are most relevéet in t
context of the present research, however, required careful consideration of the
relationship between environmental and investment uncertainty. From the peespec
real options theory, environmental uncertainty affects investment decisions walys.
The first is financial. Environmental uncertainty creates uncerteagigrding the cash
flows associated with identifiable projects. Numerous sources in the finglatedrreal
options literature make it clear that the uncertainty directly reldoaal options
decision-making is that associated with investment cash flows and projees.valhe
second is strategic. Environmental uncertainty makes it difficult to angedipet
opportunities that will be strategically attractive in the future. Tkedlitire regarding
platform and capabilities investments as real options emphasize this secanid aspe
Kogut & Kulatilaka (1994b and 2001), for example, specifically describe imezgtin
platforms and capabilities as positioning the firm to take advantage of egéugire
opportunities not clearly identifiable at the time such investments are made.

Accordingly, the appropriate sources of environmental uncertainty for this
research are those that most directly influence (1) the cash flows agidtbe¢he value
of identifiable investment possibilities and (2) the ability of firms to gte the kind of
investment opportunities that will emerge in the future. Two sources of envirohmenta
uncertainty are directly relevant to both of these dimensions. The first efishemrket
demand uncertainty, broadly defined as uncertainty related to aggregateeiuactions
and choices (Kumar & Seth, 1998; Sutcliffe & Zaheer, 1998). In making current
investment decisions, companies face uncertainty regarding the volume afddtat

demand, the composition of demand by product and the prices that can be realized at
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different levels of demand, all of which directly affect project revenidesthe extent

that there are non-variable costs in the production system, these unceratsoti$ect
aggregate operating margins and therefore project value. Market-relatthunties are
characteristic of a wide range of investment decisions, including, for exangsie, pl
construction/expansion, new product development and entry into new markets. Market
uncertainty is also a potent determinant of future opportunities. Shifts in custstes, t
needs, preferences, and demographics create uncertainty regarding tloé grodsicts

and businesses that will be strategically attractive in the future (be8tal., 2005).

The second dimension of the environment influential in determining real options
decision patterns is competitive uncertainty, encompassing uncertaintyingghe
population of firms whose products compete with or can be substituted for those of the
focal firm; the strategies, plans, and tactical actions of those ciingétms; and how
they may respond to the actions of the focal firm and other competitors. Competitive
uncertainty directly affects the cash flows of current investment psoj&ampetitor
actions, for example, affect market shares and therefore that portion of aggegand
that will accrue to the focal firm, critically influencing both revenues amtcosts
(Bergh, 1998). Competitor investment actions influence the industry supply-demand
balance and therefore prices. Competitor actions may also influence injsuamos
therefore margins. Furthermore, the timing of competitor actions rfest &bth the
feasibility and cost of investment by the focal firm. Except in peyfectinpetitive
markets, competitor actions may create first mover advantage or preeaffests that
influence the profitability of investments (Kulatilaka & Perotti, 1998; Lietsr &

Montgomery, 1988; Smit & Ankum, 1993).
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Competitive uncertainty is also influential in determining the landscapeunéfut
opportunities. Competitor innovation creates new and unforeseen product categbries a
markets. Competitors introduce new technologies that threaten to rendeteobsole
existing technology platforms, raise product performance standards oechdogtry
cost structure. Uncertainty regarding the intentions and actions of carpeétjt
therefore, a prominent source of uncertainty regarding both investmentaasiand
the nature of future investment opportunities.

In conclusion, there is a solid conceptual foundation for regarding market and
competitive uncertainty as two distinct and highly influential sources of amagrthat
affect real options decision patterns, and both are well-supported in the real aptions
uncertainty literatures. It is noted also that these uncertainty soueceslasuited to the
present research from several other perspectives. First, both market antito@mpe
uncertainty influence a wide range of real option decision patterns. Asendiscussed
in detail in Chapter 3, both are linked theoretically with all five classesabbptions
decision patterns described earlier. Market and competitive uncertairgfotiee
comprise a robust basis for generating hypotheses across the full rargjeoptions-
theoretic decision patterns.

Second, as will also be evident from the theoretical development presented in
Chapter 3, market and competitive uncertainty tend to promote different andnsesnet
directly competing real options decision patterns. As described eartiexdmple,
market uncertainty frequently encourages deferral behavior, while cowgpetiti

uncertainty often argues for acceleration (Kester, 1984; Smit & Ankum, 1888pTgis,
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1991). In combination, therefore, these two sources of uncertainty provide a basis for

generating analytically useful variance in real options decisiorrpsitte
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CHAPTER 3

THEORETICAL DEVELOPMENT AND HYPOTHESES

This chapter integrates the theoretical foundation laid in Chapter 2 in anl overal
conceptual model for the proposed research and presents a group of hypothdses whic
state expected relationships (1) between market and competitive ungextaint
independent variables and various real options decision patterns as dependegsyariabl
and (2) between real options decision patterns and uncertainty as independent variables

and firm performance as the dependent variable.

3.1 General Model
Figure 3.1 presents the overall conceptual model on which the proposed research

rests. The model indicates that real options-based decision-makingpattern

Figure 3.1

General Real Options Model
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conditioned by the uncertainty characteristics of the environment in whichiatecare
made. The model treats uncertainty as a multidimensional construct in whicbssofur
uncertainty are influential. Different patterns of real options decisiaking are more
likely to emerge in response to different sources of uncertainty, speyificatket and
competitive uncertainty as defined in Chapter 2.

The model further anticipates that the fit between uncertainty and real options
decision patterns will influence firm performance. Real options theorggepts a
normative as well as an explanatory framework for strategic resaillocation
decisions. Implicitly, therefore, application of real options principles irstietimaking
should produce positive differential performance effects. Since, howeverpappes
real options decision patterns are a function of the sources of environmentaiatgert
it is the degree of fit or consistency between the two that influencesrparfoe, rather

than any inherently superior decision pattern.

3.2 Hypotheses Regarding Uncertainty and Real Options Decision Patterns

As described in the earlier literature review and the general modehpeds
above, it is a central premise of this research that optimal real option®dgatierns
vary based on the magnitude and source of uncertainty encountered in thal exter
environment. Patterns of real options behavior that are appropriate under one set of
conditions as regards market and competitive uncertainty may be inappropriate unde
another. Further, different sources of uncertainty may lead to competirgptieals
decision patterns, requiring that firms strike a balance between iofjseptions. These
relationships between uncertainty and real options behavior are elaborated below

examining in turn each of the five classes of real options decision patternbatst
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Chapter 2. In the interest of clarity in developing theory and hypothesescbfister
the relationships between market uncertainty and real options decision patt&ens i
absence of competitive uncertainty. | then introduce competitive uncertainmigy.
protocol has been adopted purely for expository purposes and implies no judgment

regarding the primacy, either conceptually or empirically, of the twortanty sources.

3.2.1 Timing

Real options theory suggests that market uncertainty provides a strong incentive
for firms to defer investment commitments. The option to defer has consideratdenval
the presence of uncertainty regarding market demand, since market éaetars
important determinant of investment cash flows. This option value derives from the
opportunity to proceed with the investment later if additional information indicates
favorable market conditions, but not to proceed under an unfavorable market evolution.
The option to defer entails an opportunity cost in the form of a postponement or reduction
of project dividends’? When the value of the deferral option exceeds its cost, real
options theory suggests that firms as rational actors will delay investerahng
uncertainty resolution. The incentive to defer increases with market unggrsaice
the value of the deferral option increases with variability in investmehtfioas.

There is a large theoretical literature linking deferral and marketrtainty,
consisting principally of formal economic and financial models of ddfeptagon values
in relation to project-specific cash flow uncertainty resulting from erogs market

factors (for example, Dixit, 1989; McDonald & Siegel, 1986; Smit & Ankum, 1993). It

1% For investments characterized by indefinite cémiv 6treams, the relevant option cost is that of
postponed cash flow. Where cash flow is time kaiffor example, investments involving patents),
deferral may result in an aggregate loss of divideiReiss, 1998).
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is implicit in these studies that the incentive to defer increases witretmanrkertainty.
The greater the market uncertainty surrounding an investment, the more arsatsai
cash flow, and the more valuable therefore is the associated deferral option.

Several empirical studies of market entry support the expectation thatigtens
investment in response to market uncertainty. O’Brien et al. (2003), for example,
conducted a multi-industry archival study of new entrepreneurial entriatioreto
industry uncertainty. They found a significant negative relationship batiesels of
entry and market uncertainty. They concluded, consistent with real options thebry
entrepreneurs delay entry when market uncertainty is high. Folta & @'@0©€4) also
examined the relationship between uncertainty and entry in real optionstitéemms,
with a particular emphasis on the tradeoff between deferral and growth options. The
authors maintained that deferral options have dominated thinking about real options,
suggesting a unilaterally negative relationship between investment anchumygerThey
instead proposed that deferral and growth represent “dueling” options, the former
encouraging delay, and the latter generally favoring early action. Tpeyhesized that
the timing effect of uncertainty is not monotonic but curvilinear. Market Laiogyt
deters entry only when the growth options associated with entry are modest, but
encourages entry when the associated growth options are substantial. They found support
for this formulation, but they also found that the option to defer appears to dominate the
duel, coming into play over 93% of the range of market uncertainty. Folta & O’'Brien’
study therefore provides partial empirical support for deferral in respomsarket

uncertainty.
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Folta & O’Brien’s contrary finding that at very high levels of matketertainty
firms forego deferral in order to capture growth options is ambiguous. Though the
study did not incorporate competition as a variable, other literature cleggdgsa that
competitive uncertainty strongly promotes growth capture actions, as @édaénghe
next section. | therefore conclude that, because their analysis did not account f
competitive uncertainty, the growth capture behavior observed in the FoltBrée®’
study is indeterminate as regards the effects of market uncertaisety parinvestment
timing. | consider this issue in greater detail subsequently in the discusgimwoif
options.

In summary, both theory and empirical evidence argue that deferral option values
increase with market uncertainty, and that, absent other considerations, as market
uncertainty rises firms have a progressively stronger incentive toideéstment until
clarifying market information is available.

Deferral may not, however, represent optimal investment timing in the peesenc
of competitive uncertainty. As the level of competitive uncertainty inesgdlse danger
of preemptive action by a competitor increases as well. Except in pedectpetitive
markets, preemptive action by competitors may create first mover ageantaking
later action by the focal firm less rewarding and/or more co5tht the extreme, if such
preemptive effects are severe, deferral can lead to total loss of the ienkespportunity

to a quicker-moving competitor whose actions have the effect of forestallingosiend

1 As used here, first mover advantage is broadlinddfas the ability of early movers to earn ecomomi
rents based on achieving a favorable competitivgitipa deriving from the timing of their investment
First mover advantage may consist of (1) technoleggership through learning curve effects or paten
(2) preemption of scarce factors, including procaaditions or scale economies, and (3) switchirgis;o
broadly defined to include both financial costs #ma psychological costs associated with brandltipya
(Liebermen & Montgomery, 1988).
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entrants. In real options terms, competitive uncertainty introduces an additidrtal cos
the option to defer beyond the postponement of dividends. This cost consists of the
potential reduction in the value of the investment opportunity resulting from ceding f
mover advantage. Once a position is established by a competitor, it may be rigre cos
for the focal firm to act, and the benefits from doing so may be smaller. Whepéeteom
preemption is possible, deferral may surrender the entire value of the investment
competitor. As competitive uncertainty increases, these competitatedealosts of
deferral loom progressively larger.

That competitive uncertainty may lead to different investment timing decisions
than market uncertainty has strong theoretical support in both the finance tagystra
literatures. Grenadier (2002), for example, modeled the relationship betweertiteenpe
uncertainty and deferral from a game-theoretic perspective. He notelelgpical
modeling of option values in the financial literature is unrepresentative of reahny r
world situations in that it assumes competitive isolation. In particuldr,daterral
option values, and therefore the attractiveness of deferral as a course of aptad, ae
the lack of strategic interaction among option holders. Grenadier's model deatemst
that the presence of competition greatly erodes deferral option values, daa&mger
of preemption, such that the real options-theoretic decision rule converges with
conventional ENPV decision standards as competitive uncertainty increases. In
Grenadier’s analysis, this effect is pronounced even in the presence of Irefative
competitors. In summary, Grenadier established a theoretical foundatsxpémting
that uncertainty regarding the actions of competitors greatly reducesrfotizeness of

deferral and constitutes a disincentive to delay.
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Other authors maintain that competitive uncertainty not only reduces the value of
deferral, but may make early action and acceleration optimal from apteahs
perspective (Kogut & Kulatilaka, 2001; Kulatilaka & Perotti, 1998; Smit & Ankum,

1993). Acting early on an investment, even when it does not promise a positive expected
net present value, may be justified if such early action (1) creates or datesliirst

mover advantage for the focal firm, (2) preempts competitors from acti(g), protects
valuable growth options.

In conclusion, real options theory strongly suggests that market and competitive
uncertainty induce different and competing patterns of real options-optimal imvegstm
timing. High competitive uncertainty undermines the value of deferral and may,
depending on the competitive structure of the industry, create incentives tot@rmami
when ENPV standards would indicate that such commitment is premature. When market
uncertainty is low but competitive uncertainty high, the incentive for prompt lgr ear
commitment is likely to dominate the offsetting incentive to delay, since ti@noftlue
of deferral under those conditions is low and its cost high. When both are high, however,
market and competitive uncertainty create competing incentives, since butiuband
the cost of deferral are high. In either case, investment decisions in envitsnme
characterized by high competitive uncertainty are likely to demonsttaie gpattern
different from that which would result from market uncertainty alone. Bas#tesa

considerations, it is hypothesized that:

Hla: Competitive uncertainty will negatively moderate the relatiorsttiypeen
market uncertainty and deferral.

H1lb: Competitive uncertainty will positively moderate the relationship legtwe
market uncertainty and acceleration.
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3.2.2 Staging

In addition to deferral, real options theory argues for specific project seiqge
patterns in response to market uncertainty. Where important market factonslasge,
staging or phasing of investment represents a directionally optiedap®ons decision
pattern. Following Roberts & Weitzman (1981), | here distinguish between “doe@-si
projects and “two-sided” projects. One-sided projects are those in which alitstgps
must be undertaken to reach project conclusion. R&D is illustrative of such projects
basic research must precede development, and development must precede
commercialization. Two-sided projects are those where it is possible gedratany
point to project conclusion but in which discretionary steps may be added to clarify
uncertainty. The introduction of a new product, which may either be undertaken
immediately upon development or clarified by such additional steps as masatcate or
test marketing, is a representative two-sided investment situation.

For one-sided projects, breaking required project elements down into stages for
purposes of decision-making encourages close monitoring of market developments as
commitment levels increase, permitting appropriate mid-course dongcthanges in
project timing and even discontinuation if conditions warrant. Staging maesithe
potential to continuously review project status based on the most recent uncertainty-
clarifying market information. Such information may result from tha’8rlearning
from previous stages, or simply from the passage of time (Roberts & VdeitA981).
Implicit in staging is an active stage-gate or milestone review prategsch the firm

carefully and rigorously monitors project fundamentals and makes approprisiertec
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in response to developments (Kogut & Kulatilaka, 2004; Kumaraswamy, 1996; McGrath
et al., 2004; Zardkoohi, 2004).

As described in Chapter 2, real options reasoning conceptualizes investment in
each project stage as the purchase of an option to proceed to the next stagdueltie
these compound sequential options increases with the variance in project outcomes.
Since market uncertainty directly influences project variance, the vathe sfaging
option increases with market uncertainty.

In two-sided projects, firms have the discretion to add uncertainty-ressiapg
to investment projects, as in the case of test marketing by consumer prodsidrftira
acquisition of seismic data by petroleum companies prior to drilling exploragts w
Such discretionary actions also constitute investments in real options. The valde of s
information options increases with project variance, but their cost (consistingrof the
explicit cost and any delay they may introduce into the project) does not. Awaggrdi
the incentive to undertake discretionary uncertainty-resolving projes stereases with
market uncertainty. Hence, the attractiveness of undertaking maskatck or test
marketing programs increases to the extent that market acceptanceesr.

As in the case of deferral, however, competitive uncertainty introducesoaddliti
and competing considerations into staging decisions. The danger of preempivégcti
a competitor makes staging within projects less attractive from apgahs perspective.
Similarly, the option value of market uncertainty reduction through infeomat
acquisition is offset by the increased option cost of degradation in project ben#fgs or
loss of the underlying opportunity due to competitor action (Childs & Triantis, 1999). |

response to competitive uncertainty, firms are therefore more likely to phesue t
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components of individual investment projects concurrently rather than in stages and to
forego efforts to collect uncertainty-clarifying information beforé ¢doimmitment.

Hence, it is hypothesized that:

H2: Competitive uncertainty will negatively moderate the relatignisatween
market uncertainty and project staging.

3.2.3 Operating Flexibility

It is also consistent with real options theory to expect that investments in
operating flexibility will increase with market uncertainty. Imoents in market
uncertainty increase the option value of flexible producing assets, whilectieeniental
cost of such assets remains fixed. Flexible assets therefore becosasiimgly
attractive from a real options perspective as market uncertairgy i@gaversely, as
market uncertainty falls, the option value of flexibility declines towardetovio the cost
of the option, making flexibility decreasingly attractive.

By this logic, companies are more likely to add capacity incremenialiyit
large periodic expansions to the extent that they are uncertain about marked.déma
pattern of multiple small additions maximizes management’s flexiliditpake optimal
future capacity decisions as market uncertainty is clarified (Dixitr&dyrik, 1995).
Firms are also more likely to invest in producing assets that maxingadlexibility to
vary easily the level and mix of production and to make such changes with minimal
adverse impact on profitability. In effect, both incrementalism in capexjiansion and
flexible producing assets provide buffers between market demand uncertainty and

variance in investment cash flow.

38



There is a strong conceptual foundation for linking flexible assets with marke
uncertainty. Sanchez (2003), for example, attempts a theoretical irdegrbteal
options theory and transaction cost economics perspectives on asset investment
preferences. He notes that the two theoretical perspectives suggesgbeemi
contradictory prescriptions for making asset decisions, with transactioacoogimics
generally favoring internalization of highly specific assets andogadns theory instead
arguing for investing in flexible assets and avoiding the commitment of ihzatnan.
He proposes a contingent application of the two theoretical frames depending on the
source of uncertainty. His conceptual model distinguishes between asseterisics
(flexible or highly specific) and governance (market or hierarchy@parate dimensions
of the production decision, with transaction cost considerations of opportunism driving
governance choices and real options considerations of market uncertainty driving the
choice between flexible or highly specific assets. Sanchez notes thalefleraducing
assets provide multiple benefits in the face of market uncertainty. Thegltymntail
lower fixed costs relative to highly specific assets, thus allevighiagrofitability
consequences of variability in demand, and they allow for easier adaptatioh to suc
variability. Sanchez thus lays the real options-theoretic foundation for igtiegpr
investments in flexible operating assets as significantly conditioneubbket
uncertainty.

While the above discussion points to the existence of theoretical work, | am aware
of no empirical studies that examine the relationship between market unyeatal
operational flexibility. There is, however, considerable anecdotal evideaickexible

producing assets are common in industries characterized by high market demand
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variability. Petroleum refineries and chemical plants, for example, haireanally
invested extensively in process flexibility to adapt to variations in dwaiand levels,
product mix and the availability and cost of feedstock (Chen et al., 1998). Despite the
potent scale economies of large coal-fired power generation facillBej@utilities
commonly invest in smaller, fuel-flexible plants to accommodate to demaiativas,

even though the unit production cost of such facilities is considerably highetr &Dixi
Pindyck, 1995).

None of the literature examined in the course of this research provides direct
theoretical foundation for considering the impact of competitive uncertainty oatioger
flexibility decision patterns. | therefore seek to extend theory byestigg that
competitive uncertainty counteracts the real options-based incentives toingaxim
operating flexibility in response to market uncertainty. As regards thermpaltcapacity
additions, competitive uncertainty creates contrary incentives to marketaintyer
directionally encouraging companies to make large-scale rather tmamartal capacity
additions. These contrary incentives are two-fold. First, large-addlgons can have
an important preemptive effect (Lieberman & Montgomery, 1988). By addparita
in excess of clearly visible market demand, the firm discourages compaptwity
additions and therefore maximizes its ability to capture future grovetarimand.
Conversely, incremental capacity addition may encourage more agg@Essipetitors to
add capacity, and positions competitors who do so to take advantage of upside demand
evolution.

Expressed in real options terms, the value of the flexibility option created by

incremental capacity addition is dominant in the capacity planning decisiosoldpg
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as the growth option to meet future demand is preserved. Competitive uncertainty puts
that growth option at risk by permitting competitors to make the next increment of
capacity addition. Competitive uncertainty therefore introduces a treoistoféen
competing flexibility and growth options, and directionally argues for addingitapa

large preemptive chunks rather than in multiple smaller increments.

The second disincentive to investing in asset flexibility associated with
competitive uncertainty is cost related. As noted earlier, both incremaptadity
additions and flexible producing assets sacrifice the competitive beneditalef which
include both lower average unit costs and lower marginal costs. In iedustrere cost
leadership is an important basis of competition, asset flexibility may tdusee
competitive position by ceding cost leadership to competitors. It is wablshed that
scale economies are an important source of competitive advantage (Gheh®&iat
Lieberman & Montgomery, 1988; Porter, 1985), and preserving them becomes an
increasingly important consideration in investment decisions as compattegtainty

increases. Based on these considerations, it is hypothesized that:

H3: Competitive uncertainty will negatively moderate the relationshipdasst
market uncertainty and investments in operating flexibility.

3.2.4 Partial Commitment

Real options theory specifies that market uncertainty creates growths@nd
that the value of these growth options increase with the level of market ungertaint
When the variability of future market conditions is high, the potential for a agoydble
evolution is also high, leading to new opportunities not currently identifiable. In short,

industry environments characterized by large market-related untiedajive rise to
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valuable growth options associated with upside market potential. Conversely, stabl
predictable markets present little downside risk, but offer little growth pakastwell.
As market uncertainty rises, therefore, firms have increasing incetditv@se action to
capture growth options (Folta & O’Brien, 2004; Kulatilaka & Perotti, 1998). At the same
time, however, as noted in section 3.2.1 above, market uncertainty encourages deferral of
commitments in order to minimize exposure to the downside potential inherent in market
variance. Hence, as market-related uncertainty increases, firfeceadewith the
progressively more difficult challenge of optimizing the competing benefitsstfaint
and aggressive action in resource allocation decisions.

Consistent with real options theory, therefore, firms operating in task
environments characterized by large market-related uncertaintiestiagiacentives
to seek investment alternatives that simultaneously capture futwwhgoptions but
avoid full and immediate commitment. As described in Chapter 2, partial ¢orantiis
a decision pattern for doing so. Through partial commitment the firm makesceestiff
investment to preserve access to the growth opportunities of interest, but one that
represents less than full-scale commitment. Such actions include snugitemag,
minority equity interests and joint ventures (Kogut, 1991; Smith & Triantis, 1994).
Kogut's previously described real options theoretic interpretation of joint ver(tL®81)
explicitly describes them in these terms. Joint ventures simultaneougigepdiscretion
to expand under favorable conditions, but limit downside exposure to unfavorable ones
by limiting commitment and preserving some degree of reversibility.

As for other real options decision-patterns, however, competitive uncertainty

reduces the incentive to make partial commitments. In the presermaétition, there
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is a strong incentive to avoid loss of growth options through competitor preemption
(Kester, 1984; Trigeorgis, 1993; Trigeorgis & Mason, 1987). There is strong thalbretic
foundation for this expectation in the real options literature. Kulatilaka &t#€ér998),

for example, modeled the impact of competition on real options decisions, focusing in
particular on the relative value of deferral and growth options. In theysasal growth
options and competition, Kulatilaka & Perotti found two important effects. First, the
presence of competition alters the relative value of the deferral and grpiidhs

associated with strategic investment. When the focal firm enjoys esclustess to an
opportunity or a monopolistic position in the target market, the growth options associate
with the focal investment are not at risk competitively and deferral istidinally the

better strategy in response to market uncertainty. When, however, both the opportunity
and the focal market are exposed to competition, the potential for partial or total
preemption reduces the value of deferral. Deferral runs the risk of losing gratvaihso

due to competition, while early action enhances the value of growth options by
preserving access to them and by reducing the “exercise” price of mutisem.

Second, the presence of competitive uncertainty changes the relative $gsitivi
deferral and growth option values to market uncertainty. When an investment produces
little or no competitive advantage, the value of the deferral option associatatl wit
increases more steeply than that of its growth options with increases irt marke
uncertainty. Conversely, when an investment has a strong preemptivetb&epbwth
option value of early action increases more steeply with market uncettantyhe value
of waiting to invest. The implication that market uncertainty does not constitute a

universal disincentive to invest is consistent with Folta & O’Brien’s (2@ddpirical
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finding discussed earlier, but clarifies their result by suggestingrtagket uncertainty
may selectively encourage growth capture over deferral behaviors becaas®etitve
uncertainty. On the strength of market uncertainty alone, the outcome of theldeferra
growth capture duel is indeterminate.

The clear implication of Kulatilaka & Perotti’s analysis is that coitiget
uncertainty constitutes a powerful incentive to take action to avoid the loss ahgrow
opportunities through preemption or, conversely, to achieve the competitive benefits of
preemption by the focal firm. As applied to growth options decision patterns, thkir wor
suggests that increasing competitive uncertainty will undermine thetiggraess of
partial commitment as a growth capture strategy. To the extent that pamimitment
is an intermediate or temporizing decision pattern (Kogut, 1991), the congpbtmefits
of early action are likely to increasingly offset the benefits oftéchcommitment as
competitive uncertainty increases.

In short, high market uncertainty creates a “duel” between deferral amwthgr
options (Folta & O’Brien, 2004). Which one dominates real options decision-making
depends on the level of competitive uncertainty. As competitive uncertaintgseste
real options reasoning increasingly favors growth capture over defefealice, partial
commitment becomes decreasingly optimal versus full commitment as ctivepeti
uncertainty increases.

There is some empirical evidence supporting this expectation in Folk&8)(1
and Folta & Miller’'s (2002) studies of joint venture formation and buyouts in the

biotechnology industry. These studies, however, examine a single industryeand ar
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therefore of limited generalizability. The proposed research witl Isexader

confirmation of their findings by testing the hypothesis that:

H4: Competitive uncertainty will negatively moderate the relationshipdasst
market uncertainty and partial commitment investments.

3.2.5 Platform Investments

For most of the real options decision patterns described above — deferral, staging,
operating flexibility and partial commitments — market uncertainty has been to be
the principal driving force motivating each behavior. For each, | have described how
competitive uncertainty creates countervailing incentives that modenagtesrse them.
| submit that platform investments entail a substantially differentiosakhip between
market and competitive uncertainty, one in which market uncertainty consétutes
incentive for platform investments, but only in the presence of competitive unterta
Put in other terms, market uncertainty is a necessary but not sufficient reakdysis
for justifying platform investments.

There is ample theoretical foundation for viewing platform investmentesaas
options-based responses to market uncertainty. Since they apply over a broadl range o
future conditions, platform investments preserve future growth opportunities when
market uncertainty precludes immediate identification of the products andtsnidudkie
will be most rewarding in the future. For this reason, platform investmenespeeially
well-suited to discontinuous, high uncertainty environments (Kogut & Kulatilaka, 2001).

Platform investments do not, however, represent an optimal response to market
uncertainty in the absence of competitive uncertainty. Kulatilaka and RefD398)

previously cited theoretical discussion of competition and growth options supports this

45



contention. They pointed out that where growth options are insulated from competition,
the incentive to act on them is greatly reduced. Only when there is the poterttal f
competitive preemption of growth options does it become real options-optimal to capture
them by making platform investments. Kulatilaka and Perotti’'s reasoamgec

extended and clarified by considering the hypothetical case of comgpiefeettive

isolation, that is, when the focal firm enjoys exclusive access to growth opbrotiss

case, the firm gains little from investing in readiness for unknown future market
developments. With no exposure to preemption or first mover advantage, waiting to see
what happens is arguably the optimal strategy, since it entails no platfosrandsioes

not compromise access to future opportunities when they arise.

Competitive uncertainty, however, alters the decision dynamics obnphatf
investments by exposing future growth opportunities to preemption. Competitive
uncertainty creates a race toward future, presently invisible opportuaitggrovides
the driving force behind platform investments. That competitive uncertairitg is t
mainspring of platform investing is well-supported by the real options literatur
McGrath (1987), for example, described technology platforms not simply @& g
for unknown future products/markets, but achieving an advantaged competitive position
in them. Technology platforms allow the focal firm to idiosyncratically reduce
uncertainty for itself and not for other firms, thereby becoming better ek parthe
future than its competitors.

The central position of competitive uncertainty in platform investing is even more
evident in the case of capabilities and competencies. Creating and niragntain

capabilities are direct investments in competitive advantage. Theytotmgie early
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acquisition of strategic factors that are valuable, non-tradable and difGcnlitate
(Kogut & Kulatilaka, 1994b & 2001). They also permit the firm to move more quickly as
market developments unfold. The essence of platform investments is the creation of
competitive isolation and timing advantage (Kogut & Kulatilaka, 1994b & 2001).

Based on these considerations, | conclude that there is little incentive takadert
platform investments on the strength of market uncertainty alone, but that the
combination of market and competitive uncertainty makes platform investmesidt a r

options-optimal decision pattern. Hence:

H5: Competitive uncertainty will positively moderate the relationship ketwe
market uncertainty and platform investments.

3.3 Hypotheses Regarding Real Options Decision Patterns and Performance

The second part of the research examines the relationships between real options
decision patterns and firm performance. The theoretical foundation for exptit
adherence to real options decision-making principles contributes to firoriparice is
strong. That how a firm responds to uncertainty has a significant effect ormpeerta
is a long-standing premise in strategy research (Aldrich, 1979; Child, 19'&% &/il
Snow, 1978). Further, real options reasoning has been widely advanced as a better basis
for making investment decisions under uncertainty than the expected net prasent va
framework as it is typically employed, implying that real options d&tisiaking
enhances performance.

There is an extensive literature that describes the limitations and seakro#
ENPV and lays the theoretical foundation for the superiority of real optiond-base

decision-making. This literature identifies four ways in which real optioesry leads
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to better investment decisions. First, the ENPV rubric is “static,” in tkaieis not
consider alternate possible timings to the present (Dixit & Pindyck, 19@%iriman,
1998a; Miller & Park, 2002). Second, expected value does not value management
discretion (Bowman & Moscowitz, 2001; Brennan & Schwartz, 1985; Chen et al., 1998;
Miller & Park, 2002; Triantis & Hodder, 1990; Trigeorgis & Mason, 1987). It imibjici
assumes that, once taken, decisions will not be modified and that management does not
take action to ameliorate unfavorable developments or to capitalize on favorable ones
(Luehrman, 1998b). It therefore assumes a passive response to the futigre that
inconsistent with the foundations of strategy as a field of study (Yeo, 2003). Third,
ENPV values investments on a stand-alone basis, failing to take projealattenships
into account or to optimize their sequencing (Childs et al., 1998; Trigeorgis & Mason,
1987). Finally, ENPV does not incorporate the value of growth options (Dixit &
Pindyck, 1995). It has been argued that as a result of these shortcomingslSidRY
investment decision-making, systematically underestimating the vathes® option-
rich investments that are important to long-term strategic successq&afbernathy,
1980; Hayes & Garvin, 1982; Kemna, 1993; Lewis, Enke & Spurlock, 2004; Trigeorgis
& Mason, 1987). By focusing attention on optimal timing, by partially endogenizing
project performance, by optimizing the relationships among projects angblngitky
addressing growth options, real options reasoning represents a conceppeiigrs
basis for making strategic resource allocation decisions.

There has, however, been very minimal study of the relationship between real
options-based decision-making and performance, and virtually no empiricathesea

am aware of only three studies that address real options and performanceayany
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Miller & Arikan (2004) conducted a simulation analysis of the comparative peaforen
of evolutionary, formal real options pricing and informal real options reasoning
approaches to resource allocation. They found that real options reasoning didnget eme
as a clearly superior basis for decision-making. Reuer & Leibling (2@0@ucted an
empirical study to test Kogut & Kulatilaka’s (1994a) interpretation ohthéinational
corporation as a network of real options designed to provide operational flexibitigy.
analyzed whether multinationality, as predicted by Kogut & Kultatitakeal options
interpretation, reduces downside risk, which they measured by inter-periodrismmpa
of return on assets and equity. They found no evidence that multinational companies
achieve reduction in downside risk versus comparable domestic companies.
Kumaraswamy (1996) studied the extent to which high-technology companies adopted a
real options perspective in their R&D activities and further explored theoredaip
between adoption and various measures of performance. While his study did ngt directl
test the impact of real options R&D management on financial performance,iridlid f
strong relationships between a real options approach to the management of R&D and
several measures of R&D performance. In summary, empirical cesegarding real
options and performance is meager, and as such provides little support for real options
reasoning as an avenue to differential performance.

As a normative framework for decision-making, however, it is implicit that
consistent application of real options principles to resource allocation deaisiblesd
to superior aggregate outcomes at the level of the firm. To the extentrtigmtifing
those principles are able to (1) achieve asymmetrical exposure to uncesletsively

benefiting from upside potential while reducing downside risk; (2) maxirheegalue of
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managerial flexibility; and (3) capitalize on growth options, they carxpected to make
investment decisions of superior average quality in comparison with firms not usiag thos
principles. Superior investment decision quality should, in turn, positively afiative
performance.

Mere adoption of real options decision patterns is not, however, sufficient to
achieve improved performance. Consistent with the central contention of tlaichgse
not all real options decision patterns are optimal in all task environments. hOséy t
decision patterns that are consistent with the underlying sources of erstmahm
uncertainty are likely to have positive performance effects. Furtl@péons decision
patterns often compete with each other, and must be balanced by firms, coggfderi
specific magnitude and source of the uncertainties they face. Therefoapptiopriate
conceptual framework for examining the performance impacts of real optionmais a
for resource allocation decision-making is to examine the fit betwaknpgons
decision patterns and the sources of uncertainty in the environment.

Accordingly, hypotheses were developed to express the expected relationships
between the uncertainty/decision pattern fit and performance. As deseaHier,
market and competitive uncertainty frequently represent countervailingiveant
disincentive for employing specific decision patterns. To facilitate éxposnd
interpretation, hypotheses for each decision pattern were structured t® tlkelatfect of
the disincentive uncertainty source on the relationship between the incentivainhgcert
source and performance. Hence, for deferral, market uncertainty isrtregypimcentive
for the decision pattern and competitive uncertainty the countervailing disugcent

Accordingly, it is hypothesized that:
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H6a: When competitive uncertainty is low, a positive relationship will exist
between deferral and performance as market uncertainty increases.

H6b: When competitive uncertainty is high, a negative relationship witl exis
between deferral and performance as market uncertainty increases.

In the case of acceleration, competitive uncertainty represents thearireal
options rationale for the decision pattern and market uncertainty the offsetting
disincentive. Hence, it is hypothesized that:

H6c: When market uncertainty is low, a positive relationship will existdstw
acceleration and performance as competitive uncertainty increases.

H6d: When market uncertainty is high, a negative relationship will exiseba
acceleration and performance as competitive uncertainty increases.

Staging, operating flexibility and partial commitment all shar&éénsame
theoretical structure as deferral, with market uncertainty promtitosg decision
patterns and competitive uncertainty discouraging them. Accordinglyyjpiothesized

that:

H7a: When competitive uncertainty is low, a positive relationship will exist
between staging and performance as market uncertainty increases.

H7b: When competitive uncertainty is high, a negative relationship will exist
between staging and performance as market uncertainty increases.

H8a: When competitive uncertainty is low, a positive relationship will exist
between operating flexibility and performance as market uncertainty

increases.

H8b: When competitive uncertainty is high, a negative relationship will exist
between operating flexibility and performance as market uncertainty

increases.

H9a: When competitive uncertainty is low, a positive relationship will exist
between partial commitment and performance as market uncertainty esreas
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H9b: When competitive uncertainty is high, a negative relationship will exist
between partial commitment and performance as market uncertainty esreas

Finally, for the platform decision pattern, the expected relationshipi &nta
different theoretical structure, with market and competitive unogytacting as mutually

reinforcing incentives, both of which are required to make platform a perfoemanc

enhancing decision pattern. Accordingly it is hypothesized that:

H10a: When competitive uncertainty is low, a negative relationship will exis
between platform and performance as market uncertainty increases.

H10b: When competitive uncertainty is high, a positive relationship will exist
between platform and performance as market uncertainty increases.
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CHAPTER 4

DATA AND ANALYSIS METHODS

In this chapter, | describe (1) the sample of firms included in the obs€3) the
measures used for each of the independent and dependent variables and the data sources
for these measures, and (3) the analysis methods that were used to test thesagpot

presented in Chapter 3.

4.1 Research Sample

The survey population was drawn from domestic public companies in the
manufacturing sector (2-digit NAICS codes of 31, 32 and 33). Only manufacturing
companies were included since the archival measures of uncertainty usechialybes a
are available only for such companies in the Census BurBamgl Survey of
Manufacturers. Manufacturing companies represent a suitable research population since
they are typically capital asset-intensive and therefore susceptitdal options logic.
Further, the manufacturing sector contains a broad range of industriésgcveaance
in both the dependent and independent variables and increasing the generaldbdity
results. The population included only publicly-held companies in order to assure the
availability of secondary performance data for testing the relationsbtpsen real
options decision patterns and firm performance.

Two additional constraints were placed on the selection of companies for the
survey population. First, only companies with annual revenues of $50 million or more
were included. Applying a minimum size requirement was deemed necesaasyite
that the sample included only companies with sufficient scale to provide miedhlaig

on the broad range of investment behavior that the survey was intended to tap. While
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there is no clear basis from previous literature for setting an appeopriaimum size
criterion, the $50 million annual revenue test used was considered a conservatore one f
this purpose.

The survey population was further confined to firms with an identifiable dominant
business line, using a minimum requirement of 70% of revenue accounted for bya singl
3-digit NAICS code as a diversification cut-off standard. Limiting tmepsa to
substantially undiversified companies was necessary to maintain corresgeheéveen
the survey data and industry-level uncertainty and performance data from sgconda
sources. The 70% standard has extensive support in the literature (Rumelt, 1974, 1982 &
1991) and is considered conservative. Diversification levels at or below 30% of total
revenues was judged unlikely to distort the results of the analysis. Tistenig
support in the literature for expecting that firms, even those with a signifesaattof
diversification, make decisions based on the frame of reference derivech&iom t
dominant business (Keats & Hitt, 1988; Porter, 1985; Pralahad & Bettis, 1986).

Using these criteria, screening of Gempustat database identified 1375

companies for inclusion in the survey populatidn.

4.2 Measurement of the Research Variables
The proposed research required measurement of four primary groups of variables,
as follows:

e Real options decisions patterns exhibited at the level of the firm (dependent
variables);

2 |ncluded in this total are 29 publishing compamiategorized as manufacturing in the NAICS coding
system at the time the survey population was astad, but which have since been reclassifiedherot
codes. Since these companies were included isutvey and yielded 6 responses, they have beenedta
in the analysis sample.

54



e Market and competitive uncertainty (independent variables);
e Firm performance (dependent variable);
e Control variables.
The purpose of this section is to describe how each of these variables was nmesatured

the methods used for data collection.

4.2.1 Real Options Decision Patterns
4.2.1.1 Survey Development

Specific real options decision patterns are extensively described iretrettbal
literature, as reviewed in Chapter 2. Review of this literature, howeleettified no
scales for measuring these patterns individually or for combining them inteegaill pv
comprehensive instrument that incorporates multiple decision patterns. Tdrehlese
therefore required the development of such an instrument.

Spector (1992) emphasizes the importance of careful theoretical grounding in
developing scales. The first step, therefore, in constructing a surveyriaatrtor this
research was to derive a preliminary specification of real optionsetiedecision
patterns, and to categorize those patterns into conceptually distinct groupsmgpee
different dimensions of the real options construct. Based on a review of the reasopti
literature in both the strategy and finance domains, five real options consindcts
specific decision patterns associated with each were identified, abddsorChapter 2.
An initial item pool was then developed, including items reflecting each of the five
constructs and specific decision patterns within each. In addition to real optigisrde
patterns, the survey was used to collect data regarding (1) perceived amarke

competitive uncertainty, and (2) firm strategic orientation. The sourcésefge scales
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and the analysis undertaken to establish their construct validity and rigliatwli
described later in this section.

The initial survey instrument was subjected to detailed critical reweavdanel
of experts with experience in survey design and/or knowledge of real options. laraddit
to the members of the committee supervising this research, each of whom provided
review and commentary, the expert panel consisted of five academics iastdgutions,
including a professor of finance knowledgeable about real options, one professor of
organization studiewith extensive survey research experience, and three professors in
strategic management, one of whom has published extensively on the subject of real
options. Panel members conducted a broad review of the draft survey instrument,
including the conceptual coherence of the constructs, the clarity and apf@ogss of
the individual items and the design of the instrument as a whole.

A pilot test of the survey was then conducted with a group of executives similar i
profile to the survey target population. A complement of 12 executives was enlisted to
take the survey and to provide feedback on (1) the clarity of the individual items, (2)
survey completion time, and (3) the overall format and structure of the surveyera&l|
CEOQO’s or COOQO'’s of their respective companies. Each of the firms was fiieee i
industry. The companies represented a broad spread of firm size, ranging from
approximately $30 million to $50 billion in annual revenue. In addition to taking the
survey, participants in the pilot test responded to additional questions regarding the
survey itself. Follow-up conversations were undertaken with approximatelgfiib#
pilot test respondents, either by telephone or in person. None of the pilot test respondents

or their firms were included in the survey sample itself.

56



The pilot test resulted in substantial revisions to the survey instrument. These
changes had the net effect of shortening the survey, eliminating specifsctitat the
respondents found confusing, and clarifying ambiguous items. The pilot test also
confirmed that the survey generated substantial variance across the 12 cempanie

The final survey instrument resulting from these steps is contained in

Appendix A.

4.2.1.2 Survey Administration

Limiting the survey to the most senior general managers in each company was
considered crucial since only such executives could confidently be expetieadware
of the firm’s overall resource allocation decision patterns. Extensive @fés required
both to identify appropriate target respondents for each company in the hessrapde
and to secure an adequate volume of responses to support the research. Target
respondents for the survey were members of the top management team {pida)yt
the Chairman, CEO, President/COO or CFO. TMT members were identifiediom
and Bradstreet'Million Dollar and S&P’sNet Advantage databases. The accuracy and
currency of the data from these sources was checked for most comparmtsdrce to
company websites. In some cases, executives in other positions than tadssblste
were included in the survey (for example, senior group executives, chief planding a
development officers, and chief technology officers) but only in those cases wher
company websites confirmed that these executives were members of thentgement
team. In a few cases, former or retired Chairman and CEQO’s were sdy\ey only in

those cases where their departures were recent (2007 or later).
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A multi-stage process was used to administer the survey over a period of five
months. Two survey mailings were undertaken to CEQO’s and CFQO'’s respectively.
Response rates for both mailings were on the order of 2%. Additional efforts were
undertaken to increase overall response rates, including (1) online and mail
administration of the survey to members of various alumni networks (the Harvard
Graduate School of Business Administration, the Smeal College of Buainéean
State University, the Amos Tuck School of Business at Dartmouth College and the
University of Massachusetts Alumni Association), (2) direct contactsspicific
executives based on prior relationships or other associations, and (3) a laegavschl
campaign covering approximately 3000 executives in those firms that had not responde
to previous survey rounds. After the initial survey mailings, data collectied fetavily
on online administration of the survey, using the Qualtrics survey software. Where
online administration was employed, multiple follow-ups to the initial approach were
used to increase response rates (Dillman, 2007).

These data collection efforts yielded 173 usable uniqgue company responses,
representing a response rate of 12.6%. While this response rate is low in comparis
with those generally considered desirable, it reflects the difficultgafrang research
participation from top management in public companies and is consistent with response
rates in other recent research entailing surveys of similar target respei8kaggs &
Huffman, 2003; Skaggs & Youndt, 2004). Respondents included a very high proportion
of the most senior executives in each of the firms. Table 4.1 summarizes respbydent

position. Further, the respondent sample represents a broad range of industries. Table
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4.2 summarizes the industry composition of both the survey population and the

respondent sample, based on three-digit NAICS codes.

Table 4.1

Survey Respondents by Position

Position Responses
Chairman/CEO 71
Chief Financial Officer 44
President/Chief Operating Officer 22
Group Executive 15
Senior Strategy/Corporate Development Officer 9
Chief Marketing Officer 3
Chief Technology Officer 1
Other TMT Members (Senior and Executive VP) 8
TOTAL 173

4.2.1.3 Scale Validation and Reliability

The survey data was factor analyzed to test the construct validity of thredive
options decision patterns and to identify those survey items constituting scales of
sufficient reliability. Both exploratory and confirmatory factor asak/were conducted.
Exploratory factor analysis was deemed advisable given the newnessoftbg
instrument, the absence of previous scales for measuring real options-relatacttsons
and the tentativeness of some of the constructs themselves. Stevens (1996) and Gorsuch
(1983), however, stress that confirmatory factor analysis is an appr@ppateach for

validating measurement models when there is a pre-existing theoretisafdra
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Table 4.2

Survey Population and Respondents by Industry

NAICS Industry Survey Respondent
Code Population Sample
311 Food Mfg 60 6
312 Beverage & Tobacco 18 3
313 Textile Mills 9 1
314 Textile Product Mills 4 0
315 Apparel Mfg 41 3
316 Leather & Allied Products 22 2
321 Wood Products 17 1
322 Paper Mfg 34 5
323 Printing & Related 18 3
324 Petroleum & Coal 20 4
325 Chemicals 197 20
326 Plastics & Rubber Products 39 2
327 Non-Metallic Minerals 19 1
331 Primary Metals 47 6
332 Fabricated Metal Products 50 11
333 Machinery Mfg 127 21
334 Computers & Electronics 373 38
335 Electrical Equipment 51 10
336 Transport Equipment 93 10
337 Furniture & Related 22 2
339 Miscellaneous Mfg 85 18
511 Publishing 29 6

TOTAL 1375 173

specifying factor structure. Since this research was guided by a pestifeoretical
framework, confirmatory factor analysis was also performed.

In the exploratory analysis, factors were extracted using the prirccipglonents
method based on eigenvalues over 1. The resulting factors were then subjected to

varimax rotation to derive a final factor structure. In the rotated faesoits, only
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loadings of .600 or greater were considered significant. Reliability apalps
performed on the resulting scales, using Cronbach’s alpha, with a minimum targe
reliability of .7 (Nunnally, 1978). Each scale was item-analyzed to maxitiéz
internal consistency of the items, and items were removed as necesséig\ve ac
acceptable alpha (Spector, 1992). The results of this analysis are desdate dRme
reference, Appendix B contains the rotated factor solution and scale rediatbditthe
real options decision patterns.

Factor analysis strongly supported three of the five real options consteficisd
in the theory development underlying this research: staging, operaixilgjlity and
platform investments. For staging, four of the six survey items designest the
construct loaded heavily on a single factor. Further, the absence ofcaighdross-
loadings for these items indicated that they were factorially puteli@ergent from the
other real options constructs. Two of the original staging items did not loadagtlii
on this factor, and were eliminated from the scale. Review of the conceptual fonndat
for these items in light of the factor analysis suggests that they in faiet nebre to
project discontinuation than to staging per se. As discussed further belowtghese
suggest the presence of an additional real options construct, not incorporated in this
research, relating to project discontinuation. Based on the factor anabdis,ra four
item scale was retained for staging. The items are displayed ia 4.8bl Alpha for this
scale is .742, and cannot be improved by further item reduction.

Similarly strong support was found for the operating flexibility constré&ctur of
the six survey items designed to measure operating flexibility showeaddsad excess

of .600 on a single factor, again with no significant cross-loadings. The remaining two
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Table 4.3

Real Options Decision Patterns Scale Items

Timing - Deferral

Timing - Acceleration

Staging

Operating Flexibility

1. Our investment decisions take into account whether
delaying a project may improve its attractiveness.

2. We postpone projects which meet our standard investment
criteria in order to further monitor market developments.

[EEN

. If a project looks sound, we proceed with it rather than
invest time and money to gather further information
regarding its potential success.

2. In executing strategic investment projects, getting them

done quickly is the most important consideration to us.

1. We break investment projects down into stages and evaluate
whether or not to proceed at the end of each stage.

2. We revise project features (for example, capacity level or
technology used) throughout the project.

3. We revise project schedules and implementation timing
throughout the project.

4. We set project milestones and continuously evaluate
progress toward them.

When making investments in productive capacity, our
company typically:

1. Invests in facilities that allow for easy changes in production
levels.

2. Invests in facilities that allow for easy changes in
product/service mix.

3. Invests in facilities that allow for easy changes in feedstocks
or raw materials.

4. Places primary emphasis on the ability to easily change
operating parameters.

(Continued Next Page)
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Table 4.3 (Continued)

Real Options Decision Patterns Scale Items

Partial Commitment  In making investments in new activities, our company
typically:
1. Acquires minority equity positions in other companies in the
target product/service/market which can later lead to full

acquisition.
2. Establishes joint ventures, partnerships or alliances.

Platform Our company invests in projects that do not meet our standard

financial criteria when they:

1. Offer future growth opportunities not captured in the project
financial projections.

2. Generate important knowledge or experience.

3. Contribute to important competencies and capabilities.

4. Establish and early position in an attractive product or
market.

5. Have the potential to yield multiple products/services rather
than a single product/service.

survey items did not load significantly and were dropped from the scale. Conceptual
review of these two items clarified this result, since both items reldle tpattern of
capacity additions, rather than to operating flexibility per se. Accosdiogkrating
flexibility has been measured on the basis of four items (Table 4.3). Alpha faathe s
is .721, and cannot be improved by further item reduction.

Five items were included in the survey to measure investments and resource
commitments which do not provide immediately attractive financial rewardstbcih

provide a platform for future growth opportunities (Table 4.3). All the items loaded
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heavily on a single factor, with no significant cross loadings on other factorse The
results indicated that the original platform scale was both intercatlgistent and
sharply distinct from other real options sub-constructs. Alpha for the regfilte-item
scale is .839, and cannot be improved by item reduction.

The remaining two real options constructs — timing and partial commitadidt
not show the same degree of support from the factor analysis, and the scales for
measuring them are of lower reliability than those discussed above. Faonitige t
construct, five items were included in the survey. These items were intended to
incorporate two competing aspects of timing in a single scale — detaresd {tems) and
acceleration (three items). The acceleration items were reatsd for purposes of
factor analysis. Contrary to expectations, however, the factor ansdysisated these
two aspects of timing into distinct constructs. The deferral items loadedyhteaether,
as did the acceleration items. There were no significant cross-loadingebdhe
deferral and acceleration items. Interpreting these resultasitencluded that deferral
and acceleration in fact represent distinct sub-constructs, and both have besreenmpl
the subsequent analysis. Deferral has been measured by a two ite(auald.3).
The three acceleration items loaded together. However, reliaibtlysis indicated that
alpha was materially improved by the elimination of one item, which was therefor
dropped, resulting in a two item scale (Table 4.3). Reliabilities for thelss scalpha of
.584 for deferral and .621 for acceleration — are lower than is desirable, but are
considered minimally acceptable for use in the analysis.

The factor analysis similarly indicated that the six survey itemgegito

measure the partial commitment real options decision pattern do not constihgke a si
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construct. Only two of the items loaded significantly together, with the other faadspr
over other factors. The resulting partial commitment scale (Table 4.8) $¢rang,
consisting of only two items with low reliability (alpha of .540) and not fully tagpire
intended conceptual boundaries of the construct.

Exploratory factor analysis suggested the presence of two additionaptieas
constructs not contemplated in this research that are worthy of further caheider
First, three items relating to project discontinuation or reversal loaded cagrifi on a
single factor. Since discontinuation is widely regarded as an importaninlefmeal
options theory (Adner & Levinthal, 2004a & 2004b), an abandonment construct is
conceptually appealing. Second, three items relating to gradualism lbscaha,
reversible entry decision patterns loaded significantly on a single fastigesting that
“toehold” may represent an additional construct of interest. In neither caseydrodid
the items constitute reliable scales and have therefore not been further ditvekbjme
research.

Table 4.4 summarizes the characteristics of the final scalesfsurng real
options decision patterns.

Confirmatory factor analysis was conducted on the scales derived from
exploratory factor analysis and reliability testing, using LISREL 8.8nfi@dnatory factor
analysis of the real options decision patterns was complicated by thedliminber of
items associated with some of the real options constructs. Three of the censtruct
(deferral, acceleration and partial commitment) are measured byemccales. Since
LISREL does not permit latent variables with fewer than three observed earightas

not possible to directly test these scales in LISREL. Two analyses wyerzs

65



Table 4.4

Scale Characteristics — Real Options Decision Patterns

Decision Pattern Number of  Cronbach’s Alpha
ltems

Timing (Deferral) 2 .584
Timing (Acceleration) 2 621
Staging 4 742
Operating Flexibility 4 721
Partial Commitment 2 .540
Platform 5 .839

in order to derive as representative a picture of overall model fit as poss@nieliys
constraint.

First, LISREL was run including only the three real options constructs wéh thr
or more items (staging, operating flexibility and platform). Table 4.5 dispke
resultant goodness of fit statistics. The four fit indicators shown are gms@mended
by Kline (2005), including (1) normed chi-square (minimum fit chi-square divided by
degrees of freedom), (2) comparative fit index (CFI), (3) the 90% confidetereal for
the root mean square error of approximation (RMSEA), and (4) the standardized root
mean square residual (SRMR). For each indicator the table displays Kline’s (2005)
suggested guidelines for goodness of fit.

The analysis shows good fit for the three-construct analysis (Column 1 ef Tabl
4.5). Normed chi-square, CFl and RMSEA are all well within generally accepted
guidelines. Further, the path diagram indicates that all item/constrhstarat

significant to the .001 level. Hence, this partial analysis demonstrates gtmvdHat
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portion of the real options decision pattern model that can be directly evaluated i

LISREL.
Table 4.5
Summary of Real Option Decision Pattern Fit Statistics
Guideline Column 1: Column 2:
(Kline, 2005) Excluding Expanded
2-ltem ltems
Constructs
Normed Chi-Square < 3* 1.894 1.814
Comparative Fit Index > O** 933 .856
Root Mean Square Error <.08** .092 .074
Of Approximation (Upper Bound)
Standardized Root Mean Square Residual< .10** .085 .102

Additional LISREL analysis was undertaken to estimate indirectlyitioé the
other three real options constructs. In this second analysis, one additionadgem w
included for each of the two-item constructs. These additional items wene filogmv
the initial item pool for each of the constructs. However, these items asaeodis in
the sense that they did not survive exploratory factor analysis and relitdstityg and
were not therefore among the items included in the final scales. Hence, thetahded i
were included in the analysis solely to permit evaluation on a basis as closelas pmss
the optimal two-item measurement scale. The rationale for this procedsi@sw

follows: If the resultant sub-optimal model demonstrates acceptablaegsodf fit, it
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would provide indirect but relevant evidence that the fit of the optimal model weesét |
as good.

The results are displayed in Column 2 of the table, indicating what appears to be
marginally acceptable fit. Normed chi-square and RMSEA are vithlinnguidelines,
while SRMR and CFl are slightly outside them. While not definitive, thesdsesul
provide a reasonable basis for expecting that the optimal measurement model

incorporating two-item scales would demonstrate good fit.

4.2.2 Market and Competitive Uncertainty
4.2.2.1 Objective versus Perceived Environmental Uncertainty

Whether uncertainty is best measured based on objective metrics oripascept
has been a subject of long-standing and continuing discussion in the uncertainty
literature™® Proponents of perceived environmental uncertainty measures point out that
uncertainty, properly speaking, is not an attribute of the external environment but a
psychological or cognitive state (Downey et al., 1975; Downey & Slocum, 1975, Mile
Snow & Pfeffer, 1974; Milliken, 1987). Organizations come to know environments only
through perceptions, and therefore objective attributes have no inherent meaning until
structured by a perceiver (Downey et al., 1975; Weick, 1969). Firms in the sameyindust
can and do perceive uncertainly differently (Bourgeois, 1985; Downey & Slocum, 1975;
Miles, Snow & Pfeffer, 1974).

Proponents of objective measures argue that industry attributes inherfaaly af

the ability of firms to predict the future, independent of the perceiver (Hrebiniakasy,

13 Both perceived and objective approaches have éeensively used. Several long-standing and much
used scales have been developed to measure peresivieconmental uncertainty (Lawrence & Lorsch,
1967; Duncan, 1972; Miles &Snow, 1978). Similadylarge body of empirical work has been based on
objective uncertainty metrics, most notably thatedeped by Dess & Beard (1984).
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1980; Jauch & Kraft, 1986; Tinker, 1976; Yasai-Arkedani, 1986). This objectivist view
emphasizes the correspondence of perceived uncertainty to objective measures a
important to successful management. Bourgeois (1978 & 1985), for example, studied the
degree of correlation between perceived and objective uncertainty measwason to
performance, and found that consistency between them was significantlycaglystr
correlated with firm financial performance.

Objectivists also point out several conceptual and methodological problems
associated with using perceived uncertainty measures in strategic anctatignal
research. Perceived uncertainty measures, for example, are by defirseonona
individual perceptions and may not be representative of the larger organizationad units
which individuals reside (Boyd et al., 1993; Buchko, 1994; Duncan, 1972). Such
perceptions may be significantly affected by individual cognitive presegghavioral
response repertoires, social expectations and prior experiences, and mayefaetber
consistent across individuals (Bourgeois, 1980; Downey & Slocum, 1975). Further,
individual perceptions are conditioned by organizational factors such as level and
position in the firm (Boyd et al., 1993; Yasai-Arkedani, 1986). Reliance on perceptual
measures in the study of organizational behavior therefore raises iggaretng the
correspondence between uncertainty as perceived by any one individual and the
aggregate perceptions on which firm actions are based. Finally, thereci®gol@ence
that perceived measures of uncertainty are less stable over time thdivelojees.

Buchko (1994) reports poor test-retest reliability of perceived uncertaalgss
suggesting the time dependence of such measures. In the context gicstestarch,

time-stable measures of uncertainty are desirable.
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Several notable attempts have been made to integrate or reconcile theegercei
and objective approaches to conceptualizing and measuring uncertainty (Bqurgeois
1980; Boyd et al., 1993; Sharfman & Dean, 1991, Yasai-Arkedani, 1986). The general
consensus of this literature has been to recognize that both approaches art releva
depending on the research context in which they are used, and to emphasize the
importance of selecting a measurement basis appropriate to the unded@agch
purpose. Perceived environmental uncertainty is generally regarded-asitesksin
studying behavior, action and decision-making processes, while objectisareware
appropriate for studying strategy content, constraints and outcomes (Bout§80is
Boyd et al., 1993; Snyder & Glueck, 1982). Insofar as the proposed research entails both
relationships between uncertainty and behavior and relationships betweenintyert
behavior and performance, there is therefore support in the literaturerfgreitsier
perceived or objective measures for operationalizing uncertainty in this case

In summary, an extensive review of the literature did not clearly estahk
superiority of either approach in the specific context of this researclas therefore
decided to use both objective and perceived measures of uncertainty. Since thle resear
examines the relationship between decision patterns and performanceyeleasures
were considered appropriate. At the same time, perceived uncertainlyasta
reflection of the bases on which decisions are made, which arguably makesantér

studying the relationships between uncertainty and real options decision patterns

4.2.2.2 Perceived Market (PMU) and Competitive Uncertainty (PCU)
Data regarding perceived environmental uncertainty was collected sarey

instrument. A number of perceived uncertainty scales have been developed by other
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researchers, some of which are structured on the basis of specific sbunesrtainty,

as required by the present research (Buchko, 1994; Daft et al. 1988; Desarbo et al, 2005;
Kumar & Seth, 1998; Miles & Snow, 1978; Sutcliffe & Zaheer, 1998). After reviewing
the relevant scales, | selected that developed by Desarbo et al. (2005) ass thoe thees
survey items because of the compactness of the scale and the conceptualypobximait
items to the market and competitive uncertainty constructs as defined in daisches

The items were adapted to make the scale more compact, to shorten thenidetm sin&
them more directly to the market and competitive uncertainty constructs. ifemse
were used to measure perceived market uncertainty (PMU) and five fowpdrce
competitive uncertainty (PCU). The items were structured on a seven-pkettlscale
measuring perceived degree of predictability.

The perceived uncertainty items were factor-analyzed, using the sacee ynes
described earlier for the real options decision patterns. Rotated fatlhs wend
reliabilities are displayed in Appendix B for reference. The results sujwe@oconstruct
validity of both PMU and PCU. In each case, all the survey items loaded sigtiific
and exclusively on a single factor. For PCU, one item with a marginally segntific
loading of .539 was retained because of its theoretical importance in the construct
Alphas of the resulting scales are .630 for PMU and .756 for PCU. Scale items are
displayed in Table 4.6.

Confirmatory factor analysis indicated a reasonably good measuramdat fit
for the perceived market and competitive uncertainty constructs. Normed che-squa

(2.91) and SRMR (.067) were within guidelines and CFI (.894) close to the > .9
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Table 4.6
Perceived Uncertainty Scale Items

Market Uncertainty 1. Customer demand for existing products/services is
predictable/unpredictable.
2. Customer demand for new products/services is
predictable/unpredictable.
3. Customer needs and desires are predictable/unpredictable.

=

. Competitor price actions are predictable/unpredictable.

2. Competitor changes in product/service quality are
predictable/unpredictable.

3. Competitor changes in product/service technology are
predictable/unpredictable.

4. Competitor introductions of new products/services are
predictable/unpredictable.

5. The entry of new competitors is

predictable/unpredictable.

Competitive Uncertainty

guideline. However, the 90% confidence interval for RMSEA (.133) was cleadigeut
guideline, indicating poor fit for this measure. Item/construct paths were fouoed t
significant to the .01 level for all three perceived market uncertainty item to the .001

level for all four perceived competitive uncertainty items.

4.2.2.3 Objective Uncertainty Measures

The objective measures of uncertainty used in the research are rooted in the
objective measurements of task environments developed by Dess & Beard (1984), w
adjustments based on improvements and refinements introduced by subsequent authors.
Drawing on prior work by Aldrich (1979) and others, Dess & Beard developedesfacal
measuring task environment characteristics consisting of three dimensionScemce,

dynamism and complexity. Of these, the latter two are conceptuallyddétat
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uncertainty (Castrogiovanni, 2002). In Dess & Beard’s formulation, dynaneféacts
the instability, lack of pattern and unpredictability of the task environment. They
operationalized dynamism for 460 industry groups based on 4-digit SIC codes using
measures of the variability (volatility) of sales, margins, employrard value-added
over a ten-year period based on data from the U.S. Department of ConGaeseseof
Manufacturers. Since it reflects unpredictable variability in industry-level demand and
margins, Dess & Beard’s dynamism measure, with adjustments asddduoeiow,
formed the basis for the objective measure of market uncertainty used irs#asche

Dess & Beard’s complexity dimension captures the degree of hetertygartee
task environment, representing the range of external environment factorsigtem
monitored by the firm and to which it must respond. Managers facing complex, non-
homogeneous environments will perceive greater uncertainty and expeeats
difficulty in anticipating future developments than managers facing sigplironments.
Dess & Beard operationalized the complexity construct by a sereemoéntration
measures, including sales, value-added, employment and number of establishments.
Since their complexity measure is primarily related to industry sireicit approximates
the competitive uncertainty construct required for this research.

Dess & Beard conducted extensive item and factor analysis to establish the
reliability and construct validity of their scale. Other authors have cogditimeir
findings (Castrogiovanni, 2002; Rasheed & Prescott, 1987). Their task environment
measures of uncertainty have been extensively used by other researchensaty af

contexts (Bergh, 1998; Bergh & Lawless, 1998; Boyd, 1990; Carpenter & Frexirjcks
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2001; Castrogiovanni, 2002; Keats & Hitt, 1988; Lawless & Finch, 1989; Sharfman &

Dean, 1991; Subramaniam & Youndt, 2005).

4.2.2.3.1 Objective Market Uncertainty (OMU)

Following Dess and Beard, this research uses a volatility-based measure to
operationalize market uncertainty. Conceptually, volatility measujeg strong
legitimacy in the study of uncertainty. Tosi et al. (1973) maintain that volasild good
proxy for uncertainty, since a high degree of variability implies low altdifyredict and
is thus convergent with the core uncertainty dimension of unpredictability. Daatiady
(1975) also regard volatility as a valid indicator of unpredictable and dynaanketm
conditions.

Volatility measures have been the most frequently used objective meakures
uncertainty in strategic and organizational research. David & Han (2004)irirethew
of the empirical evidence for transaction cost economics, documented 23 different
uncertainty metrics, the large majority of which were based on volatilitgunes
Volatility measures have also been used extensively in the real optipirecam
literature as measures of uncertainty. A number of real options studidme wsdatility
of stock price indices (Folta, 1998; Folta & Miller, 2002; Miller & Folta, 200253640
et al., 2004) or unit demand (Leiblein &Miller, 2003) as a measure of uncertainty for
specific industries. Several multi-industry real options studies havehesgdlatility in
industry gross domestic product as a measure of market uncertainty&kyBaien,
2004; O’Brien et al., 2003).

Following these authors, | have used the variability in the value of shipnsents a

reported in the Department of Comme#Asgual Survey of Manufacturers as the basis

74



for operationalizing market uncertainty. T&#&vey reports annual shipment data by
NAICS code. Data from th&urvey was collected on the basis of six-digit NAICS codes,
representing the finest level of industry disaggregation in the NAICS coditensy

Considerable effort was taken to select the appropriate time period for this
measure. Since the real options survey implicitly measures current antldecision
behavior, a relatively contemporaneous measure of uncertainty is appropitiste
same time, however, a larger number of data points yields a more stableene¥ster
careful consideration, | selected a five-year time horizon ending with theecest year
for which data was available in th@nual Survey of Manufacturers (2002-2006).

Previous research provides support for this choice. While some studies focusing on long-
term trends in environments have examined longer time periods (Castrogj@@iti

Wholey & Britain, 1989), five years has been the most widely used analysid peri

research that relates uncertainty to a current/recent dependent varele (E998;

Bergh & Lawless, 1998; Bourgeois, 1978 & 1985; Boyd, 1990; Carpenter &

Frederickson, 2001; Keats & Hitt, 1988; Leiblein & Miller, 2003).

Selection of the appropriate procedure for using the data as a measure of marke
uncertainty is a subject of importance to the research. A number of authors haw pointe
out that simple measures of variability do not equate with unpredictability (Baisrg
1978; Buchko, 1994; Downey & Slocum, 1975; Milliken, 1987; Yasai-Arkedani, 1986).
To the extent that variance includes a systematic component, such as cychtiainvar
trend, total volatility may include a predictable component that is not convergharnhwit
uncertainty construct as it is defined in this research. Accordinglytracwaich de-

trends the data is required. Bourgeois (1978 & 1985) argues for using the coefficient
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variation of first differences, a procedure that measures variations irdh¢oyyear rate

of change. A high coefficient of first differences indicates unpredidiabibess &

Beard (1984) calculated their dynamism items as the standard error eftégsion
coefficient divided by the mean value of the data. Others have used the same procedur
(Bergh, 1998; Bergh & Lawless, 1998; Boyd, 1990; Carpenter & Frederickson, 2001;
Sharfman & Dean, 1991). Following the bulk of previous research, | have used the Dess
& Beard metric. Thus, for each 6-digit NAICS code, a least-squares segrdae was

fitted to the annual value of shipments data, and the ratio of the standard error of the
regression slope coefficient to the mean value of the data was derived. Ulteges

ratios were used as measures of market uncertainty, with a high ratioinglgraater

variability around the base trend and therefore high market uncertainty.

4.2.2.3.2 Objective Competitive Uncertainty (OCU)

There is a substantial literature supporting industry competitive steugs an
appropriate basis for measuring competitive uncertainty. As descrithed, €2ess &
Beard’s (1984) scale for task environment uncertainty defined the complexitysiome
of the task environment primarily in terms of concentration measures. iin thei
conceptualization, low concentration increases heterogeneity and increasesjéefr
factors that contribute to unpredictability. Other authors, however, drawing ofrialdus
organization theory and metrics, have argued that concentration alone igartigala
measure of competitive uncertainty. Boyd (1990), for example, maintairisotiathe
number of competitors and the distribution of their market shares are important
contributing factors. Relatively few competitors with highly conceetrahares make it

easier to monitor and anticipate competitor actions. Such industry structares al
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increase the likelihood of coordinated action among firms, thereby increasing
predictability. At the extreme, complete monopoly entails no competitivetaimtgr*
By contrast, industries characterized by a large number of competitors bater gr
potential for unexpected or disruptive action by one or several firms. Wheretmark
shares are widely distributed, there is less potential for a few dominasttéirexert
oligopolisitic market control. Furthermore, industries with dispersed mdrket s
structures are frequently characterized by intense competitiveyrivadreasing the
potential for unpredictable competitor actions (Porter, 1980 and 1985).

Based on this theoretical foundation and the supporting literature, | have used a
measure of competitive structure that encompasses both the number of congreditors
dispersion in market shares as the basis for operationalizing competitiveaumger
There is substantial agreement that the Herfindahl/Hirschman (H}irsdidse best
composite measure of these two dimensions of industry structure (Boyd, 199Q; Porter
1980; Schmalensee, 1977). The H-index is the sum of the squared market shares of all
firms in an industry group. Normalized, it varies between zero (repregerfect
competition) and one (representing total monopoly). Hence a low H-index indicates a
competitive structure consisting of numerous competitors and highly disperdext mar
shares. In the context of this research, H-index is therefore investahar to
competitive uncertainty. H-index has become increasingly prominent ingstratearch
(Acar & Sankaran, 1999). A number of studies have used H-index or related measures to

represent competitive uncertainty (Boyd, 1990; Subramaniam & Youndt, 2005).

14 A number of authors have suggested that the oelstip between industry structure and competitive
uncertainty is not linear (see Boyd, 1990 for ral@witations). In this view, competitive uncemtgidoes
not increase monotonically with number of compesitdut instead declines as industry structure
approaches perfect competition. Given the raffityesfectly competitive industries, however, thagiical
importance of this effect is unclear.
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H-index data was collected from the Department of Comn{@sasus of
Manufacturers, which reports H-Index data by NAICS code at five year intervals. The
most recent available year (2002) was used. Data was collected on thef Badigit
NAICS codes so as to be consistent with the operationalization of market urigextai
described earlier. Since a low H-index reflects a large number of coonpeiitd
therefore high competitive uncertainty, the H-index data was reversed (hdekl-to

derive the objective measure of competitive uncertainty employed in thesianal

4.2.3 Firm Performance

The research includes multiple measures of firm performance, conhsvitte the
recognition that performance is a multi-dimensional construct, with individuzgumes
reflecting different aspects of performance (Chakravarthy, 1986; Venlatr&m
Ramanujam, 1986). All the measures employed are objective and were derived from
secondary sources so as to avoid the danger of self-report and common methods bias
associated with survey based, perceptual performance data.

Performance measures have been selected so as to maintain the strongest possibl
conceptual linkage to the real options construct. Real options theory suggests, for
example, that making decisions on the basis of options reasoning will improve the
efficiency of capital use by selectively limiting exposure to downsgleand taking
advantage of upside potential. | have selected return on assets (ROA) as\whddbes
available aggregate measure of capital efficiency. ROA is widely imsperformance
analysis in strategy research (see Bowman & Helfat, 2001, for a reV/iB®A in

strategy research). ROA was calculated as net income divided lag@avetal assets.
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The average of the most recent three year ROA data (2005-2007) was usedtim order
reduce the potential for anomalous effects in any single year.

Measures of capital efficiency do not, however, capture the growth dimension of
firm performance, which is also central to the real options construct. Asbeesitr
Chapter 2, emphasis on identifying and capturing options for future growth is one of the
conceptual foundations of real options theory, suggesting that firms that makendecis
consistent with the theory can achieve higher sustained levels of growtbthies firms
in the same industry that do not. To capture the growth dimension of firm performance,
compound annual revenue growth rate over five years (2003-2007) has been selected as a
second performance indicator (GR).

Finally, real options theory is explicitly a framework for maximizimmfvalue,
making the inclusion of a value-based performance measurement appropriate in this
research. To capture the value enhancement dimension of real options theory, the
research includes a measure of market value relative to book value fbyd@ca007 as
a third measure of performance. Metrics that relate market value to angduoak
value are well-established in both the real options and broader strategjyi@sr(Folta
& O’Brien, 2004; Hambrick & Cannella, 2004; Hawawini et al., 2003; Nayyar, 1993;
O’Brien, 2003; Tuschke & Sanders, 2003). As noted earlier, many authors have cited the
excess of market value over book value as in indicator of option values (Folta &1Q’Br
2004; Myers, 1977).

The specific measure employed to quantify the relationship between mdueet va
and book value is an adaptation of the traditional market value to book value ratio.

Approximately 5% of the companies in the research population were found to have
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negative book net worth, such that the ratio of market value to book value yields an
uninterpretable negative result. Further, for companies with very sno&irias worth,

the calculation yields a deceptively high apparent performance desuéintirely to the

small denominator. For these reasons, a variant of the market-to-book raBj \(Ms
developed which relates the difference between market value and book value to market

value. The specific formula for this adapted ratio is as follows:

Market Value of Equity — Book Value of Equity
Market Value of Equity

This specification is conceptually equivalent to the traditional markiebtd-ratio, but
avoids negative numbers and the artificially high results associated vathbgok net
worth.

The most recent fiscal year was used for the MTB variable in lieu of &yealt
average. Unlike profitability measures, which are inherently periodic nactea,
market-to-book is a cumulative measure of performance, and the most reciaiavai
data best reflects the cumulative impact on firm value of the resourceialiogacisions
made in previous years.

Data for all three performance indicators was obtained froriviéhgent and
Compustat databases, which are the principal sources of individual company financial
data.

Although each of the three performance measures represents a conceptually
distinct dimension of performance, it is possible that they together represagtea
construct. To test this possibility, an exploratory factor analysis wés'ped to test for

the existence of an overall performance construct. This analysiy deafirmed
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growth as a distinct performance dimension. ROA and MTB emerged as tore fac
However, reliability for the combined measure was unacceptably low (ald¥g.=
Accordingly, the three performance measures have been retained atesdipaasions

of firm performance in the analysis.

4.2.4 Control Variables

In addition to the main research variables described above, four controlesriabl
have been included in the analysis.

The first is firm size. Studies have shown that firm size can systathatitfect
a range of strategic and performance variables (Huselid, 1995; Ke#tg &988).

While there is no empirical evidence that firm size influences real optiorsateci
patterns, it is plausible to expect that size may be correlated with the saploistof
resource allocation decision processes in general and with the incidepeeib€t s
patterns of decision making. For these reasons, firm size, as measureddtyitalelog
of fiscal year 2007 total assets, has been used as a control variable. hesigaron
the basis of assets, rather than other bases such as revenues or employment, was
considered appropriate in research regarding capital investment decisions.

A second control variable was incorporated to capture differences among
companies in capital intensity. It is well-established in the litezahat real options
decision-making is particularly relevant in industries/firms charaed by large fixed
asset investment requirements (Merton, 1998; Triantis & Borison, 2001). Variations
among companies in capital intensity may therefore be influential in real oggoisson

patterns. For this reason capital intensity at the company level hasbegyorated in
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the analysis, using the ratio of fixed assets (net property, plant and equipmetat) to t
revenues for fiscal year 2007 as a suitable measure.

A third control variable was used to incorporate strategic differencesgamon
companies. Not all companies respond to uncertainty in the same way. Firnespecifi
strategic factors are likely to influence the relative emphasis placé eatious real
options decision patterns examined in this research. Jauch & Kraft (1986) point out tha
some companies adopt a strategic posture aimed to reduce environmentainiycerta
while others seek to capitalize on it as a source of opportunities. Miles & Snow (1978)
identified four distinct strategic types, each of which is characterizeddifferent
pattern of strategic response to environmental uncertainty. Recognizistydtedgy may
represent an intervening variable between environmental uncertainty hogtieas
decision patterns, a measure of strategic orientation has been incorpoetzmhas|
variable in the analysis.

Data on strategic orientation was collected in the real options survey iastrum
Conceptualization of strategic orientation was based heavily on the Me®®& (1978)
strategic typology, since many of the dimensions of their typologyoamescgent with
real options theory, including breadth of product domain, degree of orientation to growth
opportunities, extent of innovation leadership, receptiveness to change, flexibility and
technology diversity. A number of existing scales for quantifying the Mil&sow
strategic types were identified (Conant et al., 1990; DeSarbo et al., 2005; Segev, 1987;
Thomas & McDaniel, 1990). After careful consideration, the Segev (199¢é)vsaa
selected as the basis for this analysis for three reasons: (1)l&hes soare compact

than others examined; (2) it is structured in the Lickert-scale formatusiee real
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options survey; and (3) it displayed good reliability (alpha = .82). The scaladapted
for purposes of this research. The principal adaptation was to limit the scale to the
“prospector” strategic type. Whereas previous operationalizations of the M&@ow
typology were designed to categorize companies by type, the analysispreedsn this
research required a continuous variable reflecting strategic orientatsang &Jsingle
type as the basis for the scale resulted in such a measurement, in effethgeflegree
of similarity with the prospector type. Segev’s scale was also redudetn count to
meet the space limitations of the survey and to focus the items on real optioimdecis
patterns.

Exploratory factor analysis was conducted on the resulting items. All but one of
the prospector items loaded significantly as a single factor. Thdifinatem scale
(Table 4.7) displays good reliability (alpha = .759). The rotated factor @olarid

reliability analysis for strategic orientation is displayed in Appeidfgr reference.

Table 4.7
Strategic Orientation Scale Iltems

Our firm leads the industry in innovation.

Our firm’s product domain is periodically redefined.

Our firm believes in being “first-in” in the industry in

the development of new products.

4. Our firm responds rapidly to early signals of opportunity
in the environment.

5. Our firm quickly adopts promising innovations.

wnN P

Finally, control variables have been incorporated reflecting industry-level

performance. There is substantial evidence of significant perfornigfe@nces among
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industries, based on different economic structures and industry conditions (Hansen &
Wernerfelt, 1989; Hawawini, Subramanian & Verdin, 2003; McGahan & Porter, 1997;
Powell, 1996; Rumelt, 1991; Schmalensee, 1985). For this reason, industry-level
controls on performance are common in strategy research. Since the propeaszhre
entails comparative performance analysis of companies in a wide raimgleisifies,
controlling for industry-level effects is necessary in testing the oelstip between real
options behavior and performance. Accordingly, data for the three performance
measures described above were derived for each industry representediimeie s
population and incorporated as a control variable.

Since industry level data is not directly available for all three pedonom
indicators used in this research, the required data was developed setiiidhis
study based on the total population of 1375 companies included in the survey. Sixty-two
of the companies were excluded from this analysis for one of the following reékpons
the company has ceased to exist since the time the population was firsslestabli
typically because of acquisition, and performance data was unavailable autbe s
databases; (2) the company’s NAICS code has been changed, such that it is no longer in
the manufacturing sector; or (3) data for the company was too old (defined aa no dat
more recent than fiscal year 2005). Excluding these companies, 1313 firms were
included in developing performance control data. Each of the three performatrzs
were calculated for each company in the population, using the same data,sources
calculation procedure and time periods described earlier for the survplesddata for
the individual companies were then aggregated based on 3-digit NAICS codenplied s

average performance data calculated for each code. Extreme outliersd@s data
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lying more than two inter-quartile ranges outside the upper and lower qUaveles
eliminated in developing these averages.

Table 4.8 presents descriptive statistics and correlations for albhesriased in
the analysis of uncertainty and real options decision patterns. Table 4.9 dikplagme
data for all variables used in the analysis of real options decision patterns and

performance.

4.3 Threats to Validity
4.3.1 Common Methods Bias

This research relied partially on perceptual data collected via survey. Real
options decision patterns, which constitute the dependent variables in the firsif shege
research (the relationships between environmental uncertainty and real bptiangr)
and independent variables in the second stage (the relationships betweenaesil opti
behavior and performance) were derived from perceptual measures. Pemtegisiales
were also used as one approach to measuring market and competitive uncetahty, w
are the key independent variables in the first stage of the analysis, anddatigic
orientation control variable. Although the survey respondents consisted of senior
executives with presumably a thorough understanding of their firms and the busines
environments in which they operate, the use of perceptual measures raisese¢he conc
that common methods bias is present in the analysis (Pedhazur & Schmelkin, 1991).
Recognizing this danger, a number of design techniques were employed to erisure tha

artificial methods-related variance did not influence the results of tharchse
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Table 4.8: Stage 1 Analysis Descriptive Statistics and Correlations

Mean Std Dev  Deferral
Deferral (DEF) 4.857 1.106
Acceleration (ACC) 3.581 1.445 -.212(*)
Staging (ST) 5.138 1.090 .251(*%)
OpFlex (OF) 4.464 1.026 0.045
PartCom (PC) 3.599 1.435 -0.033
Platform (PLAT) 4.143 1.254 0.115
PerMU (PMU) 3.513 0.984 -0.074
PerCU (PCU) 3.802 1.012 -.202(*%)
ObjMU (OMU) 0.017 0.011 -0.011
ObjCU (OCU) 0.927 0.062 -0.114
PerMUXCU 0.094 1.008 0.013
ObjMUXCU -0.291 1.274 -0.032
LOG Assets (Size) 7.106 1.848 0.049
Cl Index (CI) 0.213 0.197 0.025
Strategy (SO) 4.697 1.006 A71(%)

** Correlation significant at the 0.01 level (24&d).

*Correlation significant at the 0.05 level (2-tai)e

Accel Staging OpFlex @am Platform PerMU
-.237(*%)

.207(*) 0.101

0.013 -0.027 -0.028

0.079 0.050 24)3(.181(*%)

-0.020 .151(*)  0.059 0.007 -0.087

-0.046  0.014 320 0.039 -0.116 0.088
0.055 0.003 0.034 .138 -0.011  0.068
0.025 -0.074 0.041 0.023 -0.084 -0.020
0.137 -.207(**) -0.025 0.063 0.083 -0.088
-0.026 -163(*) -0.013 -0.060 -0.070  -0.028
-.201(**) 0.121 0.050 -0.008 0.019 -.198(**)
-0.112  0.123 -0.1280.147 -0.143  0.026
0.015 .275(**) 272*) 0.052 .322(**) -0.082

PerCU

0.142
0.051
-0.137
0.022
-0.053
-0.121
-0.017

PMUxCU OMUxQldgAss

0.009

-0.016 226(*) .370(*)

ObjMU  ObjCU
-.292(*)

0.072  -0.035
-355(*) .198(*)  -0500
0.048  -.252(*0.107
0079  -.157(%
0.024 0022 0688

-0.012

.168(¥)

Cl Index

-0.019
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Table 4.9: Stage 2 Analysis Descriptive Statistics and Correlations (Contied on next page)

Mean Std Dev  Defer Accel Staging OpFlex PartCdpatform PerMU  PerCU ObjMU ObjCU ROA MTB Growth

Deferral (DEF) 4.857 1.106

Accleration (ACC) 3.581 1.445 -.212(*)

Staging (ST) 5.138 1.090 251(*%*)  -.237(*)

OpFlex (OF) 4.464 1.026 0.045 .207(*) 0.101

PartCom (PC) 3.599 1.435 -0.033 0.013 -0.027 -0.028

Platform (PLAT) 4.143 1.254 0.115 0.079 0.050 .29)3(.181(%)

PerMU (PMU) 3.513 0.984 -0.074 -0.020 .151(*)  0.059 0.007 -0.087

PerCU (PCU) 3.802 1.012 -.202(*) -0.046 0.014 aQP20 0.039 -0.116 0.088

ObjMU (OMU) 0.017 0.011 -0.011 0.055 0.003 0.034 .138 -0.011 0.068 0.142

ObjCU (OCU) 0.927 0.062 -0.114 0.025 -0.074 0.041 0.023 -0.084 -0.020 0.051 -.292(**)

ROA 5.319 9.138 0.033 -0.032 0.021 0.065 -0.067 02D. -.163(*) 0.028 0.087 0.092

Mkt-To-Bk (MTB) 0.558 0.417 0.030 -0.072 -0.025 DO  0.024 0.023 -0.011 -0.005 -0.001 -0.122 0.095

Growth (GR) 11.623 16.835 0.044 0.042 0.068 0.006 183(*) 0.073 -0.061 0.023 0.011 0.066 0.087 0.111
PCUxDef -0.202 1.062 0.078 0.004 0.011 -177(*) 04@. -0.075 0.012 0.017 -0.035 -0.022 -.166(*) -@.01 -0.137
PCUxAcc -0.046 1.123 0.002 0.032 -0.094 -0.108 048. 0.129 0.119 -0.107 -0.027 -0.013 0.034 0.023 .07®
PCUxStag 0.014 1.088 0.009 -0.098 0.133 0.120 00.05 -0.123 -.195(*) 0.075 -.188(*) 0.116 -0.006 -3106 -0.033
PCUXxOpFI -0.032 1.116 -171(*) -0.110 0.118 0.057 0.018 0.047 -0.028 0.129 0.006 -0.081 0.053 .189(*)0.056
PCUxPartCom 0.039 0.939 0.052 -0.057 0.057 -0.021.0820  0.036 0.071 0.039 -0.014 -0.077 -0.027 0.136 .05
PCUxPlatform -0.116 1.097 -0.068 0.134 -0.122 0.0510.028 0.122 0.078 -.180(*) 0.007 -0.051 -0.076 88.0 -0.083
OCUxDef -0.115 0.869 0.151 -0.120 0.084 0.110 ®.05 -0.077 -0.062 -0.024 -0.046 .323(**) 0.053 -0.0230.052
OCUxAcc 0.025 0.876 -0.117 0.139 -0.088 -0.008 080. -0.060 0.018 -0.016 -0.037 .287(**) -0.125 i®1 0.001
OCUxStag - 0.074 0.923 0.077 -0.083 .244(**)  0.010 0.103 0.033 0.100 0.137 -.232(**) 0.146 -0.022 266 0.003
OCUxOpFI 0.041 0.873 0.109 -0.010 0.010 0.085 -0.01 -0.018 -0.115 -0.104 -0.017 -0.064 0.033 -0.121 0.027
OCUxPartCom -0.023 0.969 0.049 -0.079 0.098 -0.019.071 0.076 0.068 -0.075 -0.074 0.141 -0.070 {?281-0.008
OCUxPlatform -0.084 0.862 -0.073 -0.062 0.037 -8.01 0.084 0.100 0.027 -0.063 -0.100 .255(**) 0.065 319(**) 0.022
LOG Assets 7.106 1.848 0.049 -.201(**) 0.121 0.050 -0.008 0.019 -.198(**) -0.053 0.048 -.252(*%) .18y( .264(**) 0.042
Control ROA 4.403 2.596 -0.088 -0.101 -0.135 -0.0570.042 -0.031 -0.101 -0.050 0.095 -0.049 0.142 1.0 0.064
Control MTB 0.470 0.182 0.061 0.037 0.087 0.034 5.0 0.016 -0.060 0.012 -0.115 -0.016 0.042 0.109 03.1
Control GR 11.948 4.273 0.015 -0.003 .152(*)  0.037 0.043 -0.127 -0.040 0.063 .236(**) 0.087 0.033 a.04 .242(*)

**Correlation significant at the .01 level (2-tadle
*Correlation significant at the .05 level (2-tai)ed
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Deferral (DEF)

Accleration (ACC)

Staging (ST)
OpFlex (OF)
PartCom (PC)

Platform (PLAT)

PerMU (PMU)
PerCU (PCU)
ObjMU (OMU)
ObjCU (OCU)
ROA

Mkt-To-Bk (MTB)

Growth (GR)
PCUxDef
PCUxAcc
PCUxStag
PCUxOpFI
PCUxPartCom
PCUxPlatform
OCUxDef
OCUxAcc
OCUxStag
OCUxOpFI
OCUxPartCom
OCUxPlatform
LOG Assets
Control ROA
Control MTB
Control GR

Table 4.9 (Continued): Stage 2 Analysis Descriptive Statistics and Coragions

PCUxDef PCUxAcc PCUXxSt

-.156(*)
0.122
-0.129
0.057
0.128
0.018
0.024
0.020
-0.100
-0.045
-0.028
-0.054
-0.046
0.048
0.020

-.317()
0.027
0.067
0.136
0.012
0.074
0.015
-0.088
-0.085
0.004
-0.151
-0.099
-0.088
-.188(*)

0.066
0.078
-.158(*)
0.035
0.020
0.007
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The threat posed by common methods bias can be reduced by gathering data from
a variety of sources (Kerlinger, 1996). Accordingly, | used objective dataewer
possible. This includes all performance data, which is exclusively objective, and
measures of market and competitive uncertainty, which were developed on the basis
both perceived and objective data.

Where it was not possible to base variables on objective data, a number of design
techniqgues were employed to minimize the potential for methods bias. Following
Podsakoff et al. (2003), these techniques relate to both survey design andleetiarcol
First, the specific purpose of the research was carefully excluded from both the
presentation of the survey and the individual survey items. Neither the terminology
the concept of real options appeared in the survey itself or the accompanyaniglsat
sent to respondents. This complete masking of real options as the subject ofatod rese
reduced the danger of methods bias in several ways. First, it avoided the pfiettsy e
which could influence the pattern of responses if the subject domain were known and
reduced the potential for respondents to bias their responses in order to appsgntonsi
with real options theory. Further, cloaking the specific relationships undegr stud
minimized the potential for percept-percept bias, by which respondentpatgtithe
relationships under study and respond in accordance with their preconceptions gegardin
those relationships.

Second, every effort was made create physical and psychological meparat
between different classes of variables in the survey instrument. Survey@ganding
market and competitive uncertainty were placed in a separate sectiorsoftbg from

the real options decision patterns. A different response pattern was used dptioze
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decision patterns (agree/disagree) and uncertainty (predictable/urgivkjiciReverse-
scored items were incorporated in the survey to protect against acquiesitecise
whereby respondents answer equally and positively to all items.

In addition, the strong assurances of confidentiality given to respondents
minimized the potential for response bias. The survey did not request any indformati
regarding the identity of the respondent or the firm, thus creating a stuoa@f
anonymity for respondents and reducing the potential for desirability-hiespdnses
(Podsakoff et al., 2003).

Complex or ambiguous constructs are especially susceptible to methods bias
(Podsakoff et al., 2003). Accordingly, considerable care was taken to derigentech
were (1) free of emotive or cuing language, (2) concise and simply-wo8jed, (
unambiguous, and (4) free of specialized terms not familiar to respondentshd&oth t
expert panel review and executive pilot test described earlier assiseslitem
clarification process, resulting in extensive improvement to the instrunuerg tidese
lines.

Finally, the underlying design of the research project as a whole reduced the
danger of percept-percept bias, which can occur when both dependent and independent
variables are based on respondent perceptions (Kerlinger, 1986; Subramaniam &
Venkatraman, 1998). In such cases, there is the danger that respondents ipgitantic
the hypothesized relationships that the researcher seeks to test and respoadnara m
consistent with those relationships. The potential for such bias is deemed low in this

research given the relatively large number of variables and the interaature of the
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research hypotheses, making it highly unlikely that respondents could hetumiature of

the relationships under study.

4.3.2 Sample Bias

The validity of the study results depends on having an unbiased sample of the
total research population. In the present research, two potential sourcepligdias
merit attention. The first is the possibility that the respondent companies are
systematically different in the primary study variables from thearebgoopulation as a
whole. Even when the sampling procedure is ideally random, such differencesisbhay e
if certain classes of companies (for example, based on size, industrjoomaeice) are
more likely to respond than others. The second potential source of bias derives from the
methods used in the data collection process. The use of multiple data collection
strategies, especially convenience sampling on the basis of affiliaises the
possibility that responses received as a result of these strategdsi@ed bias in the
resulting sample. In particular, graduates of the Harvard Business $dB&®) account
for 93, or approximately 54% of the total 173 respondent companies. Accordingly,
analysis was conducted to determine if there was significant bias imtipéesaom
either of these two sources.

To test for the presence of sample bias, the study sample was compared to the
total survey population of 1375 companies on the basis of (1) company size (total assets)
(2) industry composition, based on three-digit NAICS code, and (3) each of the three
performance measures (ROA, MTB and GR). In each case a chi-sqsanedde
performed to determine if there were significant differences bettieepopulation and

sample distributions. Table 4.10 summarizes the results.
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Table 4.10

Comparison of Sample and Population Distributions
(Chi-Squared Significance)

Company Size (Total Assets) .093 (.399)*

Industry 312
Performance
ROA 466
MTB 401
GR .209

* Excluding companies with total assets in excess
of $100 billion.

In no case did the analysis reveal significant differences. Only for consjze
did the differences between population and sample approach significancein&iam
of the company size data indicated that total assets are lognormallyudest in the total
population of companies surveyed, such that there is a relatively small groug of ver
large companies. This “tail” of large firms is disproportionately repredentthe
respondent sample; of the seven companies with total assets of $100 billion or more in
the survey population, five are included among the respondent companies. Further
analysis revealed that these five companies had a potent effect on the okl sgsalts.
A revised analysis excluding the largest size class changed the cleestpsirresults
from p =.093 to p =.399. Based on this analysis | concluded that company size bias did
not threaten the validity of the study results. This conclusion is reinfoyctek luse of
company size (as measured by total assets) as a control variablbéragression
analyses, thus accounting explicitly for variance associated with company si

Additional analysis was conducted within the respondent sample to further test for

the presence of sampling bias between HBS graduates and other respddsdiegs.
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ANOVA, means for the HBS and non-HBS sub-samples were compared for (1) market
and competitive uncertainty, both perceived and objective, (2) capital intandi{3)
strategic orientation. The ANOVA results in all cases indicate no signifmean
differences between the HBS and non-HBS sub-samples (Table 4.11). Based ba both t
chi-squared and ANOVA analyses, | concluded that the reliance on HBS gradubtes
data collection process, while a departure from ideal standards of randomthess, di

introduce significant bias into the study.

Table 4.11
ANOVA Analysis of HBS and Non-HBS Sub-Samples (P Value)

Main Independent Variables

Perceived Market Uncertainty .303

Perceived Competitive Uncertainty .365

Objective Market Uncertainty 971

Objective Competitive Uncertainty 787
Control Variables

Strategic Orientation 931

Capital Intensity .892

4.4 Analysis Methods

The hypothesized relationships were tested using hierarchical iegrassion
methods (Aiken & West, 1991). Separate analyses were performed for evalliathney
relationships between uncertainty and real options decision patterns and (2) the
relationships between decision patterns, uncertainty and firm performance.

For the first analysis, an initial model was evaluated for each real opticnoteci

pattern individually, incorporating market and competitive uncertainty aad tuntrol
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variables (total assets, capital intensity and strategic orientatiomjegsendent variables
and the real options decision patterns as the dependent variable. A second model was
analyzed in which the uncertainty/decision pattern interaction termsagdesl in order

to test Hypotheses 1 through 5 by difference from the first model. Significant
interactions were graphed to facilitate interpretation and presentaticen(&iWest,

1991). This analysis procedure was executed separately for perceived atideobje
measures of market and competitive uncertainty. An F-statistic of .05 ordess w
considered significant. However, given that the relationships examined iadb&ch

have not been previously studied empirically, findings which approach signéi¢anc

>.05 but<.10) have been noted and interpreted.

In the performance analysis, which entails a number of three way imb@sacti
between market uncertainty, competitive uncertainty and decision pattdiree-atep
hierarchical regression procedure was used. The first step incorpomsatexl téal
options decision patterns, competitive and market uncertainty and two controlegriabl
(total assets and industry performance) as the independent variables and firm
performance as the dependent variable. This model tested for the preseguodcdirs
main effect relationships between decision patterns and performanceond secadel
then introduced two-way interactions between market uncertainty and decisengatt
and competitive uncertainty and decision patterns. Model 3 introduced the tlyree-wa
interactions between market uncertainty, competitive uncertainty andohegaierns
required to test the performance hypotheses. To facilitate interpretagioificant
interactions were graphed using the procedures suggested by Aiken & Westf¢1991)

three-way interactions.
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This procedure was repeated for each of the three performance m¢Rsukes
MTB and GR). Further, the entire performance analysis was conducted for both
perceived and objective uncertainty measures.

In both stages of the analysis, survey data was centered to facilitasdctilaton
and interpretation of interactions. Further, since the objective data for madket a
competitive uncertainty were expressed in different units, Z-scoresused for these

variables in the regressions.
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CHAPTER 5

RESULTS AND DISCUSSION

5.1 Relationships between Uncertainty and Real Options Decision Patter

In the first stage of the analysis, | sought to establish that emplowingint
specific real options-theoretic decision patterns is systematieddled to the relative
presence of uncertainty regarding the level and composition of demand (market
uncertainty) and uncertainty regarding the intentions and actions of cargetit
(competitive uncertainty). Table 5.1 summarizes the regression anasysts fer this
phase of the project, highlighting those instances where the change betweéh armatle
model 2 was found to be significant. The individual regression analyses are comtained i
Appendix C for reference. The results are reviewed below for each real optasierde
pattern.

Table 5.1

Summary of Model Results — Analysis of Uncertainty and Real Options Deasi
Patterns

Model1l Model2 Model2 P Value

PValue PValue AR AR
Deferral Perceived .033 .060 .000 871
Objective 170 .253 .000 .799
Acceleration Perceived .146 .060 .022 .050
Objective .158 241 .000 .897
Staging Perceived .000 .000 .035 .009
Objective .005 .002 .021 .049
Operating Flexibility Perceived .018 .032 .001 .709
Objective .033 .054 .002 .596
Partial Commitment Perceived 325 315 .007 .263
Objective .081 101 .005 .365
Platform Perceived .000 .000 .005 327
Objective .000 .000 .010 176
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5.1.1 Timing

As described earlier, the real options timing construct was divided into two sub-
constructs — deferral and acceleration — based on the results of factoisartagarate
regression analyses were therefore performed for each of the sub-denstruc

Analysis of deferral using perceived uncertainty data revealephéicant
(b =-.213, p =.011) negative main effect relationship between competitive ungertaint
and deferral. This finding is consistent with theory, which suggests that cowepeti
uncertainty discourages deferral, and therefore provides general suppoithiotye
underlying Hla. However, no significant interaction between market anpetitinre
uncertainty was found. Hence Hla is not supported on the basis of perceived ugcertaint
data. Replicating the deferral analysis using objective uncertaintyidatad no
significant results for either model 1 or model 2 and therefore no support for Hla.

The analysis did find support for the hypothesized relationships between MU, CU
and acceleration. Based on perceived uncertainty data, model 1 was not significa
Model 2, however, did find a significant relationship (b =.217, p =.050) between the
MUXCU interaction and acceleration. To facilitate interpretation of thdbrfg, the
interaction was graphed. Following Aiken & West (1991), the regression equation was
used to calculate values for acceleration at intervals of one standard de\batieraad
below the mean for both MU and CU. The plotted results are displayed in Figure 5.1,
revealing a disordinal interaction between PMU and PCU in relation to eatcmte
When PCU is low, acceleration shows a strong negative correlation with PNgH.

PCU, however, changes the direction of the PMU/acceleration relationship HThus

supported on the basis of perceived uncertainty.
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Figure 5.1: Acceleration PMUxPCU Interaction
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Evaluation of the same relationships using objective uncertainty measures did not
detect any significant main effect or interaction relationships betweeoM@W and

acceleration. Hence, on the basis of objective uncertainty data, H1b is noteaipport

5.1.2 Staging

The analysis provided strong support for the hypothesized relationships between
uncertainty and staging, both on the basis of perceived and objective uncertainty
measures. Using perceived uncertainty data, model 1 revealed a sig(lificaB03,
p =.015) positive main effect relationship between market uncertainty andgstagome
important, there is a highly significant (b = -.208, p =.009) relationship between the
PMU/PCU interaction and staging in model 2. Graphic analysis of this interact
consistent with the hypothesized relationships (Figure 5.2). When PCU is lowgstag

displays a strong positive relationship with PMU. This is consistent with thebrgh
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anticipates that MU will induce staging in the absence of CU. When PCU is high,
however, the PMU/staging relationship disappears. This result supports thiagcapec
that competitive uncertainty will negatively moderate the relationship batmarket

uncertainty and staging. Thus the analysis supports H2 based on perceivedniymcerta

Figure 5.2: Staging PMUxPCU Interaction
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Analysis of staging using objective uncertainty data also supports H2. Model
detected no OMU or OCU main effects, but model 2 revealed a significanti(#0s
p =.049) OMU/OCU interaction. A plot of this interaction (Figure 5.3) reflé@same
relationship structure as did the perceived uncertainty regression. Thus theehigaut
moderating relationship between market uncertainty, competitive uncedanhistaging

is supported on the basis of both perceived and objective uncertainty measures.
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Figure 5.3: Staging OMUxOCU Interaction
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5.1.3 Operating Flexibility

The regression analysis did not support the hypothesized relationship between
MU, CU and operating flexibility. Using perceived uncertainty data, modelehled no
main effects linking operating flexibility to either PMU or PCU. The aignificant
main effects detected were a negative relationship between operaxihgity and the
capital intensity control variable (b =-.839, p =.047) and a positive relationsthiphei
strategic orientation control variable (b =.212. p =.006). Further, the hypothesized
interaction between PMU and PCU was not significant. Hence, the anablisetéd no
relationship, either direct or moderated, between PMU, PCU and operatiihgifiex
Replication of this analysis using objective uncertainty data also faileddalre
significant MU or CU main effects or interactions. Hence H3 is not sugppertteer on

the basis of perceived or objective uncertainty data.
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5.1.4 Partial Commitment

As a result of the factor analysis, the partial commitment construct of@Es m
narrowly defined than in its original conception, and relates primarily to jointiresnt
minority investments and alliances. The regression analysis did not prapjoaisfor
the hypothesized relationship between partial commitments so defined and/Akitoer
CU. Using perceived uncertainty measures, no significant PMU or PCU rfestsef
were found, nor was the PMU/PCU interaction significant. Regression usirugiwdje
uncertainty data produced the same result. As in the perceived uncertaipsysatiad
OMU/OCU interaction was not significant. Hence there is no support for H4 fther ei

the perceived or objective uncertainty regressions.

5.1.5 Platform Investments

As for partial commitments, regression analysis using perceived aimtgrt
measures revealed no significant main effect or interaction relationsiwseine
environmental uncertainty and platform investments. Thus H5 is not supported on the
basis of perceived uncertainty. The regression did detect a near-sigrfllicani.55, p
=.089) negative main effect relationship between competitive uncertainty afodrplat
result directionally contrary to H5, which anticipates that competitive waagriwill
promote platform investment. The comparable analysis using objective ungedtdmt
also detected a near-significant (b = -.162, p =.103) negative main efféicinsig
between CU and platform, but the MUxCU interaction was not significant, indjaa

support for H5 based on objective uncertainty.
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5.2 Relationships between Uncertainty, Real Options Decision Patterasd
Performance

As described earlier, analysis of the relationships between uncertealty, r
options decision patterns and performance was conducted using a hierarghéssioa
analysis procedure consisting of three steps, which permitted iderntificdtmain
effects (Model 1), two-way interactions between real options decision pateins
market and competitive uncertainty individually in relation to performance (N)gde
and three-way interactions between real options decision patterns and market and
competitive uncertainty jointly in relation to performance (Model 3). Theofatiese
three steps tests the relationships specified in Hypotheses 6 through 10. eSeparat
analyses were conducted for each of the three performance measures, using both
perceived and objective uncertainty data. Hence, six analyses were ednfdueach of
the real options decision patterns. The regression analyses are displappémadif D
for reference.

Table 5.2 summarizes the results for each of the models evaluated, highlighting
significant results. In each case, Model 3 reflects the three-wagatiters between
market uncertainty, competitive uncertainty and the six real options decisiempatt
which constitute the basis for the performance hypotheses. In two casewéperce
growth and perceived MTB), the change freBsociated with Model 3 is significant
(p = .000 and .025 respectively), indicating that the MUxXCUXRODP interactions are
significant factors in explaining performance in these cases. The ewt&@n® values
(.155 and .078 respectively) indicate that the additional variance explained by these
interactions is material. No significance was found for either GR d Msing objective

uncertainty data. Further, no significant relationships were found for tha etassets
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performance metric in any of the regressions. Hence, none of the performance
hypotheses are supported for this indicator. Table 5.3 summarizes the ansiytsgoe

each of the real options decision patterns individually. These results are didueisse

for each of the real options decision patterns in turn.

Table 5.2

Performance Analysis Summary of Model Results

Model1 Model2 Model3 Model3 P Value

PValue PValue PValue AR A R?
ROA — Perceived 314 .619 576 .038 374
Obijective .205 .126 .068 .055 122

Growth — Perceived .065 .149 .000 .155 .000
Obijective .053 .344 427 .028 576

MTB — Perceived .092 .109 .021 .078 .025
Obijective .089 .000 .000 .048 .105

Table 5.3

Performance Analysis Summary of Results by Real Options Decision
Pattern (Three-Way Interaction P Values)

Growth MTB
(Perceived) (Perceived)

Deferral .021 --
Acceleration .047 .015
Staging -- 011
Operating Flexibility - .048
Partial Commitment -- --
Platform .000 --
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5.2.1 Timing

As before, separate analyses were conducted for the deferral andaéioreler
dimensions of timing. For deferral, Hypotheses 6a and 6b are based on the expectation
that the value of deferral is high when market uncertainty is great, but thaathe is
offset by the threat of preemption associated with competitive uncert@ased on that
theory | hypothesized that under conditions of low competitive uncertainty, a/positi
relationship will exist between deferral and performance as marketaintgincreases
(H6a), but that under conditions of high competitive uncertainty, the same relgiionshi
would be negatively associated with performance (H6b). The analysisecbaeca
significant three-way deferral interaction (b = -3.100, p =.021) for the Qrowt
performance measure, based on perceived uncertainty data. To facikadestation of
this and subsequent three-way interactions, | have adopted the procedure recommended
by Aiken & West (1991) for interpretation of three-way interactions, whicdwalfor
two-dimensional display of the interaction by employing separate graphgh and
low conditions for one of the interaction terms. On this basis the deferral irderaets
graphed separately for high and low competitive uncertainty (Figuresrd4a4b
respectively). The results are consistent with the deferral hypotheses ddimpetitive
uncertainty is low (Figure 5.4a) deferral shows a positive relationship tolgedwbth
high and low market uncertainty conditions, but more so when market uncertainty is
high. Thus H6a is supported for the growth metric, based on perceived uncertainty.
When competitive uncertainty is high (Figure 5.4b), the hypothesized negative
relationship between deferral, performance and market uncertaintyriglgtm

evidence. Hence, H6b is also supported.
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No comparable significant relationships were detected for deferralramwthg
using objective uncertainty measures, and no significant relationship$onace
between deferral and the market-to-book performance metric.

As regards acceleration, the theoretical basis for the hypothesizedrzerbar
effects (H6¢c and H6d) is conceptually the reverse of that for deferral. Whenglhiéle
market uncertainty, acceleration is a valuable response to competitiveaurtgerHence
| hypothesized that when market uncertainty is low, a positive relationshhigxiei
between acceleration and performance as competitive uncertaintysgs(étc). When
market uncertainty is high, however, acceleration has negative performancewatiue, s
that a negative relationship between acceleration and performance should dencevi
as competitive uncertainty increases (H6d).

Significant three-way interactions were detected for the acael@i@drformance
relationship for both MTB (b = -.061, p =.015) and growth (b =-1.892, p =.047), in both
cases based on perceived uncertainty data. Graphing these interactiotsdrsdipport
for the acceleration hypotheses. Figures 5.5a and 5.5b display the interaction8for M
which support the hypothesized relationships. When market uncertainty is low (Figure
5.5a), acceleration is positively related to performance when competitivetainiyeis
high, but negatively related when competitive uncertainty is low, as predictd@dy
When market uncertainty is high, these relationships are reversed, as auatioypeitgd.
Hence, H6C and H6d are supported for the MTB metric using perceived uncertainty.

In the case of the growth metric, the interaction graphs (Figures 5.6a and 5.6b)

show consistent relationships. In the high market uncertainty case (Figurete6b)
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predicted relationships are strongly evident, supporting H6d. In the low market
uncertainty case, the expected disordinal interaction is not present. Atcelsra
positively related to growth for both high and low competitive uncertainty conditions
albeit slightly more so when competitive uncertainty is high. This is censisith
theory, since, in the absence of market uncertainty, acceleration may wejtdvetla-
producing strategy at all levels of competitive uncertainty. Hence H6ElGah@re
supported for the growth metric using perceived uncertainty data.

In summary, the analysis provides support for H6¢c and H6d for both growth and
MTB performance metrics, based on perceived data. No comparable significant

relationships were detected using objective uncertainty data.

5.2.2 Staging

The theoretical foundation for developing hypotheses regarding the relationship
between staging and performance is comparable to that for deferral. Ssagwvajuable
and therefore performance-enhancing strategy for responding to markeauntyg.ebut
its value is reduced by competitive uncertainty. On this basis, H7a antidipattesen
competitive uncertainty is low, a positive relationship will exist betwessgirsg and
performance as market uncertainty increases, while H7b anticpatgsative
staging/performance/market uncertainty relationship when competitivetaintgis
high. A significant (b =-.088, p =.011) staging interaction was found for the MTB
performance indicator, using perceived uncertainty data. Graphicaliaralyfsis
interaction (Figures 5.7a and 5.7b) indicates support for both staging hypotheses. Whe
competitive uncertainty is high (Figure 5.7b), staging is negatively relatgelformance

when market uncertainty is high, but not so when it is low, as predicted. When
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competitive uncertainty is low (Figure 5.7a), staging is positively agsdorath
performance at all levels of market uncertainty, but again slightly smvwhen market
uncertainty is high than when it is low. This is consistent with theory, which g¢agges
that, absent competitive uncertainty, staging is a performance-impm@apgnse to
market uncertainty generally. Thus, H7a and H7b are supported for the MTB, metri
based on perceived uncertainty data. No significant staging/performedaenships

were found using objective data, and none for the growth performance metric.

5.2.3 Operating Flexibility

The hypothesized relationships between operating flexibility and perforraasmce
based on the theoretical foundation that such flexibility is a valuable stfategy
accommodating to market uncertainty, but that its value is reduced or elimintdted wi
increasing competitive uncertainty. On this basis | hypothesized thatoshgetitive
uncertainty is low, a positive relationship will exist between operataapility and
performance as market uncertainty increases (H8a), but the reverse taihdnhen
competitive uncertainty is high (H8b).

A significant three-way interaction (b = .074, p=.048) was found in the MTB
analysis using perceived uncertainty data. A graph of the interactguré¢rs.8a and
5.8b) does not, however, support the hypothesized relationships. When competitive
uncertainty is low (Figure 5.8a), the relationship between operating figxénd
performance is negative when market uncertainty is high and positive whéwit is
contrary to H8a. Further, when competitive uncertainty is high (Figure 5@8&rating

flexibility is positively related to performance when market uncertambygh and
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negatively when it is low, again in direct contradiction to the hypothesized relapions
Thus neither H8a nor H8b is supported. | consider explanations for this unexpected
finding in the discussion section below. No significant relationship was found Imetwee
operating flexibility and growth using perceived uncertainty data, and ndicagi

relationship with any of the performance indicators using objective uncygrttta.

5.2.4 Partial Commitment

Theory for partial commitment is similar to that for deferral angdista |
hypothesized that making limited scale commitments was a performahareing
response to market uncertainty, but that its value is reduced when competitivaintycer
is high. No significant three-way interactions were found for the partmahctment real
options decision pattern and performance. Hence, H9a and H9b received no support for

any of the performance metrics, either on the basis of perceived or obgatave

5.2.5 Platform Investments

Theory development for platform investments suggests that market ungertaint
alone does not make such investments a valuable strategy from a real optipestivers
Only when market uncertainty is accompanied by competitive uncertairgytltme
platform decision pattern become valuable, in that it establishes resoutt@pasghich
can provide competitive advantage in responding to market uncertainty. On thjd basi
hypothesized that when competitive uncertainty is low, platform would displagative
relationship to performance as market uncertainty increases (H10d)abtlte reverse
would be true when competitive uncertainty is high (H10b).

The highly significant three-way platform interaction (b = -.4.089,.@00)

detected for the growth metric using perceived data was graphed toidet#rin
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supported the hypothesized relationships (Figures 5.9a and 5.9b). The results are
contrary to those expected. When competitive uncertainty is low, platform iselysiti
related to performance at high market uncertainty, contrary to H10a. When itempet
uncertainty is high, platform is negatively related to performance at higtema
uncertainty, contradicting H10b. Hence, H10a and H10b are not supported. | consider
the possible explanations for these contrary findings in the subsequent discussion of
results.

No significant relationships were found for the impact of platform investments on

growth using objective uncertainty data, or on the MTB performancecnoetiany basis.

5.3 Discussion — Relationships between Uncertainty and Real Optionsdi3gon
Patterns

In the first stage of the research, | hypothesized that uncertaintgiregdemand
factors (market uncertainty) and uncertainty regarding competitonaditompetitive
uncertainty) would separately and differentially affect the incidensexapecific types
of real options-theoretic decision patterns. Regression analysis found strong suppor
some of the hypothesized relationships and no support for others. In what follows, |
discuss and interpret these findings.

Two hypotheses (H1la and H1b) addressed real options decision patternsgaffecti
the timing of resource commitments — deferral (delay) and actieteraAs regards
deferral, | theorized that companies would tend to delay resource comnsiimender
to await clarification of market uncertainty, but that competitive unicéytavould
introduce a countervailing disincentive to defer lest delay lead to competitempiion.
H1la therefore anticipated that competitive uncertainty would negatively atedke

relationship between market uncertainty and deferral. No support was found for this
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hypothesis, using either perceived or objective measures of uncertainen tte
extensive theoretical support for Hla from the real options literature,ntiadiis
surprising and bears further consideration.

Two explanations for this result are possible. First, the factors thatdiferral
behavior may be different from those identified in this study, perhaps factoiceditns
domain of real options theory. Companies, for example, may defer resource
commitments as a result of capital constraints or as a function of strafsagsihility
discussed in greater detail subsequently. This explanation does not, however, resolve th
fundamental theoretical dilemma that deferral is one of the earliest aterscussed
real options behaviors in the literature, and that the weight of that literapyerts the
hypothesized relationship.

The second and more likely explanation is that competitive uncertainty as a
disincentive to defer greatly outweighs market uncertainty as an incemtieesp. In
this interpretation, the presence of even modest levels of competitive umtgertai
undermines deferral as a resource allocation strategy. If this is sop@mly i
environment in which there is no little or no competitive uncertainty (that ispalyg or
monopoly) would deferral emerge in response to market uncertainty. In anagres,
this interpretation suggests a step or threshold function in the relationship, wheepthe s
function occurs at relatively low levels of competitive uncertainty. Sduahction
would not necessarily be detectable by the linear regression techniques usestiryhis

There is theoretical support for this interpretation. Grenadier’'s (2002 psby
cited game-theoretic modeling of the deferral decision found that the pregence

relatively few competitors was sufficient to discourage deferralthyrsome of the
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findings in this research provide directional support for this interpretation. tetbeal
analysis, for example, no main effect relationship between market unteead
deferral was found, but a significant negative main effect relationship.13, p =
.011) was detected between competitive uncertainty and deferral. This fieding i
consistent with the interpretation that a little competitive uncertainty adm autot of
market uncertainty as a determinant for decisions to delay, and suggestoWiad
proposition:

P1: Market uncertainty will be correlated with deferral only in the totakar-
total absence of competitive uncertainty.

Given the prominence of deferral as a real options-theoretic response to market
uncertainty in the literature, further study of the construct is wadapégeticularly in
settings where there is little or no competitive uncertainty. A partlgdtantful
approach would be to study timing decisions for “proprietary” options, that is, options
available only to the focal company and therefore not exposed to competitive threat.
Studies of specific industries rich in proprietary options may be the best apfooac
isolating the effects of market uncertainty on deferral. Industries irhvgaitents,
copyrights and long-term leases are common may be especiallylffoitthis purpose,
including, for example, pharmaceuticals, publishing and the exploration and production
sector of the petroleum industry.

Results for the second timing dimension examined in the study — acceleration —
also directionally lend support to the preeminence of competitive uncertaitirtyimg
decisions. The theoretical relationships here are the direct inverse roadefaced
with market uncertainty alone, companies would have no incentive to accedsaiece

commitments, but competitive uncertainty creates a countervailing ine¢atmove
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quickly in order to gain the benefits of preemption. Thus H1b anticipates that
competitive uncertainty will positively moderate the relationship betwesket
uncertainty and acceleration. H1b was supported on the basis of perceived data. No
main effects were found for either market or competitive uncertainty, butedteiad
interaction was present.

Notable in the interaction is the strength of the moderating relationship (Figure
5.1). When competitive uncertainty is low, acceleration is sharply reducedlet ma
uncertainty increases. This result is intuitive; companies have litdatine to rush
when they face no competitive threat. But a high level of competitive uncertainty does
not simply dampen the negative effect of market uncertainty. It appesimioate it
completely. Put in other terms, when competitive uncertainty is high, themstap
between market uncertainty and acceleration is positive.

There is both theoretical and empirical foundation for this result. As dextbgs
Folta & O’Brien (2004) in their analysis of timing, when market uncertasiygh, the
value of deferral is high but there is also a growth option associated with riudiket
uncertainty. The value of that growth option also increases with market unigetiaus
creating a “duel” between simultaneous deferral and growth options. Irethgirical
analysis, Folta & O’Brien found that market uncertainty did indeed induceraeteut
only up to a point, beyond which the relationship reversed, as the value of the growth
option increases relative to that of the deferral option.

The results of the present research regarding market uncertainty, ¢mpeti
uncertainty and acceleration are consistent with Folta & O’Briardenfys regarding

deferral. A re-examination of Figure 5.1 in light of their work suggests a muareced
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interpretation. When market uncertainty is high, the value of the associatetd grow
option is also high. As long as competitive uncertainty is low, that growth option is not
at risk, such that there is little incentive to accelerate. In that basgownside of

market uncertainty increasingly discourages acceleration. When competiteréaurty

is high, however, the incentive to accelerate increases with market umgyesaice the
value of the underlying growth option and therefore the potential loss due to possible
preemption increase with market uncertainty. This interpretation suppassFol
O’Brien’s finding, and clarifies it by isolating the influence of contpet uncertainty in
the market uncertainty/timing relationship. Specifically, the intemadound here
suggests that the “duel” detected by Folta & O’Brien exists only iprisence of
competitive uncertainty.

Taken together, the research results for the two timing sub-constructsl studie
suggest that competitive uncertainty has a more potent role than markéaintcer
resource allocation timing decisions. Put in other terms, companies may ayedvera
more determined to avoid preemption (or to seek its benefits for themselves) than to
protect themselves against uncertain demand evolutions. If this is so, itdhaations
for both real options research and for management practice. As regardshidsea
argues for a greater emphasis on the study of real options under competititeons.

For example, there is a substantial theoretical and methodological likeoattine
economic attractiveness of deferral which may not reflect the compeatdnsequences
of delaying resource commitments and which may not square with what companies

actually do, as the present research implies.
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There is an additional interpretive perspective on the research findirsgdineg
investment timing that is related to cognition and decision psychology. It endénab
timing decisions are especially susceptible to decision biases and intoripeaicessing
defects. Houghton et al. (2000), for example, studied the presence of suchnbilases i
context of a notional first mover decision. They found significant bias in favor of first
mover decisions, resulting from salience (undue reliance on a small sampieedss
stories in comparable decisions), illusion of control (overestimation of the rdtélof s
versus chance in determining outcomes), and overconfidence (underestimation of risk).
They found further that these effects were if anything more prevalerdup gecisions
than decisions by individuals. Their findings suggest that there may be al ¢pgaena
favor of action versus deferral in timing decisions.

These observations raise broader questions regarding the interplayrbetalee
options theory and the cognitive and social psychology of decision-making. Aithoug
there has been extensive growth in our understanding of decision-makimggatteoth
the individual and group levels, there has relatively little study of how raahespt
decisions are affected by them, making research in this area an impattiae priority.

From the perspective of practice, the timing of resource commitmentaragpe
contain an inherent dilemma. One either exercises due caution by delaiyngiatl
market uncertainties become clear, at the risk of losing competitive positias or a
immediately to maximize competitive position at the risk of making bad conents. It
is a management challenge to find ways to balance these competingraggenti

The third real options construct examined — staging — may in fact repredeat suc

balancing decision pattern. Theory suggests that breaking projects into individual
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sequential components and establishing multiple decision points along the way provides a
basis for adapting to market conditions as they become clearer and “learmpmggs”
By this reasoning, staging is likely to be positively related to nankeertainty. At the
same time, staging, like deferral, risks competitive preemption to tastekat it
introduces multiple decision points and serial versus concurrent action. thevefore
hypothesized in H2 that competitive uncertainty would negatively moderate the
relationship between market uncertainty and staging. This expectatiorrevag)st
supported using both perceived and objective measures of uncertainty. In addition, a
significant positive main effect relationship (b = .203, p =.015) was found between
perceived market uncertainty and staging.

The analysis results for staging are especially notable in relatibnge t
discussed above for deferral. Although separate constructs, the underlyingaheory
both staging and deferral is essentially the same, as are the explatiedstaps to
market and competitive uncertainty. Yet the regression results indicateithpany
behavior is quite different for the two constructs. The analysis for dedeiggests that
market uncertainty does not drive deferral, and that whatever does drive it Ig heavi
offset by competitive uncertainty. For staging, by contrast, markettaimtg appears as
predicted to be an influential factor, although moderated as also predictompetitive
uncertainty.

This difference between two related constructs suggests the postilaitit
staging is the preferred of the two behavior patterns for responding to thecerese
both market and competitive uncertainty. Deferral is a binary choice: onewedtitgior

does not. In other terms, the decision to defer or not is a choice between protecting
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against market uncertainty or competitive uncertainty, but not both. Stagingtogst,
may be viewed as a middle ground, a way of not deferring which offers someiprote
against both market and competitive uncertainty. Staging means gedttegl sbut

doing so cautiously and in incremental steps. It allows learning and aolapdaid
therefore does in part what deferral does. But it also moves forward and thus teéduce
risk of competitive preemption. In short, staging may be a directionally dptimag
response to task environments characterized by both market and competitiv@intycer
This interpretation is consistent with the analysis results for the two gotsstr

For the remaining real options constructs evaluated — operating flexipaityal
commitment and platform — the analysis provided no support for the hypothesized
relationships, using either perceived or objective data. Further, theismalesaled no
significant main effect relationships between these decision patterngtaerdwarket or
competitive uncertainty which were directionally supportive. Since aétbf the
constructs have substantial theoretical support as responses to uncertaintgah the r
options and strategy literatures, this lack of empirical confirmation riedus
understood.

In the case of operational flexibility, | hypothesized (H3) that competiti
uncertainty would negatively moderate the relationship between marketaimiyesind
investment in maximizing the flexibility of producing assets. H3 wasupported in
either the perceived or objective analyses. Further, no main effecimslaps between
the construct and either market or competitive uncertainty were found.niicsigt or
near-significant negative main effect relationship (b = -.839, p =.047 based eiveerc

data and b = -.753, p =.073 based on objective data) between operating flexibility and the
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capital intensity control variable was however found. This result is coumtgive and
can only be explained by the greater difficulty and cost of maintaining operating
flexibility encountered by fixed-asset intensive firms in general.

| interpret the absence of a significant relationship between conapetiti
uncertainty and operational flexibility as stemming in part from the apgréexibility
scale, which as originally designed intended to capture two aspects of thgngpe
flexibility construct: (1) the pattern of capacity additions and, (2fléhebility of
producing facilities to alter operating parameters such as feedstock, progucid
production level. The items related to the pattern of capacity additions did not, howeve
survive factor analysis and reliability testing, and were elimthatéhe final scale. At
the same time, the theoretical basis for expecting that competitiveaintevtould
moderate a firm’s tendency to invest in flexibility is based heavily ondletetl capacity
addition aspect of the construct. Hence | regard the test of competitivéaunger
effect on operating flexibility as inconclusive.

More perplexing is the lack of any significant main effect relationshipdsstw
operating flexibility and market uncertainty. The theoretical basieXpecting a
positive relationship is compelling: operating flexibility makes semégif one is not
sure about the level or product composition of demand, and its attractiveness should
increase with that uncertainty. | offer two explanations for the absenogpoical
support for this expectation. First is the possibility that very little nharkeertainty is
required to justify investments in operational flexibility. As in the case efddfand
competitive uncertainty, there may be a threshold effect in the market

uncertainty/operating flexibility relationship that makes the lindatiogship assumed in
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the regression analysis an inadequate basis for testing. In short, it eagtakttle
market uncertainty to induce operating flexibility.

Second, the operating flexibility decision pattern may be heavily influemged
strategic factors rather than uncertainty. This possibility is supporteddry a
significant main effect relationship between operating flexibility aedsthategic
orientation control variable (b =.212, p =.006 based on perceived data and b = .204, p =
.009 based on objective data). Since similar relationships were found for other real
options decision patterns, this interpretation is discussed in more detail l&tsr in t
section.

In the case of partial commitment, H4 anticipated that pursuit of joint ventures,
minority interests and alliances would be positively related to markettaimtgy since
such investments provide the opportunity to clarify and adapt to market uncertainty, but
that the relationship would be negatively moderated by competitive uncertainti, whi
encourages full and immediate commitment. This expectation has strong support in the
literature. The absence of support for H4 suggests that factors other thahandrke
competitive uncertainty account for why companies undertake joint ventures, minority
investments and strategic alliances. For example, the analysis deaesadmificant
positive main effect relationship between partial commitments and lcapatasity
(b =1.372, p =.026 using perceived uncertainty measures and b = 1.364, p =.023 using
objective measures). This suggests that minimizing capital requiremaytsena more
important explanatory factor than uncertainty in decisions to enter into alliandgsint
ventures. Other explanatory factors — such as the desire to access thelfe@mkd

capabilities of partners/allies — have been advanced to explain the stegipegal of such
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investments, and may also have more explanatory value than the uncertaitgsaria
examined here.

Also, as noted earlier, the partial commitment construct as operationalinesl in t
research emphasizes specific investment vehicles such as joint venturegy minor
interests and alliances, and does not fully reflect the boundaries of the corsstruct a
originally conceived. The factor analysis suggests the existence ofteucomgich may
better tap the intended real options decision pattern of taking actions tostnadite
initial positions that may later be expanded or divested/discontinued, depending on
market evolution. Research into a “toe in the water” or “reversibility” ttoasmay
better establish the role of market and competitive uncertainty in such actenmgpat

Finally, as regards platform investments, theory indicates that comgnitti
resources to developing platforms is a real options-theoretic responseéd amat
competitive uncertainty in combination. Accordingly, | hypothesized that campeti
uncertainty positively moderates the relationship between market unteead
platform. H5 received no support in the regression analysis. The only notablesanalys
result detected was a marginally significant negative main effiatioreship (b = -.155,

p =.089) between platform and competitive uncertainty in the perceived datasgnalysi
further casting doubt on platform as a response to competitive uncertainty. pastiak
commitments, the absence of any significant positive relationships lmetiaeeplatform
decision pattern and either market or competitive uncertainty, individualhooncert,
runs counter to a substantial and persuasive theoretical literature whichetsterpr

positioning investments which offer no direct financial reward — such as investiment
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R&D, knowledge and capabilities — as options to gain access to future opportanities i
the face of uncertainty about market and competitive developments.

There are several potential explanations for this counter-intuitive outconsg. Fir
the relationship between platform and uncertainty may be different from that
hypothesized in this research. For example, platform investments maydaaeauoily
influenced by technology uncertainty, a variable not included in the present nesleanc
market and competitive uncertainty. Much of the theoretical literaturediagglatform
investments is technology-oriented, making this interpretation plausiblernadely,
platform may be related to the aggregate level of uncertainty rather tharmcifcspe
sources of uncertainty, as hypothesized in the present research. Therealk gener
recognition in the literature that platform investing is especiallyiegdgk in highly
turbulent environments in which specific sources of uncertainty are legamethan a
broad lack of predictability generally resulting from the combined effiectultiple
sources of uncertainty acting jointly. Additional empirical study of platftyme-
resource commitments in the context of real options theory is needed to tlesiy t
possibilities, focusing on other formulations of uncertainty which incorporate tegynol
uncertainty and total uncertainty as possibly having more explanatory valub¢han t
concepts of market and competitive uncertainty as operationalized in the presanthe
Finally, the highly significant main effect relationship found in the egioms between
strategic orientation and platform (b = .388, p <.000 using perceived data and b = .403,
p < .000 using objective data) indicates that strategy plays a substaetial detisions

to invest in platforms.
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In fact, a striking result of the regression analysis generally igrtdreinence of
strategic considerations as an explanatory factor in real options decigemngaFour of
the six real options constructs examined demonstrated a significant posétienstiip

to the strategic orientation control variable, as shown in Table 5.4.

Table 5.4

Significant Regression Analysis Results for Strategic Orientation
and Real Options Decision Patterns (P Value)

Perceived Objective
Uncertainty Uncertainty
Measures Measures
Deferral .035 .024
Staging .000 .000
Operating Flexibility .006 .009
Platform .000 .000

Two aspects of these results are notable. First is the high degree a¢angeifof the
relationships, indicating that strategic orientation is strongly coectlaith real options
behavior in general. Comparing these results to those for the environmentalinitycerta
variables which are the principal focus of this research suggests #tegjgtresponse to
uncertainty is as much or more influential in determining real options behavior than
uncertainty itself.

Second is the specific nature of the relationships revealed. Some are readily
interpretable. For example, the close relationship between strategiaboie and
platform investing is unsurprising, given that the strategic orientation varieitécts the
characteristics of the Miles & Snow (1978) prospector strategic type. Commpanie

oriented toward innovation, responsiveness to change, product/market leadedship
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expansion of their business domain are arguably likely to pursue platform-greatin
resource commitments. Similarly, the strong relationship betweeegitrarientation
and operating flexibility makes sense, since maintaining such fleximtitild arguably
be attractive for companies oriented toward new products and markets and that
emphasize the ability to adapt to change.

Less intuitive are the relationships between strategic orientation and thaldefe
and staging real options decision patterns. Both these decision patt€prstactive”
in character in that companies employ them in order to learn more and adapt befor
committing (in the case of deferral) or committing wholly (in the castagfing). Itis
not immediately apparent that such patterns would be common among companies
oriented to growth, expansion and product/market leadership. Yet this researcly strong|
suggests that they are. Prominent by its absence is the lack of any signgiaaonship
between strategic orientation and acceleration. These results seermdteittut
companies oriented to growth and leadership do invest aggressively in growthrgplatfor
and flexibility (operating flexibility), but that they also rely on cautiounsrg (deferral
and staging) in pursuing growth, and are not prone to rushing ahead by aceeldrati
short, prospector-like firms appear to employ a wide range of real optiassdec
patterns, suggesting that one of the implicit characteristics of prospisctioas they are

active users of real options decision principles generally.

5.4 Discussion — Relationships between Uncertainty, Real Options Demis
Patterns and Performance

In the second stage of the research, | explored empirically the relationships
between uncertainty, real options decision patterns and performance. The finding of

significant support for the hypothesized performance relationships &ar dfithe six real
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options decision patterns (deferral, acceleration and staging) lendscah®giidence to
three basic contentions of this research: (1) that real options deciskomgrnsa
systematically related to firm performance, (2) that there is no inheceniniversally
optimal decision pattern but instead (3) that the relationship between decisesngat
and performance is mediated by the relative presence of market and cempetiti
uncertainty. The impact of each decision pattern on performance depends on its
appropriateness to the uncertainty characteristics of the environmentiwisi
undertaken, where different types of uncertainty often represent comipegmgves and
disincentives for the same action.

Market uncertainty, for example, constitutes an incentive to defer and to stage,
since both provide opportunity to clarify and adapt to that uncertainty. In both cases,
however, competitive uncertainty creates an offsetting disincentive to dacecdglay
and serial progress expose the focal firm to partial or total preemption.a$mil
competitive uncertainty provides an incentive to accelerate resource coemtstin
order to “get out in front” of competitors, but market uncertainty provides a competin
disincentive to do so since acceleration creates the risk of premature comtmvtmea
the magnitude and composition of demand are not clear. Only when these decision
patterns are aligned with the relative weight of the two dimensions of untgeda they
contribute to performance.

The performance analysis did not however support the hypothesized relationships
for three of the real options decision patterns. In the case of operatiibgitigxor
example, the analysis did find a significant three-way interactionaes$hip, but one

contrary to that expected. | hypothesized that operating flexibilitgspanse to market
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uncertainty would enhance performance, while the analysis suggest<itdetiacts

from performance (Figure 5.8a). Conversely, | hypothesized that operatiigithein
conditions of high competitive uncertainty would detract from performance, while the
analysis indicates that it is positively associated with performantbei case (Figure
5.8b). These results warrant a reconsideration of theory associated with gperatin
flexibility. Closer examination of the results suggests that operatingifigxdoes not
respond to market and competitive uncertainty in the same way as the otherioaal opt
decision patterns. Specifically, it appears that a combination of market apdtiom
uncertainty rather than market uncertainty alone makes operating figxabili
performance-enhancing strategy.

A matrix summary of the four MU/CU conditions drawn from Figures 5.8a and
5.8b highlights this interpretation (Figure 5.10). When both MU and CU are low,
operating flexibility has a slightly negative relationship to peréorae (quadrant I). This
finding is plausible, indicating that the value of operating flexibilitipg when there is
little uncertainty generally. The same is true when MU is low but CU rs(gigadrant
I), confirming that operating flexibility does not improve performance irathseence of
market uncertainty. However, when CU is low but MU is high (quadrant Ill) ftbet e
of operating flexibility on performance is strongly negative, sugggshiat market
uncertainty alone does not make operating flexibility a performance-@ngastrategy.

It is only when both MU and CU are high (quadrant 1V) that operating flexibilgyaha
positive performance effect.

Although contrary to the hypothesized relationships, this result is thedyetical

plausible. The ability to change operating levels, inputs and product mix a&asist
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low cost is arguably valuable in responding to unpredictable competitor acddiore| as

to demand-related uncertainties. These considerations suggest the followingipropos

P2: Operating flexibility will be positively correlated with performea when
aggregate environmental uncertainty is high, and negatively correlated when
aggregate uncertainty is low.

Figure 5.10

Operating Flexibility Interaction Summary
(Relationship to Performance)

LMU HMU
I 1]
Slightly Sharply
LCU Negative Negative
(H8a Not (H8a Not
Supported) Supported)
I v
Slightly Sharply
HCU Negative Positive
(H8b Not (H8b Not
Supported) Supported)

In the case of partial commitment, it alone among the six real options decision
patterns showed no significant performance-related interactivereaips with market
or competitive uncertainty. Further, it is the only decision pattern for whichiraeffect
relationship to performance was found. The analysis revealed a signiicant846,
p =.038) positive main effect relationship between partial commitment and gtoasid

on perceived uncertainty data.
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| interpret these results as due in large measure to the narrowness ofithe part
commitment scale. As noted earlier, the scale was considerably reducederas a
result of the factor analysis to include specific deal structures (joiniresntminority
investments and alliances), rather than the broader concept of reverstudé] tesource
commitments originally intended. That such specific transaction typearagipectly
related to growth is plausible, but may be more a reflection of strategy themaumty,
to the extent that companies pursuing growth strategies are arguablykelgre
engage in them than other firms. Based on these considerations, | conclude that the
analysis has produced no conclusive result as regards those resource commitments
designed to establish limited, reversible or expandable positions in araterest.

Finally, as regards platform investments, the unexpected analysis nestitts
closer examination, particularly given the high significance level of the-thag
interaction found for the growth performance metric (b = -4.089,000) and the
prominence of the platform construct in the literature regarding real options ated\st
| hypothesized that market uncertainty would not make platform a performance-
enhancing real options strategy in the absence of competitive uncertaintyyisinoze
competitive uncertainty there would be no incentive to “get a jump on” the future and
that therefore the costs associated with creating platforms would redtoenaeice.
Firms could instead simply wait and adapt to the future as it emerged. Thecpreke
competitive uncertainty, however, makes platform desirable by creatmgetibive
advantage and/or avoiding preemption. By this reasoning too, absent market ugcertaint
there would be little value in platform investments, regardless of the legehydetitive

uncertainty, since platform makes little sense when future market evolutiears c
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Accordingly H10a and 10b predict that platform would be positively associatied wi
performance only when both market and competitive uncertainty are high.

The contrary analysis results suggest a different dynamic undeitiygng t
relationship between platform and performance. A matrix summary drawrFfgures
5.9a and 5.9b assists in explaining these results (Figure 5.11). When both MU and CU
are low (quadrant 1), platform is negatively associated with performanttes case
growth, consistent with H10a. In other terms, when there is low uncertairayadg,
there is little rationale to invest in platforms. However, when MU is high &htb®
(quadrant IIl), platform is positively related to the growth metric. Wtalstrary to
H10a, this result is not entirely counter-intuitive, suggesting that when marketaimge
is high, platform produces growth even when competitive uncertainty is low. Putin othe
words, being prepared for unknown future market conditions contributes to growth, and
that contribution increases with market uncertainty.

When MU is low and CU high (quadrant Il), platform is positively associated
with performance. Though contrary to expectation, this result is, again, tbaiyet
plausible. It suggests that even when market uncertainty is low, platform ienstran
create preferential access to opportunities, resulting in growth. In thecteplatform is
analogous to acceleration, which is also positively associated with penfoeméden
MU is low and CU high (Figure 5.6a). In effect, platform may be viewed as akin to
acceleration, with the key differences that (1) platform is not just aetion butvery
early action and (2) the specific future opportunities to which platform createssaare

not known when the investment is made, as they are in the case of acceleration.
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Figure 5.11

Platform Interaction Summary
(Relationship to Performance)

LMU HMU
I 11
Slightly Sharply
LCU Negative Positive
(H10a (H10a Not
Supported) Supported)
Il \Y,
Sharply Sharply
HCU Positive Negative
(H10b Not (H10b Not
Supported) Supported)

More troublesome are the results when both market and competitive uncertainty
are high (quadrant IV). In this case, platform is negatively associatiegeformance,
and strongly so. Contrary to my expectation that platform would be positivelydretate
performance only when both CU and MU are high, quadrants Il and 1l indicated ef
that platform is a growth-enhancing real options strategy \stileer market or
competitive uncertainty is high, but not both.

In short, the results indicate that platform is a poor real options stratexgaithye
those uncertainty conditions — both high CU and MU — where theory suggests it is most
valuable. There are several possible explanations for this finding. Thelgtsisrto

technology uncertainty. Since, as noted earlier, platform is closelgiates] with
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technology investments, inclusion of technology uncertainty in the analysibenay
necessary to fully understand its performance impact. Since the presgrdastad
not include technology uncertainty as a variable, the results argualdgeapan
incomplete examination of the construct.

A second interpretation is that, while investment in knowledge, technology or
capability platforms may be a theoretically appropriate response to very higtaurige
environments, it is not effective in practice, for one or both of two possible readoms. T
first is that platform investments may be a zero-sum game in environohaméterized
by both high MU and CU. If all firms facing high competitive and market uncertainty
invest in creating platforms for capitalizing on future opportunities, somesoweed,
but not all can, and the effort in the aggregate may reduce performance for all
competitors as a group. This would explain the differences between quadrantsIV
in Figure 5.11. If true, this reading has worrisome implications for the subtant
literature that gives prominence to platform as a productive competitategst.

The second reason is that firms may not on the whole employ the platform
strategy effectively. Platform investing by definition entails sutistbresource
commitments which do not yield identifiable performance rewards. Inapgi®pr
excessive commitments of this type can therefore hurt performance. Thiseitatéopr
is not without foundation in both the academic and practitioner domains. For example,
the dangers of overinvestment in R&D, coupled with the difficulty of assessing the
productivity of R&D efforts, have been a persistent concern among senior managers.
Further, platform investing is especially vulnerable to ineffectivenessaimiabnment

decisions, resulting from such effects as escalation of commitment and suhlasost
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(Staw, 1981). The emphasis placed by some authors the importance of abandonment in
real options decision-making (Adner & Levinthal, 2004a) provides foundation for the
possibility that platform investing as actually implemented by firmasseptible to the
performance-reducing effects of overinvestment and undue persistence in the
management of real options.

A final consideration in interpreting these results is the long lead time$ wiay
obtain between investment and positive performance outcomes. Platform investments
especially are long-term in nature. They are undertaken with the knowled¢feethare
unlikely to produce positive performance effects in the short term — in faciizghave
negative short-term performance consequences to the extent that theypstsu+ lout
will do so over the long haul. Their ultimate performance impacts may theeifiole
detection in a cross-sectional study such as the present one. | note, howeves, that t
interpretation implies an aggregate change over time among companies in their
investment in platforms. Absent such a change, performance in the time fralymeed
would reflect the benefits of platform investments made in the past. There is no
foundation for believing that there has been such a change.

None of these interpretations is in my view conclusive. Nevertheless, theabsenc
of a finding in this research that platform investment is positively asedamth growth
or any other performance metric in high uncertainty environments runs cooteary t
substantial theoretical literature and raises questions about the valueahphksfa
performance-enhancing strategy. More focused empirical analysiatfarm investing
in relation to performance therefore seems an important future researdy,pari

discussed further in Chapter 6.
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Apart from the specific regression results, an additional aspect of floenpance
analysis merits discussion, namely the absence of any significarmnshaps between
real options decision patterns and the return on assets performance indicatablgsee T
5.2). All the significant relationships found relate to the growth and MTB pesfuren
metrics. | propose as an explanation for this outcome the fact that returrets) ldss
other profitability indicators, is heavily conditioned by asset choices and cesour
commitments from the past. To the extent that the real options decision pati@rns as
group relate to incremental asset choices, their effect on profit perfoemaay be
masked by the effect of legacy assets. The other performancesmisi; by contrast,
are more direct measures of current/recent resource allocation choiocegh,Gor
example, is inherently incremental, relating directly to such actioarpatas
acceleration, partial commitment and platform investments. The market-to-btak me
conceptually incorporates the impact of profitability on firm value, but alsongpasses
investor expectations regarding future performance as a function of thelasises the
firm has made recently or is making currently. Such outcomes may not lotecbfle
profit measures for some time into the future.

This interpretation has implications for future research into real optiong/theor
and performance. As described in Chapter 2, there has been virtually no research into the
relationship between real options theory and firm performance, and work inethis ar
an important direction for future research. The performance results of thisasgue
that such future research efforts should emphasize those performance indicetors
suitable conceptually to real options theory. Specifically, the resultspeddeere

suggest performance metrics that isolate to the maximum extent possibtenpace
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outcomes from recent/current resource allocation decisions in relatiealtoptions
theory in preference to metrics which aggregate such outcomes with thesegdeoim
historical assets and positions. Further, to the extent that real options theawilis he
oriented toward creating growth and value rather than maximizing neaptefitability,
it would appear that metrics which directly address those dimensions of perderaran
more suitable than historical profitability for measuring the perforemampacts of real

options management of the firm.

5.5 General Discussion

In this section | discuss two notable aspects of the research which relate to both
stages of the project. First, why support was found for the hypothesized réligisoios
only some of the real options decision patterns and not others is an important point for
discussion. Table 5.5 summarizes by decision pattern the hypothesized relatithraghips
received support and those that did not. In both stages of the analysis significant
relationships were found only for the first three decision patterns (defsccaleration

and staging).

Table 5.5

Summary of Supported Relationships

Stage 1 Analysis Stage 2 Analysis
(Uncertainty and RODP) (RODP and Performance)

Deferral Not Supported Supported
Acceleration Supported Supported
Staging Supported Supported
Operating Flexibility Not Supported Not Supported
Partial Commitment Not Supported Not Supported
Platform Not Supported Not Supported
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| believe that this result can be cogently explained with reference to thre nathe

individual real options constructs themselves. There is a conceptual distinction among
them that corresponds to the pattern of analysis results as shown in the talflest The

three decision patterns — deferral, acceleration and staging — atiéréssporal aspects

of resource commitments, that is, when things are done. The remaining three -A@perati
flexibility, partial commitment and platform — relate to what kind of resource
commitments are made, independent of timing considerations. The hypotheses dupporte
in both stages of the study relate exclusively to the “when” real optionswasstNone

of the hypotheses regarding the “what” constructs received support.

This explanation directs attention to timing decisions as the most centretl alspe
real options theory as a response to environmental uncertainty. Such a re-focusing
represents a return to the earliest research interest in real optiorts ewlpbasized
timing decisions as the primary application of real options thinking in resdiocaten.
There is a substantial literature dating from the 1980’s and early 1990’3y liartjee
finance and management science domains, that addresses deferral andnstaging i
particular as responses to environmental uncertainty. By contrastefempstudy
suggests that other real options decision patterns affecting the kindsuwteeso
commitments made do not appear significantly influenced by the level of naauket
competitive uncertainty, but are driven by other factors, including capitaraonst
strategy and possibly technological uncertainty.

That both stages of the analysis reflect the same clear difference ts resul
between the timing and non-timing decision patterns makes this interpretgismmedy

compelling.
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A further notable feature of this research has been the parallel use of both
perceived and objective data for the main independent variables — market and ommpetiti
uncertainty. This aspect of the project has provided a rare opportunity to examine the
relationship between two approaches, both of which have substantial support in the fields
of organization and strategy, and whose relative merits, as described inr@hyatee
been extensively debated. Although not the principal focus of the research, this dua
approach yielded analysis results and insights which merit discussion. Bue®iis
particular deserve comment.

First, the perceived and objective data developed to represent market and
competitive uncertainty are not convergent. Table 5.6 displays the Pearsoniocogelat
for all measures of the uncertainty variables developed in the study. For market
uncertainty, the table shows the perceived measure based on survey data (PMU) and f
alternate objective measures (COV5, COV10, SE/M5 and SE/M10). All are based on the
same underlying data on the value of shipments by industry drawn frofnriba
Survey of Manufacturers. The four variations represent two time periods (five and ten
years) and two commonly-used metrics for measuring the variability ye#reto-year
data (the coefficient of variation of first differences and the standaydadrthe
regression coefficient divided by the mean of the data). As described in Chagdte
four variations have support in the literature as appropriate for reseapettpsach as
this one. Also shown are both perceived and objective measures of competitive
uncertainty (PCU and OCU respectively). The table shows that there is rfxamgni
relationship between (1) perceived and objective competitive uncertainty, or (2)

perceived market uncertainty and any of the four variants for objective market
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Table 5.6

Pearson Correlations for Perceived and Objective Uncertainty Measures

PMU COV5 COV10 SE/M5 SE/M10 PCU

PMU

COV-5Yrs -.001

COV-10 Yrs .069 514**

SE/Mean-5 Yrs .068 222** .362**

SE/Mean — 10 Yrs .001 .139 A492** 731

PCU .088 .072 .028 142 110

OocCu -.020 -.104 -.190* -.292** -.249** .051

** Significant at the .01 level
*Significant at the .05 level

uncertainty. In effect, the perceived and objective operationalizations obremantal
uncertainty do not appear to be related.

Second, the four variants for objective market uncertainty are only imperfectl
correlated to each other. While in most cases there is a significant ttonralmong
them, that is not true in all cases, and the degree of correlation is uniforrbeloa/
1.0, surprising given that all are based on the same underlying data seriethe3éat
differences between alternate ways of measuring the variabilitye isame times series
is analytically important is demonstrated by the regression anadgsiks. Table 5.7
displays the results of the uncertainty/real options decision pattern regrasalysis
using each of the four variants for objective market uncertainty. The tablealiotesn
effects and interactions significant to the level af R0. Each of the four variants
produced substantially different results, with numerous instances when using ané vari

detected relationships that did not emerge using the others.
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A4

Table 5.7

Summary of Regression Results for Objective Measures of Uncertaint- Main Effects and Interactions (P Value)

Deferral
Acceleration
Staging

Operating Flexibility
Partial Commitment

Platform

C of Var —5 Years

MU CU MxC

C of Var — 10 Years

MU CU MxC

-~ -~ .087

SE/Mean —5 Years
MU CU MxC

- .100 -~

SE/Mean - 10 Years

MU  CU MxC

.090 .063 -



effects and interactions significant to the level af R0. Each of the four variants
produced substantially different results, with numerous instances when using ané vari
detected relationships that did not emerge using the others.

Third, there was only limited consistency in the regression analysis results
between the perceived and objective data. In the analysis of the relational@prbet
uncertainty and real options decision patterns, only one of the two significaatiies
detected (staging) was present using both perceived and objective measures. The other
(acceleration) was found only with perceived data. In the performancesiegig none
of the six significant interactions revealed using perceived uncertataywere
replicated using objective data. These results are consistent with theedoseng
perceived and objective uncertainty measures noted earlier, and dramaitizpatieof
that divergence on the regression analysis. Finally, it is notable that perceived
uncertainty measures proved much more fertile overall than objective nmessure
generating significant results in both stages of the analysis.

In short, at least in this project, the fundamental research findings proved highly
sensitive to both the selection of basic method (perceived versus objective data) and,
within objective data, to alternate procedures for using the same undeiyengeries.

It was not the purpose of this research to draw conclusions about the relattgeomer
perceived and objective data. However, the project did reveal several abpettha
use of objective data which may contribute to that discussion. First, | found énaatdt
protocols for measuring the variability of the same data — neither dentynstnaerior
to the other — produced substantially different results. The use of two different time

horizons, again neither of which is inherently the better choice, also produced Imateria
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differences in results. Here the researcher is faced with an irrelsotke@deoff. The

shorter of the two horizons has the benefit of greater contemporaneity, while the longer
has the benefit of more stable measurement results. Neither is conceptualbyr sope

the other, nor is there a definitive basis for concluding that one is inherentlgia bet
measure of the relevant uncertainty for decision-making.

As described in Chapter 4, the literature regarding the relative mergsoafiyed
and objective uncertainty measures focuses principally on the theoretiahllgyiof the
two approaches. In this research, | found that more mundane procedural issues
associated with objective data have a significant bearing on the relativeness of the
two approaches. Despite the aura of precision and factuality that surroundis@bjec
data, the high sensitivity of measurements to alternate methods for spsextintilizing
it gives to the resulting metrics an indeterminate quality for which tkere clear basis
for resolution. Based on the present research, it is the conclusion of this author that
perceived measurements represent the more appropriate choice fooapératg the

uncertainty construct in empirical analysis of real options theory.

144



CHAPTER 6

CONCLUSION

This project has established, for certain classes of real options-tbe@asion
patterns, that two central premises regarding real options as stthtswig are
empirically justified. First, there is no inherently or universally optireal options
decision pattern. The appropriateness of any decision pattern depends on Wee relati
presence of different sources of uncertainty, and those different sourcesrtdinhce
frequently comprise countervailing incentives and disincentives for the sam®iec
pattern. Second, the project represents the first empirical confirmiagéibreal options
principles are positively associated with firm performance, and hasrfeféngied that
those performance impacts are also mediated by the relative preserfteremtdsources
of uncertainty. These results have significant implications for both practtceesearch,
which | examine here. | conclude with a discussion of the limitations of thidiopstasn

and suggestions for future research.

6.1 Implications for Practice

This research has several implications for management practicearfeimnost
prominently, the finding that real options decision patterns have a measundble a
systematic influence on performance indicates that real options théoirfacs relevant
to practice. In this respect, the research provides empirical jagbficfor decisions that
depart from the traditional decision rule that firms should act on opportunities when and
only when the expected net present value of doing so is equal to or greater tharheero.

study suggests that making decisions consistent with real options principles can

145



contribute to company performance, and warrants efforts by companies tdairgn t
decision-making with those principles. In short, real options are real world.

The research also indicates, however, that achieving such alignment is nat easy
straightforward. In demonstrating that no decision pattern is inherently@ygdays
the foundation for a contingent view of real options decision-making: firms need to
carefully and realistically assess the suitability of specificsi@tipatterns in light of the
level of market and competitive uncertainty surrounding those decisions. Thigt tas
complicated by the fact that different sources of uncertainty frequeneidye competing
incentives and disincentives to act in certain ways. In the case of ddtereedample,
market uncertainty makes it a valuable strategy but competitive uncesdegoigs
against it. How to act is clear in the absence of one or the other source ddintycert
However, circumstances in which there is some degree of both are argoadly m
representative of the conditions under which most decisions are actually inadeh
cases, there is no clear normative basis for assessing the net effiectafitest between
market and competitive uncertainty. Hence considerable management judggment
required to employ real options principles effectively in practice.

These considerations suggest that, from the perspective of practice, real options
decision-making may best be thought of as a firm capability rather thexisaoth
strategy. Real options principles are relatively easy to understanomplesnenting
them well that is hard. Realistic appraisal of uncertainty and balacempgeting
sources of uncertainty in making decisions is one dimension of this capabilityydirec
highlighted by this research. Others touched on less directly include thy talddiarn

from and reshape resource commitments as they proceed (staging)eatidezféss in
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recognizing when resource commitments no longer justify pursuit and abandoning them
in a timely manner in that circumstance. In summary, enhancing performamaeghthr

real options reasoning is more a function of creating organizational peecesactices

and skills that make the firm effective at managing real options than adoppegifcs
decision pattern.

A final managerial implication is that firms in general may be syatieally
underutilizing deferral as a decision strategy for responding to marketainger In this
respect the results of this research hearken back to a number of earlyioesl agthors
who maintained that firms do not optimally time resource commitments and that the
performance loss associated with such mis-timing can be substantiabislicC®:

Siegel, 1986; Tiesberg, 1994). Firms, Kester said, routinely commit befgreebd to
(1984).

Comparison of the research results for deferral in the two analysis sfages
present research lends credence to this view. The analysis of uncertaintyl aptioas
decision patterns failed to establish any significant relationships, eglemain effect or
interaction, between deferral and market uncertainty, but did reveal a negative mai
effect relationship between deferral and competitive uncertainty. As siésturs Chapter
5, this result suggests that competitive uncertainty overwhelms market urgertaa
determinant of deferral behavior. The performance analysis, however, tsugeshis
heavy emphasis on competitive uncertainty in deferral decisions has negative
performance consequences. There | found that a positive relationship betweeh defe

and market uncertainty was associated with better performance (a$retehy growth)
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when competitive uncertainty is low, indicating that deferral is a perfareaanhancing
decision strategy under those conditions.

Taken together, these results imply a general bias against deferral. obhri
terms, companies appear to overweight competitive uncertainty and undemwaight
uncertainty in evaluating deferral decisions. As noted in Chapter 5, therdeaee
from the domain of decision psychology that such a bias may exist. From the pezspect
of practice, these considerations suggest that firms should more carefully ecid/elyj
appraise the merits of deferral as a decision strategy when therersahmarket

uncertainty to avoid the negative performance consequences of premature cemtmitm

6.2 Implications for Research

The idea of real options as a corporate capability also has implications for the
study of real options in the strategy field. Much of the real options-relasgegstr
literature has focused on real options as a broad reasoning pattern or hbatistic
explains why firms make certain kinds of resource commitments. Framed imafi
real options provides theoretical foundation for a range of strategic actohisas been
used primarily as an explanatory framework for certain strategavo@'s. The present
research suggests that a richer understanding of real options and stratdxgydeaved
from closer study of real options as a competence that makes some @irensffactive
than others as managers of real options.

Reframing research efforts around real options as a capability opens ttie door
connecting real options theory with a number of other strands in strategyghesear
including the resource-based and knowledge-based views of the firm, both of which have

so far been only peripherally visible in the real options literature. Sever#ispegas
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of investigation suggest themselves here. Are some firms, for exampde dbetreating
value through a real options-based approach to strategic management? If sce Wieat ar
elements that contribute to differences in real options effectivenesstatogal

options effectiveness be measured in the first place? How do the components of real
options effectiveness relate to other conceptually affiliated stcategstructs such as
organizational learning and knowledge management?

An additional implication of this study is that real options research would benefit
from a more articulated view of uncertainty in relation to real options.ntins
controversial that real options theory is explicitly a framework for nipélatisions
under conditions of uncertainty. However, the real options literature has for thpartost
assumed that uncertainty is uniform and omnipresent, implicitly making reahspt
theory relevant in the same way for all firms under all conditions. Thenpr&sely has
demonstrated, by contrast, that both real options behavior and its performance
consequences vary with the magnitude and source of uncertainty. The findingsegrese
here open the door to research efforts aimed at achieving a better understatidéng of
relationships between uncertainty, real options-theoretic decisions and @eréerniThe
concepts of market and competitive uncertainty that have been examined here do not
exhaust the opportunities to connect the real options and uncertainty literatdres. Ot
uncertainty sources of interest in this regard include technological unte(ebout
which | will say more below), uncertainty in turbulent and emergent environments, and
macroeconomic uncertainty (such as interest rates, inflation and econofag).cyc

Differentiating by source of uncertainty, however, is not the only opportunity to

link the study of real options to a multidimensional conceptualization of uncertainty.
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There is, for example, an important stream in the uncertainty literatatrexamines
differenttypes of uncertainty. Milliken (1987) distinguished between three types of
uncertainty: (1) state uncertainty (uncertainty about the state of the enemband/or

the interrelationships among elements within it); (2) effect uncertaintg(ianaty about

the impact that the environment will have on the organization); and (3) response
uncertainty (uncertainty regarding the range of available responsesamliticomes).
Conant (1967) proposed a similar taxonomy, but added the further conceptual distinction
between bounded uncertainty (uncertainty about specific variables with d&&snand

a definable range of outcomes) and unbounded uncertainty (where neither atitreleva
variables nor their range of possible outcomes can be defined). Other authors have
differentiated between uncertainties that are subject to resolution wil{duoh as the

cost of producing a new product) versus those which are continuous (such as thanges
customer tastes).

These variations in the type of uncertainty encountered are evocative from the
perspective of real options, but have not yet been explored in that context. Sihgcific
real options decision making patterns are likely to vary systematizadiyd on the type
of uncertainty encountered. Real options theory, for example, suggests thai deéerr
directionally optimal decision strategy in response to uncertainties thstbéeeand
effect related, bounded and resolvable. For such uncertainties, waiting caan lyigid
degree of uncertainty resolution, and therefore has a high option value. When, however,
uncertainties are unbounded and/or continuous, deferral yields limited benefitsg maki
directionally an inferior strategy. Waiting in this case can beconadyge. Similarly,

deferral is arguably not the optimal strategy for dealing with responsetainty, since
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simply waiting does little to identify and test action possibilitied @onsequences. In
these cases, alternative real options decision patterns seem appropregémdntin
platforms and operating flexibility, for example, appear better stestégr unbounded
and continuous uncertainty. Similarly, partial commitment and platform arg tikel
prove more productive decision strategies when response uncertainty predsnsimae
they entail exploration of alternate courses of action. These conderatiggest the
following propositions:

P3: Different types of uncertainty (state/effect/response, bounded/unbounded,
resolvable/continuous) are associated with different real options decision
patterns.

P4. Consistency between the type of uncertainty and real options decision
patterns are positively associated with performance.

An additional uncertainty dimension that has the potential to shed light on real
options behavior is controllability. A number of authors have observed that some
uncertainties are more amenable to control or influence by the firm thas Buehko,
1994; Sutcliffe & Huber, 1998). Companies, for example, can have some degree of
control over demand uncertainty through advertising, promotion and pricing. They may
directly influence technology uncertainty through R&D. Large companiegticydar
may enjoy the resources needed to exert such influence. But no firms exeit @aet
uncertainties associated, for example, with the economy as a whole, oeogiblitical
developments.

The controllability dimension of uncertainty is especially relevant tottidy of
real options since real options theory rests explicitly on the insight thageraeat

action has the effect of partially endogenizing uncertainty. As descriligdapter 2, the
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theory ascribes value to management’s ability to maximize valueting dlexibly and

wisely in response to unforeseen events. Consistent with this aspect of the theory, it
plausible to expect that firms will employ different real options decisidenpat

depending on the degree of influence they have (or perceive that they have) over future
events. High levels of control/influence suggest acceleration and investment i
platforms, while deferral and staging appear more suitable in the faceeofaintes

which are entirely beyond the firm’s control. | suggest therefore trenioi

proposition:

P5: Real options decision patterns will vary systematically with theelefre
control (perceived or actual) that the firm has over uncertainty.

In summary, in the author’s opinion, more concerted effort to connect the study of
real options with the large literature on uncertainty represents one of the orosigot
and potentially fruitful avenues for future real options research.

Finally, the very different findings in this research for the timing and imoing
real options decision patterns have implications for future research. Abddszarlier,
this project failed to find any significant relationships between uncertamt behavior
in the case of operating flexibility, partial commitments and platformsimvents, or
between those decision patterns and performance. This outcome does not square well
with the substantial theoretical literature that interprets these ¢ypesource
commitments in real options terms and that implies that they are perfmeraahancing
decision strategies for dealing with uncertainty. This study does not so mpidveis
these interpretations as suggest that more concerted empirical studyriscréo connect

the non-timing real options decision patterns more conclusively to real optiong theor
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The issue is most pressing in the case of platform investments, which include a
broad range of resource commitments — including technology, knowledge, and
capabilities — that are closely connected to other influential gyr#éteory such as the
resource-based and knowledge-based views of the firm, but for which the present study
has failed to find any confirmatory empirical relationships to either wangrtor
performance. Given the prominence of the platform construct in strategy,theo
empirical research is needed to test whether platform investments cofiéicbute to

firm performance and if so, what kinds of platforms and under what circumstances.

6.3 Limitations and Future Directions

One limitation of the present study is its exclusive focus on manufacturing
companies. The manufacturing sector represents a large portion of the ecadomy a
includes a broad spectrum of industries, making the results of the study highly
generalizable. The research leaves unanswered, however, whatlrofgiocee decision
patterns play in other sectors of the economy, for example services and restuates.
The service sector seems especially ripe for real options resdardioat Given the
structural and strategic differences between services and manufgdtueinglationships
examined here may prove different for service companies (Heskett, 19865&Mill
Moburg, 1982). The present research, for example, has identified capital interasity a
important determinant of some real options decision patterns. Service figrzema
characterized by lower and less irreversible capital requirements, gnbtrtherefore
show comparable relationships. At the same time, however, real options theory is not
sector specific, and it is reasonable to anticipate that companies in otbes seild

demonstrate similar relationships between market and competitive ungestainteal
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options decision patterns to those found here. Empirical study of real options in other
industrial sectors than manufacturing is therefore warranted, and c@sséituimportant
opportunity for future research. Specific questions of interest include: Whatuiesst
real options-theoretic decision patterns in service industries? Are thegwuliffieom

those applicable to manufacturing? Are there systematic relationshipsebenarket

and competitive uncertainty and those decision patterns? Are they different from
manufacturing?

As noted earlier, a further limitation of the present research is that indbes
incorporate an analysis of technological uncertainty in relation topti@ns resource
allocation practices. In the interest of analytical tractabilibgve focused on two
important sources of uncertainty with clear theoretical linkages to reahspt
Unpredictable future technological developments and costs, however, argualtyteonst
a third source of uncertainty which in theory should induce real options-theoretic
resource allocation decisions. Technology investments were one of the earhasns
to attract research attention in the real options literature, and therensiderable body
of both theoretical and normative research that elaborates on option-likeqzat
technology development. Platform investments and staging represent twlmebawior
patterns. | am , however, aware of no empirical literature that exathmeslationship
between technological uncertainty and real options decision patterns, magiag thi
especially fertile area for future research. Specific researchangethat appear of
particular interest include the following: How can technological uncertammty
measured? What technology development and management practices repaésent r

options-theoretic ways of responding to that uncertainty? How does technology
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uncertainty interact with other sources of uncertainty to condition real optiossodeci
patterns? Finally, does the management of technology development along real options
lines contribute to firm performance?

A further limitation is that the present research has not included all the
dimensions of the real options construct that are of research interest. This study
represents a first attempt to draw together the many strands oétloptiens literature
and translate them into measurable behaviors/decision patterns. It does notyhoweve
pretend to have exhausted the boundaries of what is a large and multifacetedtcofsstruc
more comprehensive specification of the dimensions of the real options construaisin te
amenable to empirical analysis should have high priority on the research agenda.

Several specific dimensions of the construct not included in the present research
appear especially worthy of attention. One is the concept of reveysiliéal options
theory suggests that companies would, in the face of uncertainty, seek to méxemize
ability to undo resource commitments. At the same time, commitment theory
(Ghemawat, 1991) argues contrarily that only irreversible commitmem{gsroduce
lasting competitive advantage. Empirical research aimed at operaiogdltie
reversibility construct and examining its relationship to uncertainty ariorpemce
would be of considerable interest both in the real options and broader strategyditerat

Similarly, the present research does not directly address the concept of
abandonment in relation to real options. Discontinuation of projects (in real options
terms, letting options expire) is implicit in real options theory (Adnéme&inthal, 2004a
& 2004b). Knowing when real options no longer have value and acting promptly to

cease investing in those that do not is arguably a crucial aspect of effeatiagement
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of real options. Yet there has been little theoretical work on the abandonment dimension
of the real options construct and no empirical research. The literaturd optreas as a
strategic framework is asymmetrical in that it addresses almdsisesely the creation

and preservation of options as a factor in strategy. Research into the abandonment
dimension of the real options construct is overdue. Questions of interest include the
following: Do companies differ in their willingness/ability to divesabandon

“expired” options at the appropriate time? If so, what factors make for those
differences? Do the differences have any relationship to performance?eSegich

will be methodologically challenging. It will require appropriate mestfor

operationalizing abandonment, and some methodology for determining what constitutes
timely versus premature or overdue abandonment. Nevertheless, | belidweathgta

better understanding of option abandonment is critical to fully understanding the
relationships between real options theory, strategy and performance.

A final limitation of the present study is that the entire analysis has been
conducted at the level of the firm. In this study, real options decision patterns have bee
operationalized by survey data reflecting typical or customary peagatieach respondent
company. Correspondingly, both perceived and objective measures of market and
competitive uncertainty have been developed at the level of the firm, in eféechimg
that all resource allocation decisions within the firm share in the samefeve
uncertainty. This analysis basis was selected to permit a large saogsesectional
study, with the associated benefit of good external validity. It nevesthebasks
considerable potential variation in decision patterns within firms. It isegnplausible

that individual companies employ different decision patterns for different kinds of
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decisions, based, for example, on variations in products, markets or businesses.
Companies may be more prone to specific decision patterns in their egmting
business than in entering into new ones. Different decision patterns aredikely
employed for proprietary options not exposed to competitive preemption than for non-
proprietary ones. In effect, to the extent that market and competitive ungectmntary
widely across resource allocation decisions within any firm, even Yangeliversified
ones, it follows from the central premises of this research as a whole thatigierde
patterns pursued will also vary. Accordingly, the conceptually appropriate unit of
analysis may be the decision rather than the collection of decisions comgresiimgn.
Similarly, the cross-sectional character of the study masks ear@ter time in
both market and competitive uncertainty and presumably therefore real optiaisrdeci
patterns. Product technology, customer preferences, unit demand and product mix, and
the number and behavior of competitors are subject to continuous change, and should,
given the conceptual premises of the project, produce corresponding changesiom deci
pattern, once again arguing for the individual decision as a relevant unit ofi@nalys
While | believe that the company basis of analysis is an approphi@iedor an
initial examination of uncertainty/real options/performance relationshipgsy sf real
options will ultimately need to progress to the level of the individual decision intarde
fully understand whether and how well companies employ real options principles. In
addition to large-sample cross-sectional research, which has been tb@ttapl
options research in the strategy field, more focused study of multiple decisiorsa/e
will be required. A model for such research is Bower’s (1972) study of chapdgeting

practices within a single large firm over a multi-year period, which bgosend in
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demonstrating that the processes and dynamics actually surroundinfcmapitatment
decisions depart dramatically from idealized normative capital budggangdards. A
similar small-sample study, conducted from a real options perspective, wouldeeovi
deeper and more fine-grained understanding of how companies use or do not use real
options principles across multiple decisions over time.

Beyond these specific limitations, the present study suggests two additional
priorities for future real options research. One is the study of real optibagitein
relation to strategy variables. As described in Chapter 2, real options tlasdrgdn
applied generically to a number of strategic phenomena. However, there méittlbee
study of real options in relation #trategic variation. The significant relationships found
in the present research between strategic orientation and real optionsdeaiterns
invite a series of research questions. Do certain kinds of strategies wrdypeally
entail specific kinds of real options decision-making? Are some stratejerently
more option-like than others? Do variations in strategic type correlate widfimas in
real options decision patterns? This research has incorporated as a coratioté @ari
strategic profile similar to the Miles & Snow (1978) prospector type. Studthef
strategic types would reveal if there are systematic relationshipsdiethem and real
options decision patterns as well. Such study would advance the field beyond the
concept of real options as a broad strategic heuristic toward a movéasetic
understanding of the role of real options in strategy.

Research along these lines would also shed light on the relative prominence of
environmental and strategic variables in determining real options decisiempatihe

present research has been based on the premise that variations in the level aiodl source
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task environment uncertainty induce consistent real options decision patterns,
independent of strategy. That premise has been borne out by the analysis in those
decision patterns relating to the timing of resource allocations, but notablynegads
those affecting the kind of resource allocations made. In the lattetlugsesearch
indicates that strategy is clearly more influential than uncertasgypredictor of
behavior.

A second broad research opportunity is the study of organizational factbeyas
relate to real options decision making. As discussed earlier, the absencefichsig
relationships between uncertainty, real options decision behavior and perfofforance
certain real options decision patterns suggests that the performance consequeraie
options decision-making may have as much or more to do with how effectively firms
implement real options principles than with the specific decision patternsoflay.f If
this is so, inquiry into the organizational characteristics that make for reah®pt
effectiveness is appropriate. There has been little research attemtioo {ee
intersection of real options and organization. Some authors have commented broadly on
organizational factors in the context of real options, including organizationus&uct
decision processes, control and incentive systems, knowledge management @nagtices
communications. There has however, been no empirical analysis linking these
organizational factors to real options. More broadly, real options theory has direc
relationships to major streams in the organizational literature in a nuwhdezas, each
of which suggests research opportunities. For example, real options theorycidlexpl
about learning and acquiring uncertainty-clarifying information. What is kradvout

organizational learning and knowledge management that is relevant to the study of real
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options? Is there, for example, a relationship between “absorptive capacityéa
options effectiveness? Similarly, the real options literature rezegjtinat options
management is potentially vulnerable to cognitive imperfections and Isiasless
escalation of commitment, illusion of control and systematic mis-estimat
probabilities. How do companies deal with these effects? Do they differ irakhlgly
to do so, and do those differences affect how well they manage their portfolid of rea
options?

In conclusion, McGrath et al. (2004) observed that real options theory is in a
preparadigmatic stage of development, “poised to occupy a central cohpegitian”
in the strategy field, but still preoccupied with the need to clearly edtatsliBrst
principles (86). The questions they posed nearly five years ago regarding the
fundamentals of the theory are still open today. Full exploitation of the potentesllof
options as a strategic framework will require more empirically rigoamaisfine-grained

study. Itis hoped that the present research will contribute to that future baadykof
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Survey of Capital Investment
Decision-Making Patterns

Isenberg School of Management
121 Presidents Drive
Amherst, Massachusetts 01003
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Purpose of the Survey and General Instructions

This survey is part of a research project that examines company strategic
investment decisions in relation to features of the external environment. The
survey focuses on strategically important investments and projects, such as
new plant investments, R&D, development of new products and services,
acquisitions and related diversifications.

The survey asks for information regarding typical or usual decision-patterns,
recognizing that not all decisions will necessarily follow the same pattern.
Please note that the data of interest is what your company typically does,
rather than its stated principles for making capital investment decisions.

If your company has more than one line of business, please answer the
survey questions in the context of your principal business.

This survey is intended to be completed by the CEO, President or other
senior general executive conversant with the company’s practices in making
strategic investment and project commitments. It should take approximately
10-15 minutes to complete. Please return the completed survey within two
weeks in the enclosed postage paid reply envelope.

We guarantee complete confidentiality to all participating firms. We will use
only aggregated results, and will under no circumstances reveal the identity of
the respondents or their companies.

We believe that the results of the study will be of direct interest to executives.
In recognition of your contribution to the research, we will provide you with
executive summary of our findings, and will happy to discuss them with you.

If you have any questions about the survey or the study of which it is a part,
please contact either of the two co-investigators on this project: Mr. Al Boccia
at (978) 857-0325 (aboccia@som.umass.edu) or Dr. Bruce Skaggs at (413)
545-5684 (bskaggs@som.umass.edu).

We very much appreciate your help in making this research a success.
THANK YOU!
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Survey of Capital Investment Decision-Making Patter

ns

Capital Investment Decision Patterns:

This section of the survey assesses specific aspects of your
company’s decisions regarding strategic investments and projects. In each section, please indicate by
circling the appropriate number the extent to which you agree or disagree with the statements regarding
your company’s typical way of making such decisions.

A.

B. The following items assess the extent to which y
strategic investments and projects.

The following items address how timing considera
decisions regarding strategic investments and proje cts.

Disagree

. Our investment decisions take into account whether delaying a project

may improve its attractiveness.

. We postpone projects which meet our standard investment criteria in

order to further monitor market developments.

. If a project looks sound, we proceed with it rather than invest time and

money to gather further information regarding its potential success.

. In executing strategic investment projects, getting them done quickly is

the consideration most important to us.

. We frequently move ahead with projects even when we are not sure of

their ultimate success.

Strongly
Disagree

. We break investment projects down into stages and evaluate whether or

not to proceed at the end of each stage.

. We revise project features (for example, capacity level or technology

used) throughout the project.

. We revise project schedules and implementation timing throughout the

project.

4. We set project milestones and continuously evaluate progress toward

them.

5. We discontinue projects that do not meet expectations once we begin to

implement them.

6. Our decisions about whether or not to continue projects are heavily

influenced by how much we have already invested in them.
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tions typically affect your company’s

Strongly
Agree
6 7
6 7
6 7
6 7
6 7

our company typically takes a staged approach to

Strongly
Agree
6 7
6 7
6 7
6 7
6 7
6 7



C. The following items address how interdependencie S among projects are typically
incorporated in your firm’s strategic investment de cisions.

Strongly Strongly
Disagree Agree
1. Our decisions to invest in projects take into account the benefits that
these investments create for other projects. 1 2 3 4 5 6 7

2. When choosing among related projects, we give greatest priority to those
projects from which we can learn the most. 1 2 3 4 5 6 7

3. When choosing among related projects, we give greatest priority to those
projects which offer the highest immediate financial rewards. 1 2 3 4 5 6 7

4. When there are several different approaches to the same product/service
opportunity, we pursue several approaches until the best one becomes 1 2 3 4 5 6 7
clear.

5. In choosing among related projects, we favor those with a wide range of
potential outcomes. 1 2 3 4 5 6 7

6. In choosing among related projects, we favor those with a narrow range
of potential outcomes. 1 2 3 4 5 6 7

D. The following items relate to the emphasis your firm places on the ability to make future
operational changes.

Strongly Strongly
Disagree Agree
When making investments in productive capacity, our company
typically:
1. adds capacity in continuous increments rather than large periodic 1 2 3 4 5 6 7
additions.
2. invests in facilities that allow for easy changes in production levels. 1 2 34 5 6 7
3. invests in facilities that allow for easy changes in product/service mix. 1 2 34 5 6 7
4. invests in facilities that allow for easy changes in feedstock or raw
materials. 1 2 3 4 5 6 7

5. invests in capacity in response to demand growth rather than aheadofit. 1 2 3 4 5 6 7

6. places primary emphasis on the ability to easily change operating
parameters. 1 2 3 4 5 6 7

165



E.

The following items assess how your company typi cally approaches investing in new
activities, such as new products/services, new mark ets for existing products/services, and

related diversifications.

In making investments in new activities, our company typically:

1.

2.

makes modest initial investments that can later be expanded.

acquires companies smaller than itself as a foothold in the target
product/service/market.

acquires minority equity positions in other companies in the target
product/service/market which can later lead to full acquisition.

establishes joint ventures, partnerships or alliances.

seeks out entry options which have a clear exit strategy in case they don't
work out.

Strongly

Disagree
1 2 3 4
1 2 3 4
1 2 3 4
1 2 3 4
1 2 3 4

makes acquisitions that are significant with respect to its own size in order to

gain a large early position in the target product/service/market.

The following statements assess the extent to wh  ich your firm makes investments that do
not meet its usual standards of financial performan ce and in what circumstances it

typically does so.

Our company invests in projects that do not meet our standard
financial criteria when they:

1.

offer future growth opportunities not captured in the project
financial projections.

generate important knowledge or experience.
contribute to important competencies and capabilities.
establish an early position in an attractive product or market.

have the potential to yield multiple products/services rather than a single
product/service.
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Disagree
1 2 3 4
1 2 3 4
1 2 3 4
1 2 3 4
1 2 3 4

Strongly
Agree

Strongly
Agree



Il. External Environment: This section assesses your perceptions of your company’s external
environment as well as the degree of influence or control the company has over external
environment factors.

A. Please rate the predictability of the following dimensions of your company’s business
environment.

Unpredictable Predictable

1. Customer demand for existing products/services is.... 1 2 3 4 5 6 7
2. Customer demand for new products/services is.... 1 2 3 4 5 6 7
3. Customer needs and desires are... 1 2 3 4 5 6 7
4. Competitor price actions are....... 1 2 3 4 5 6 7
5. Competitor changes in product/service quality are..... 1 2 3 4 5 6 7
6. Competitor changes in product/service technology are.... 1 2 3 4 5 6 7
7. Competitor introductions of new products/services are.... 1 2 3 4 5 6 7
8. The entry of new competitors is... 1 2 3 4 5 6 7
9. Changes in product/service technology are... 1 2 3 4 5 6 7
10. Changes in production process technology are... 1 2 3 4 5 6 7
11. Changes in materials and component technology are... 1 2 3 4 5 6 7

B. The following items assess how much control your company generally has over
unexpected or exceptional situations affecting its strategic investments. Please indicate
how strongly you agree or disagree with the followi ng statements.

Strongly Strongly

Disagree Agree

1. The firm has the resources to resolve most situations. 1 23 4 5 6 7
2. The firm has the competencies to address most situations. 1 2 34 5 6 7
3. Most situations can be contained. 1 2 3 4 5 6 7
4. The firm manages situations instead of situations managing it. 1 2 34 5 6 7

5. The firm’s responses to situations are heavily constrained by other
organizations, groups or individuals. 1 2 3 4 5 6 7
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lll. Firm Strategy: This section assesses your firm’s overall strategic orientation. Please rate how
strongly you agree or disagree with the following statements.

Strongly
Disagree

1. The firm tries to maintain a safe niche in a relatively stable products domain. 1 2 3 4 5

2. The firm tries to protect the domain in which it operates by stressing higher
quality than its competitors. 1 2 3 4 5

3. The firm tries to protect the domain in which it operates by stressing lower
prices than its competitors. 1 2 3 4 5

4. The firm concentrates on trying to achieve the best performance in a
relatively narrow product market domain. 1 2 3 4 5

5. The firm places less stress on the examination of changes in the industry

that are not directly relevant to the firm. 1 2 3 4 5
6. The firm leads in innovation in its industry. 1 2 3 4 5
7. The firm operates in a broad product domain. 1 2 3 4 5
8. The firm’s product domain is periodically redefined. 1 2 3 4 5

9. The firm believes in being “first-in” in the industry in the development of new

products. 1 2 3 4 5
10. The firm responds rapidly to early signals of opportunities in the

environment. 1 2 3 4 5
11. The firm quickly adopts promising innovations in the industry. 1 2 3 4 5
12. The innovations which are chosen by the firm are carefully examined. 1 2 3 4 5

13. The firm often reacts to innovations in the industry by offering similar, lower-

cost products. 1 2 3 4 5
14. The firm carefully monitors competitors’ actions in the industry. 1 2 3 4 5
15. The firm seldom leads in developing new products in the industry. 1 2 3 4 5

Strongly
Agree
6 7
7
7
7
7
6 7
6 7
6 7
7
7
6 7
6 7
7
6 7
6 7

Thank you for your participation in this research!
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Factor Analysis: Real Options Decision Patterns

Rotated Component Matrix 2

Component
1 2 3 4 5 6 7 8 9 10 11 12
1A1 -.098 | .295 | .047 .066 712 | -.051 | -.030 151 .032 | .119 | -.188 | -.187
1A2 .057 | .006 | -.016 | -.080 770 | .085 | -.137 | -.120 | -.117 | -.148 133 | .075
A3 161 | -.363 | .094 247 | -.206 | .002 403 | -.052 410 | .153 | -.195 | -.092
1A4 -.085 | -.160 | .215 114 | -177 | .156 627 | .050 .298 | .083 [ -.103 | .143
IA5 103 | .205 | .001 .009 | -.052 | -.028 752 .093 | -.147 | -.105 .080 | -.176
1B1 .052 | .730 | .023 .083 | -.053 | .095 | -.040 | -.019 | -.076 | .010 | -.082 | .252
1B2 -.003 | .793 | -.005 115 .020 | .054 .175 | -.080 | -.056 | .049 .031 | -.056
IB3 .031 | .746 | .040 | -.028 275 | -.091 .110 | -.070 .073 | .021 .047 | -.154
1B4 -.028 | 655 [ .137 | -.054 .029 | .050 | -.265 184 | -.009 | .186 | -.115 | .001
IB5 -.044 | 247 | .176 | -.131 .048 | .490 228 | -.220 | -.119 | -.148 | -.069 | .075
IB6 .084 | .086 | -.110 | -.049 .048 | -.240 .057 .036 728 | -.272 .349 | .019
IC1 247 | .029 | .093 120 552 | .025 | -.016 | -.043 .076 | .274 | -.056 | .143
IC2 347 | -.114 | .043 344 195 | .266 .302 .001 | -.136 | .000 121 | .180
IC3 -181 | -.097 | .107 | -.041 | -.027 | .181 | -.056 | -.108 719 | .209 .013 | .051
IC4 .015 | .013 | .016 .186 .103 | .683 .126 | -.003 .054 | .028 .207 | .083
IC5 .077 | .051 | .100 .843 | -.005 | .175 .089 | -.042 .088 | -.151 .097 | -.023
IC6 143 | -.084 | .143 | -.813 | -.043 | .132 | -.017 .050 .095 | -.014 | .021 | -.056
ID1 .028 | .104 | .274 122 | -.082 | -.120 .010 | -.124 | -.137 | .506 447 | .079
ID2 .068 | .099 | .780 .023 .025 [ -.009 .093 | -.066 | -.026 | .081 | -.190 | .058
ID3 135 | -.016 | .761 | -.036 .147 | .059 .120 | -.069 111 | .138 | -.061 | -.040
ID4 .058 | .043 | .680 | -.055 149 | .022 | -.018 .106 .006 | -.117 151 | .076
ID5 -.189 [ -.111 | -.040 .054 | -.034 | .030 | -.002 .038 .189 | .063 775 | -.090
ID6 .051 [ .014 | .656 .051 | -.315 | .062 | -.052 | -.020 | -.028 | -.023 .093 | .041
IE1 .094 | .254 | -.142 | -.085 .099 | .217 | -.106 | -.006 124 | .656 161 | -.154
IE2 .097 | .003 | .094 | -.183 .085 | -.247 .053 139 .020 | .609 [ -.126 | .282
IE3 245 | -.036 | -.015 .011 | -.019 | -.124 .043 | .756 .026 | -.018 .027 | .283
IE4 -.065 | .008 | -.030 | -.087 | -.016 | .191 .062 | .806 | -.101 | .041 | -.008 | -.121
IE5 .086 [ .005 | .023 | -.063 | -.080 | .681 | -.154 | .213 .039 | .000 [ -.195 | -.052
IE6 .059 [ .036 | .099 .039 .024 | .063 | -.065 .063 .043 | .066 | -.049 | .833
IF1 .712 | .008 | -.044 | -.093 .011 | -.049 .044 | -.083 .118 | -.006 | -.227 | .036
IF2 .799 | -.019 | .005 | -.123 .169 | .023 122 .043 | -.046 | -.047 .026 | .017
IF3 .811 | -.018 | .172 | -.036 .118 | .081 .091 .020 | -.131 | .056 .089 | .160
IF4 .835 | .090 | .115 .094 | -.091 | -.004 | -.089 .095 [ -.020 | .134 | -.104 | -.068
IF5 642 | -.010 | .237 377 | -.165 | .051 | -.229 .208 | -.041 | .089 .001 | -.085

Extraction Method: Principal Component Analysis.

Rotation Method: Varimax with Kaiser Normalization.

a. Rotation converged in 25 iterations.

Shadings indicate items included in final scales

Item orientations are as follows:

IA — Timing

IB — Staging
IC — Project Interdependence (Not Used)
ID — Operating Flexibility
IE — Partial Commitment
IF — Platform
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Scale Reliability: Staging

Case Processing Summary

N %
Cases Valid 172 99.4
Excluded? 1 .6
Total 173 100.0
a. Listwise deletion based on all
variables in the procedure.
Reliability Statistics
Cronbach's
Alpha Based
on
Cronbach's Standardized
Alpha ltems N of Items
742 747 4

Inter-Iltem Correlation Matrix

IB1 B2 IB3 B4
IB1 1.000 471 .358 411
IB2 471 1.000 .561 .381
IB3 .358 .561 1.000 .366
B4 411 .381 .366 1.000
Iltem-Total Statistics
Scale Corrected Squared Cronbach's
Scale Mean if Variance if Iltem-Total Multiple Alpha if Item
Item Deleted Item Deleted Correlation Correlation Deleted
IB1 15.95 10.728 .518 .289 .700
IB2 15.70 10.891 .624 408 .632
IB3 15.42 11.146 .546 .346 .678
B4 14.59 13.706 484 .237 717
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Scale Reliability: Operating Flexibility

Case Processing Summary

N %
Cases Valid 167 96.5
Excluded? 6 35
Total 173 100.0
a. Listwise deletion based on all
variables in the procedure.
Reliability Statistics
Cronbach's
Alpha Based
on
Cronbach's Standardized
Alpha ltems N of Items
721 724 4
Inter-Iltem Correlation Matrix
ID2 ID3 ID4 ID6
ID2 1.000 .610 .357 377
ID3 .610 1.000 .449 .285
ID4 .357 .449 1.000 .296
ID6 377 .285 .296 1.000
Item-Total Statistics
Scale Corrected Squared Cronbach's
Scale Mean if Variance if Item-Total Multiple Alpha if Item
Item Deleted Item Deleted Correlation Correlation Deleted
ID2 12.86 10.003 .590 420 611
ID3 12.95 10.034 .599 434 .607
ID4 13.86 9.951 468 .236 .689
ID6 13.90 11.478 .397 172 721
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Scale Reliability: Platform

Case Processing Summary

N %
Cases Valid 172 99.4
Excluded? 1 .6
Total 173 100.0
a. Listwise deletion based on all
variables in the procedure.
Reliability Statistics
Cronbach's
Alpha Based
on
Cronbach's Standardized
Alpha Iltems N of Items
.839 .840 5
Inter-ltem Correlation Matrix
IF1 IF2 IF3 IF4 IF5
IF1 1.000 .500 445 .534 275
IF2 .500 1.000 .689 .520 .364
IF3 445 .689 1.000 .657 480
IF4 .534 .520 .657 1.000 .658
IF5 275 .364 .480 .658 1.000
Item-Total Statistics
Scale Corrected Squared Cronbach's
Scale Mean if Variance if Item-Total Multiple Alpha if Item
Item Deleted | Item Deleted Correlation Correlation Deleted
IF1 16.64 27.051 .536 .365 .836
IF2 17.04 26.472 .650 521 .804
IF3 16.53 25.724 .726 .599 .784
IF4 16.20 23.937 .769 .642 .769
IF5 16.45 27.618 .544 447 .832
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Scale Reliability: Deferral

Case Processing Summary

N %
Cases Valid 172 99.4
Excluded? 1 .6
Total 173 100.0
a. Listwise deletion based on all
variables in the procedure.
Reliability Statistics
Cronbach's
Alpha Based
on
Cronbach's Standardized
Alpha ltems N of Items
.584 .585 2

Inter-Iltem Correlation Matrix

IA1 IA2
IA1 1.000 413
IA2 413 1.000
Item-Total Statistics
Scale Corrected Squared Cronbach's

Scale Mean if Variance if Item-Total Multiple Alpha if Item

Item Deleted | Item Deleted Correlation Correlation Deleted
IA1 4.30 2.561 413 A71
IA2 4,97 2.356 413 A71
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Scale Reliability: Acceleration

Case Processing Summary

N %
Cases Valid 172 99.4
Excluded? 1 .6
Total 173 100.0
a. Listwise deletion based on all
variables in the procedure.
Reliability Statistics
Cronbach's
Alpha Based
on
Cronbach's Standardized
Alpha Iltems N of Items
.621 621 2

Inter-ltem Correlation Matrix

IA3 IA4
IA3 1.000 451
IA4 451 1.000
Item-Total Statistics
Scale Corrected Squared Cronbach's

Scale Mean if Variance if Item-Total Multiple Alpha if Item

Item Deleted | Item Deleted Correlation Correlation Deleted
IA3 3.41 2.899 451 .203
IA4 3.75 2.855 451 .203
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Scale Reliability: Partial Commitment

Case Processing Summary

N %
Cases Valid 172 99.4
Excluded? 1 .6
Total 173 100.0
a. Listwise deletion based on all
variables in the procedure.
Reliability Statistics
Cronbach's
Alpha Based
on
Cronbach's Standardized
Alpha ltems N of Items
.540 .542 2

Inter-Iltem Correlation Matrix

IE3 IE4
IE3 1.000 371
IE4 371 1.000
Item-Total Statistics
Scale Corrected Squared Cronbach's

Scale Mean if Variance if Iltem-Total Multiple Alpha if Item

Item Deleted | Item Deleted Correlation Correlation Deleted
IE3 412 2.786 371 .138
IE4 3.08 3.228 371 .138
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Factor Analysis: Perceived Uncertainty

Rotated Component Matrix &

Component
1 2
AL .038 .823
11A2 .088 747
IIA3 -.029 .693
A4 .539 .040
IIAS 829 -.004
IIA6 762 141
A7 .805 -.039
IIA8 .635 .008

Extraction Method: Principal Component Analysis.
Rotation Method: Varimax with Kaiser Normalization.

a. Rotation converged in 3 iterations.

Shadings indicate items included in final scales

Item orientations are as follows:
[IA1-11A3 — Perceived Market Uncertainty

[IA14-11A8 — Perceived Competitive Uncertainty
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Scale Reliability: Perceived Market Uncertainty

Case Processing Summary

N %
Cases Valid 173 100.0
Excluded? 0 .0
Total 173 100.0
a. Listwise deletion based on all
variables in the procedure.
Reliability Statistics
Cronbach's
Alpha Based
on
Cronbach's Standardized
Alpha ltems N of Items
.630 .627 3
Inter-Iltem Correlation Matrix
1AL I1A2 IIA3
1ALl 1.000 463 .363
I1A2 463 1.000 .250
IIA3 .363 .250 1.000
Iltem-Total Statistics
Scale Corrected Squared Cronbach's
Scale Mean if Variance if Iltem-Total Multiple Alpha if Item
Item Deleted Item Deleted Correlation Correlation Deleted
1ALl 7.39 3.948 .525 .279 .399
IIA2 6.31 4,528 440 .222 .529
IIA3 7.38 5.295 .360 .140 .632
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Scale Reliability: Perceived Competitive Uncertaint y
Case Processing Summary
N %
Cases Valid 170 98.3
Excluded? 3 1.7
Total 173 100.0
a. Listwise deletion based on all
variables in the procedure.
Reliability Statistics
Cronbach's
Alpha Based
on
Cronbach's Standardized
Alpha ltems N of Items
.756 .765 5
Inter-Item Correlation Matrix
[IA4 IIAS IIA6 IIA7 IIA8
A4 1.000 413 234 .324 151
IIAS 413 1.000 .651 .489 .361
IIA6 .234 .651 1.000 .498 .298
A7 .324 .489 .498 1.000 .523
IIA8 151 .361 .298 .523 1.000
Item-Total Statistics
Scale Corrected Squared Cronbach's
Scale Mean if Variance if Iltem-Total Multiple Alpha if Item
Item Deleted Item Deleted Correlation Correlation Deleted
A4 15.28 19.186 .352 .202 771
IIAS 15.38 16.841 .668 .524 .665
IIA6 15.19 17.270 .563 A72 .699
A7 14.99 16.615 .647 .440 .669
IIA8 15.20 17.072 437 .292 .751
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Factor Analysis: Strategic Orientation

Rotated Component Matrix &

Component
1 2 3 4 5
I -.132 .027 -.101 -.072 Jq71
2 .162 -.182 .250 .022 .718
3 -.093 773 .037 -.041 -.281
4 .180 152 -.069 -.789 178
s -.043 222 -.623 -.151 .215
e 737 -.370 .095 -.067 .082
"z .309 .108 .031 .782 .096
s 473 .055 -.051 377 .011
1]e] 687 -.350 .098 -.080 -.069
110 716 .034 .218 .158 119
i1 802 .103 .094 .098 -.010
iz .265 .075 .566 -.142 .288
i3 -.075 .718 -.052 -.012 .072
i4 .120 .045 771 .038 .097
15 -.559 .392 -.257 134 .203

Extraction Method: Principal Component Analysis.
Rotation Method: Varimax with Kaiser Normalization.

a. Rotation converged in 10 iterations.

Shadings indicate items included in final scale

Item orientations are as follows:
[112-1115 — Defender strategic type
[116-11111 — Prospector strategic type

111211115 — Analyzer strategic type
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Scale Reliability: Strategic Orientation

Case Processing Summary

N %
Cases Valid 170 98.3
Excluded? 3 1.7
Total 173 100.0
a. Listwise deletion based on all
variables in the procedure.
Reliability Statistics
Cronbach's
Alpha Based
on
Cronbach's Standardized
Alpha ltems N of Items
.759 .764 5
Inter-Item Correlation Matrix
116 118 119 1110 i1
e 1.000 .185 .618 438 .508
s .185 1.000 191 .293 .266
1]]e] .618 191 1.000 405 412
1o .438 .293 .405 1.000 .620
i1 .508 .266 412 .620 1.000
Item-Total Statistics
Scale Corrected Squared Cronbach's
Scale Mean if Variance if Iltem-Total Multiple Alpha if Item
Item Deleted Item Deleted Correlation Correlation Deleted
e 18.77 17.267 .608 463 .685
s 19.65 20.536 .292 101 .798
1]]e] 19.26 17.057 .555 .408 .706
110 19.25 18.317 .601 429 .692
i1 19.33 17.855 .619 .459 .685
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PATTERNS

182



Deferral - Perceived Uncertainty

Model Summary

Change Statistics

Std.
Adjusted | Error of R
R R the Square F Sig. F
Model R Square | Square | Estimate | Change | Change | dfli | df2 | Change |
1 .2632 .069 .042 | 1.07952 .069 2.491 5 | 167 .033
2 .264P .070 .036 | 1.08268 .000 .027 1| 166 .871

a. Predictors: (Constant), RStratOrient, CPerCU, CPerMU, Clindex, LOGTA
b. Predictors: (Constant), RStratOrient, CPerCU, CPerMU, Clindex, LOGTA, PerMxClnt

Coefficients 2

Unstandardized Standardized
Coefficients Coefficients

Model B Std. Error Beta t Sig.

1 (Constant) -.849 481 -1.764 .080
CPermMU -.049 .086 -.044 -.574 .567
CPerCU -.213 .083 -.194 -2.564 .011
LOGTA .001 .050 .001 .012 .990
Clindex .027 461 .005 .060 .953
RStratOrient .178 .084 161 2.122 .035

2 (Constant) -.849 .483 -1.759 .080
CPerMU -.050 .087 -.045 -.580 .562
CPerCU -.215 .084 -.195 -2.555 .012
LOGTA .002 .051 .003 .030 .976
Clindex .022 .463 .004 .048 .962
RStratOrient 177 .084 .160 2.101 .037
PerMxClint -.014 .084 -.012 -.163 .871

a. Dependent Variable: CDefer
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Deferral - Objective Uncertainty

Model Summary

Std. Change Statistics
Adjusted | Error of R
R R the Square F Sig. F
Model R Square | Square | Estimate | Change | Change | dfl | df2 | Change |
1 2128 .045 .016 | 1.09359 .045 1.573 5 | 167 170
2 .213P .045 .011 | 1.09666 .000 .065 1| 166 .799
a. Predictors: (Constant), ZRHINDEX, RStratOrient, Clindex, ZSEMean5, LOGTA

b.
Predictors: (Constant), ZRHINDEX, RStratOrient, Clindex, ZSEMean5, LOGTA, SMUxCU5

Coefficients 2

Unstandardized Standardized
Coefficients Coefficients
Model B Std. Error Beta t Sig.

1 (Constant) -.853 .485 -1.760 .080
LOGTA -.011 .051 -.019 -.221 .826
Clindex .100 462 .018 .216 .830
RStratOrient 194 .085 175 2.276 .024
ZSEMean5 -.061 .089 -.054 -.686 494
ZRHINDEX -.151 .092 -.135 -1.653 .100
2 (Constant) -.862 .487 -1.769 .079
LOGTA -.009 .052 -.016 -.182 .856
Clindex .071 ATT .013 .149 .882
RStratOrient .193 .086 .175 2.258 .025
ZSEMean5 -.069 .094 -.061 -.730 467
ZRHINDEX -.149 .092 -.133 -1.611 .109
SMUxCU5 -.019 .074 -.021 -.255 .799

a. Dependent Variable: CDefer
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Acceleration - Perceived Uncertainty

Model Summary

Change Statistics

Std.
Adjusted | Error of R
R R the Square F Sig. F
Model R Square | Square | Estimate | Change | Change | dfl | df2 | Change |
1 2182 .047 .019 | 1.42668 .047 1.665 5 | 167 .146
2 .263P .069 .036 | 1.41446 .022 3.898 1| 166 .050

a. Predictors: (Constant), RStratOrient, CPerCU, CPerMU, Clindex, LOGTA
b. Predictors: (Constant), RStratOrient, CPerCU, CPerMU, Clindex, LOGTA, PerMxClnt

Coefficients 2

Unstandardized Standardized
Coefficients Coefficients

Model B Std. Error Beta t Sig.

1 (Constant) .900 .636 1.414 .159
CPermMU -.071 114 -.049 -.626 .532
CPerCU -.080 110 -.056 -.730 466
LOGTA -.156 .066 -.199 -2.356 .020
Clindex -.302 .609 -.041 -.496 .621
RStratOrient .059 111 .041 .529 .597

2 (Constant) .900 .631 1.426 .156
CPerMU -.059 113 -.040 -.522 .602
CPerCU -.051 .110 -.035 -.461 .646
LOGTA -171 .066 -.218 -2.584 .011
Clindex -.216 .605 -.029 -.357 721
RStratOrient .073 110 .051 .662 .509
PerMxClint 217 110 151 1.974 .050

a. Dependent Variable: CAccel
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Acceleration - Objective Uncertainty

Model Summary

Std. Change Statistics
Adjusted | Error of R F
R R the Square Chang Sig. F
Model R Square Square Estimate | Change e dfl | df2 | Change
1 .2152 .046 .018 | 1.42768 .046 1.616 5 | 167 .158
2 .215P .046 .012 | 1.43190 .000 .017 1| 166 .897

a. Predictors: (Constant), ZRHINDEX, RStratOrient, Clindex, ZSEMean5, LOGTA
b. predictors: (Constant), ZRHINDEX, RStratOrient, Clindex, ZSEMean5, LOGTA, SMUxCU5

Coefficients 2

Unstandardized Standardized
Coefficients Coefficients
Model B Std. Error Beta t Sig.

1 (Constant) .850 .633 1.344 181
LOGTA -.151 .067 -.192 -2.262 .025
Clindex -.332 .604 -.045 -.550 .583
RStratOrient .062 A11 .043 .560 .576
ZSEMean5 .091 116 .062 .787 432
ZRHINDEX -.019 .120 -.013 -.159 .874
2 (Constant) .844 .636 1.328 .186
LOGTA -.150 .068 -.190 -2.215 .028
Clindex -.351 .623 -.048 -.563 574
RStratOrient .062 112 .043 .553 .581
ZSEMean5 .086 123 .059 .705 482
ZRHINDEX -.017 121 -.012 -.144 .886
SMUxCU5 -.013 .097 -.011 -.130 .897

a. Dependent Variable: CAccel
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Staging - Perceived Uncertainty

Model Summary

Change Statistics

Std.
Adjusted | Error of R Sig. F
R R the Square F Chang
Model R Square | Square Estimate | Change | Change | dfl [ df2 e
1 .3512 123 .097 | 1.03318 123 4.687 5 | 167 .000
2 .398P .158 128 | 1.01537 .035 6.910 1 |166 .009

a. Predictors: (Constant), RStratOrient, CPerCU, CPerMU, Clindex, LOGTA
b. predictors: (Constant), RStratOrient, CPerCU, CPerMU, Clindex, LOGTA, PerMxClint

Coefficients 2

Unstandardized
Coefficients

Standardized
Coefficients

Model B Std. Error Beta t Sig.

1 (Constant) -1.842 461 -3.998 .000
CPerMU .203 .082 .184 2.460 .015
CPerCU .019 .079 .017 .235 .815
LOGTA .044 .048 .075 .924 .357
Clindex .534 441 .096 1.210 .228
RStratOrient .301 .080 .276 3.740 .000

2 (Constant) -1.842 .453 -4.068 .000
CPerMU 191 .081 73 2.355 .020
CPerCU -.010 .079 -.009 -121 .904
LOGTA .059 .048 .099 1.231 .220
Clindex 452 434 .081 1.040 .300
RStratOrient .287 .079 .263 3.626 .000
PerMxCint -.208 .079 -.191 -2.629 .009

a. Dependent Variable: CStaging
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Staging - Objective Uncertainty

Model Summary

Change Statistics

Std.
Adjusted | Error of R
R R the Square F Sig. F
Model R Square | Square | Estimate | Change | Change | dfl | df2 | Change |
1 .3072 .094 .067 | 1.05012 .094 3.468 5 | 167 .005
2 .339P 115 .083 | 1.04098 .021 3.948 1| 166 .049

a. Predictors: (Constant), ZRHINDEX, RStratOrient, Clindex, ZSEMean5, LOGTA

b.

Predictors: (Constant), ZRHINDEX, RStratOrient, Clindex, ZSEMean5, LOGTA, SMUxCU5

Coefficients 2

Unstandardized Standardized
Coefficients Coefficients

Model B Std. Error Beta t Sig.

1 (Constant) -1.604 465 -3.448 .001
LOGTA .011 .049 .019 .225 .823
Clindex .621 444 112 1.397 .164
RStratOrient .297 .082 272 3.624 .000
ZSEMean5 -.036 .085 -.032 -.416 .678
ZRHINDEX -.073 .088 -.066 -.825 411

2 (Constant) -1.669 462 -3.609 .000
LOGTA .025 .049 .042 .504 .615
Clindex .409 .453 .074 .904 .367
RStratOrient 291 .081 .267 3.579 .000
ZSEMean5 -.091 .089 -.082 -1.021 .309
ZRHINDEX -.054 .088 -.049 -.612 542
SMUxCU5 -.140 .070 -.161 -1.987 .049

a. Dependent Variable: CStaging
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Operating Flexibility - Perceived Uncertainty

Model Summary

Std. Change Statistics
Error of
Adjusted the R Sig. F
R R Estimat | Square F Chang
Model R Square | Square e Change | Change | dfl | df2 e
1 2792 .078 .050 .98271 .078 2.823 5 | 167 .018
2 .281P .079 .045 .98525 .001 .140 1 | 166 .709

a. Predictors: (Constant), RStratOrient, CPerCU, CPerMU, Clindex, LOGTA

b. Predictors: (Constant), RStratOrient, CPerCU, CPerMU, Clindex, LOGTA, PerMxClnt

Coefficients 2

Unstandardized Standardized
Coefficients Coefficients
Model B Std. Error Beta t Sig.

1 (Constant) -1.173 .438 -2.677 .008
CPermMuU .104 .078 101 1.326 .187
CPerCU -.052 .076 -.052 -.685 494
LOGTA .050 .046 .092 1.103 272
Clindex -.839 419 -.163 -2.001 .047
RStratOrient 212 .077 .209 2.765 .006
2 (Constant) -1.173 439 -2.670 .008
CPermMU .102 .079 .100 1.300 195
CPerCU -.056 .076 -.055 -.728 467
LOGTA .052 .046 .095 1.135 .258
Clindex -.850 421 -.165 -2.018 .045
RStratOrient 210 .077 .207 2.727 .007
PerMxClint -.029 .077 -.028 -.374 .709

a. Dependent Variable: COpflex
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Operating Flexibility - Objective Uncertainty

Model Summary

Change Statistics

Std.
Adjusted Error of R
R R the Square F Sig. F
Model R Square | Square Estimate | Change | Change | dfl | df2 | Change
1 .2642 .070 .042 .98715 .070 2.498 5 | 167 .033
2 .267° .071 .038 .98928 .002 .282 1| 166 .596
a. Predictors: (Constant), ZRHINDEX, RStratOrient, Clindex, ZSEMean5, LOGTA
b. Predictors: (Constant), ZRHINDEX, RStratOrient, Clindex, ZSEMean5, LOGTA,
SMUxCU5
Coefficients @
Unstandardized Standardized
Coefficients Coefficients
Model B Std. Error Beta t Sig.
1 (Constant) -1.109 437 -2.535 .012
LOGTA .044 .046 .079 .948 .345
Clindex -.753 417 -.146 -1.804 .073
RStratOrient .204 .077 .202 2.653 .009
ZSEMean5 .050 .080 .048 .617 .538
ZRHINDEX .048 .083 .047 .585 .559
2 (Constant) -1.126 439 -2.561 .011
LOGTA .047 .047 .086 1.011 313
Clindex -.807 430 -.156 -1.874 .063
RStratOrient .203 .077 .200 2.626 .009
ZSEMean5 .035 .085 .035 419 .676
ZRHINDEX .053 .083 .052 .638 524
SMUxCU5 -.035 .067 -.044 -.531 .596

a. Dependent Variable: COpflex
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Partial Commitment - Perceived Uncertainty

Model Summary

Std. Change Statistics
Error of R
Adjusted the Square F
R R Estimat | Chang Chang Sig. F
Model R Square | Square e e e dfli | df2 | Change |
1 .1842 .034 .005 | 1.42766 .034 1171 5 | 167 325
2 .203P .041 .007 | 1.42654 .007 1.262 1 |166 .263

a. Predictors: (Constant), RStratOrient, CPerCU, CPerMU, Clindex, LOGTA
b. Predictors: (Constant), RStratOrient, CPerCU, CPerMU, Clindex, LOGTA, PerMxClnt

Coefficients 2

Unstandardized Standardized
Coefficients Coefficients

Model B Std. Error Beta t Sig.

1 (Constant) -.272 .637 -.428 .669
CPermMU -.021 114 -.015 -.186 .853
CPerCU .085 110 .059 770 442
LOGTA -.069 .066 -.088 -1.033 .303
Clindex 1.372 .609 .187 2.253 .026
RStratOrient .099 111 .069 .895 372

2 (Constant) -.273 .636 -.428 .669
CPerMU -.014 114 -.010 -.124 .901
CPerCU 101 111 .071 917 .361
LOGTA -.077 .067 -.099 -1.154 .250
Clindex 1.421 .610 .194 2.329 .021
RStratOrient .108 111 .075 .967 .335
PerMxClint 125 111 .087 1.124 .263

a. Dependent Variable: CPartCom
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Partial Commitment - Objective Uncertainty

Model Summary

Change Statistics
Std.
Adjusted | Error of R
R R the Square F Sig. F
Model R Square | Square [ Estimate | Change | Change [ dfl df2 Change
1 .2382 .057 .028 | 1.41083 .057 2.001 5 167 .081
2 .247° .061 .027 | 1.41156 .005 .827 1 166 .365

a. Predictors: (Constant), ZRHINDEX, RStratOrient, Clindex, ZSEMean5, LOGTA
b. Predictors: (Constant), ZRHINDEX, RStratOrient, Clindex, ZSEMean5, LOGTA, SMUxCU5

Coefficients

a

Unstandardized Standardized
Coefficients Coefficients
Model B Std. Error Beta t Sig.

1 (Constant) -.262 .625 -.419 .676
LOGTA -.077 .066 -.098 -1.165 .246
Clindex 1.364 .597 .186 2.287 .023
RStratOrient 110 110 .077 .999 319
ZSEMean5 -.245 115 -.168 -2.137 .034
ZRHINDEX -.101 .118 -.070 -.855 .394
2 (Constant) -.302 .627 -.482 .630
LOGTA -.068 .067 -.087 -1.025 .307
Clindex 1.233 .614 .168 2.008 .046
RStratOrient .106 110 .074 .964 .336
ZSEMean5 -.280 121 -.192 -2.313 .022
ZRHINDEX -.089 119 -.061 -.751 454
SMUxCU5 -.087 .095 -.076 -.909 .365

a. Dependent Variable: CPartCom
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Platform - Perceived Uncertainty

Model Summary

Std. Change Statistics
Adjusted | Error of R
R R the Square F Sig. F
Model R Square | Square | Estimate | Change | Change | dfl | df2 | Change
1 3722 .138 113 | 1.17751 .138 5.368 5 | 167 .000
2 .379P 143 A12 | 1.17762 .005 .968 1 |166 .327

a. Predictors: (Constant), RStratOrient, CPerCU, CPerMU, Clindex, LOGTA
b. Predictors: (Constant), RStratOrient, CPerCU, CPerMU, Clindex, LOGTA, PerMxCint

Coefficients 2

Unstandardized Standardized
Coefficients Coefficients

Model B Std. Error Beta t Sig.

1 (Constant) -1.667 .525 -3.175 .002
CPermMU -.057 .094 -.045 -.604 547
CPerCU -.155 .091 -.124 -1.709 .089
LOGTA .007 .055 .011 131 .896
Clindex -.971 .502 -.152 -1.933 .055
RStratOrient .388 .092 .309 4231 .000

2 (Constant) -1.668 .525 -3.175 .002
CPermMU -.052 .094 -.041 -.549 .584
CPerCU -.142 .091 -.114 -1.559 121
LOGTA .001 .055 .002 .019 .985
Clindex -.935 .504 -.146 -1.857 .065
RStratOrient .394 .092 .314 4.285 .000
PerMxClint .090 .092 .072 .984 327

a. Dependent Variable: CPlat
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Platform - Objective Uncertainty

Model Summary

Change Statistics

Std.
Adjusted | Error of R
R R the Square F Sig. F
Model R Square | Square | Estimate | Change | Change | dfl | df2 | Change
1 .3674 134 .108 | 1.18032 134 5.183 5 | 167 .000
2 .379P 144 113 | 117732 .010 1.850 1 | 166 176

a. Predictors: (Constant), ZRHINDEX, RStratOrient, Clindex, ZSEMean5, LOGTA
b. Predictors: (Constant), ZRHINDEX, RStratOrient, Clindex, ZSEMean5, LOGTA, SMUxCU5

Coefficients 2

Unstandardized Standardized
Coefficients Coefficients

Model B Std. Error Beta t Sig.

1 (Constant) -1.656 .523 -3.166 .002
LOGTA -.005 .055 -.008 -.097 .923
Clindex -.943 499 -.148 -1.890 .060
RStratOrient .403 .092 .322 4.382 .000
ZSEMean5 -.055 .096 -.044 -577 .565
ZRHINDEX -.162 .099 -.128 -1.637 .103

2 (Constant) -1.706 .523 -3.262 .001
LOGTA .005 .056 .008 .094 .925
Clindex -1.107 512 -.173 -2.161 .032
RStratOrient .399 .092 .318 4.340 .000
ZSEMean5 -.098 101 -.077 -.975 331
ZRHINDEX -.147 .099 -.116 -1.484 .140
SMUxCU5 -.108 .080 -.108 -1.360 176

a. Dependent Variable: CPlat
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Growth - Perceived Uncertainty

Model Summary

Change Statistics

Std.
Adjusted | Error of R
R R the Square F Sig. F
Model R Square Square | Estimate | Change | Change | dfl | df2 | Change |
1 .3162 .100 .044 16.168 .100 1.798 10 | 162 .065
2 415P A72 .044 16.171 .072 .996 13 | 149 .458
3 572¢ .327 190 14.880 155 5.494 6 | 143 .000

a. Predictors: (Constant), ConGr5, CAccel, CPerMU, CPartCom, CPerCU, COpflex, LOGTA,
CDefer, CPlat, CStaging

b. Predictors: (Constant), ConGr5, CAccel, CPerMU, CPartCom, CPerCU, COpflex, LOGTA,
CDefer, CPlat, CStaging, PMUxOpFIl, PMUxPartC, PMUxAcc, PMUxDef, PCUxPartC,
PCUxDef, PMUxPlat, PCUxOpFIl, PCUxAcc, PCUxStag, PMUxStag, PMUxPCU, PCUxPIlat

C. Predictors: (Constant), ConGr5, CAccel, CPerMU, CPartCom, CPerCU, COpflex, LOGTA,
CDefer, CPlat, CStaging, PMUxOpFIl, PMUxPartC, PMUxAcc, PMUxDef, PCUxPartC,

PCUxDef, PMUxPlat, PCUxOpFIl, PCUxAcc, PCUxStag, PMUxStag, PMUxPCU, PCUxPIlat

PMUxPCUxPlat, PMUxPCUxStag, PMUxPCUxPartC, PMUxPCUxOpFI, PMUxPCUXxAcc,

PMUxPCUxDef
ANOVA (d)
Sum of

Model Squares df Mean Square F Sig.

1 Regression 4698.733 10 469.873 1.798 .065
Residual 42346.500 162 261.398
Total 47045.234 172

2 Regression 8083.143 23 351.441 1.344 .149
Residual 38962.091 149 261.491
Total 47045.234 172

3 Regression 15381.965 29 530.413 2.395 .000
Residual 31663.269 143 221.421
Total 47045.234 172

d Dependent Variable: Growth5Yr

196



Coefficients 2

Unstandardized Standardized
Coefficients Coefficients

Model B Std. Error Beta t Sig.

1 (Constant) -1.226 6.259 -.196 .845
CDefer 619 1.215 .041 .509 611
CAccel 748 .943 .065 794 429
CStaging .663 1.248 .044 531 .596
COpflex -471 1.300 -.029 -.362 717
CPartCom 1.846 .883 .160 2.090 .038
CPlat .840 1.059 .064 794 428
CPerMU -.705 1.322 -.042 -.534 .594
CPerCU 406 1.273 .025 319 .750
LOGTA 299 .709 .033 421 674
ConGr5 .898 .300 .230 2.994 .003

2 (Constant) -2.461 6.645 -.370 712
CDefer -.012 1.281 -.001 -.009 .993
CAccel .651 977 .057 .667 .506
CStaging 1.205 1.335 .079 .902 .368
COpflex -.587 1.394 -.036 -421 674
CPartCom 1.664 .908 144 1.834 .069
CPlat .793 1.110 .060 714 476
CPerMU -.844 1.406 -.050 -.600 549
CPerCU .803 1.384 .049 .581 .562
LOGTA 241 751 .027 .320 749
ConGr5 944 311 .242 3.030 .003
PCUxDef -2.081 1.188 -.148 -1.752 .082
PCUxAcc -536 .882 -.053 -.608 544
PCUxStag -1.132 1.349 -.081 -.839 403
PCUXOpFI -1.086 1.339 -074 -.811 419
PCUxPartC .798 1.059 .065 754 452
PCUxPlat -748 1.128 -.062 -.663 .509
PMUxDef -.504 1.323 -.033 -.381 .704
PMUXxAcc -911 992 -.076 -.918 .360
PMUxStag 1.607 1.381 .106 1.164 .246
PMUXOpFI 107 1.386 .007 .077 .938
PMUxPartC 1.156 .944 .103 1.224 223
PMUxPlat .282 1.167 .021 242 .809
PMUxPCU 1.233 1.548 .074 796 427

3 (Constant) -.441 6.267 -.070 .944
CDefer .809 1.242 .054 .652 516
CAccel 1.127 .934 .098 1.207 .229
CStaging 1.104 1.314 .073 .840 402
COpflex -.545 1.322 -.033 -412 .681
CPartCom 1.571 .876 136 1.793 .075
CPlat 1.226 1.044 .093 1.174 242
CPerMU -1.186 1.412 -.071 -.840 403
CPerCU .636 1.397 .039 456 .649
LOGTA .538 712 .060 .756 451
ConGr5 .632 .293 162 2.159 .033
PCUxDef -4.355 1.253 -.309 -3.476 .001
PCUxAcc -1.689 .887 -.166 -1.903 .059
PCUxStag -.009 1.291 -.001 -.007 .995
PCUXOpFI -913 1.307 -.062 -.698 .486
PCUxPartC .565 1.017 .046 .555 .580
PCUxPlat -.873 1.043 -.073 -.837 404
PMUxDef -.390 1.306 -.025 -.299 .765
PMUXxAcc .083 .946 .007 .087 .930
PMUxStag 474 1.321 .031 .359 .720
PMUXOpFI 1.249 1.410 .077 .886 377
PMUxPartC .930 .876 .083 1.062 .290
PMUxPlat -.960 1.102 -.070 -.871 .385
PMUxPCU .016 1.497 .001 .011 991
PMUXPCUxDef -3.100 1.329 -.218 -2.332 .021
PMUxPCUxAcc -1.892 .946 -.181 -2.000 .047
PMUxPCUxStag 325 1.310 .022 .248 .805
PMUXPCUXOpFI 1.226 1.421 .080 .863 .389
PMUxPCUxPartC 778 1.029 .067 .756 451
PMUxPCUxPlat -4.089 1.115 -.329 -3.666 .000

a. Dependent Variable: Growth5Yr
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Growth - Objective Uncertainty

Model Summary

Std. Change Statistics
Adjusted Error of R
R R the Square F Sig. F
Model R Square | Square Estimate | Change | Change | dfl | df2 | Change |
1 .3222 104 .048 16.135 .104 1.871 10 | 162 .053
2 .382b 146 .014 16.421 .042 570 13 | 149 .875
3 A17¢ 74 .006 16.489 .028 794 6 | 143 .576

a. Predictors: (Constant), ConGr5, CAccel, CPartCom, CRHINDEX, COpflex, CDefer,
LOGTA, CPlat, CStaging, CSEMean5

b. Predictors: (Constant), ConGr5, CAccel, CPartCom, CRHINDEX, COpflex, CDefer,
LOGTA, CPlat, CStaging, CSEMean5, OMUxAcc, OCUxOpFIl, OMUxPartC, OMUxPIat,
OMUXOpFI, OCUxStag, OMUxDef, OCUxAcc, OCUxPartC, OCUxDef, OMUxStag,
OCUxPlat, OMUxOCU

C. Predictors: (Constant), ConGr5, CAccel, CPartCom, CRHINDEX, COpflex, CDefer,
LOGTA, CPlat, CStaging, CSEMean5, OMUxAcc, OCUxOpFI, OMUxPartC, OMUxPlat,
OMUXOpFI, OCUxStag, OMUxDef, OCUxAcc, OCUxPartC, OCUxDef, OMUxStag,
OCUxPlat, OMUxOCU, OMUxOCUxDef, OMUxOCUxOpFI, OMUxOCUxAcc,
OMUxOCUxPartC, OMUxOCUxPlat, OMUxOCUxStag

ANOVA (d)
Sum of
Model Squares df Mean Square F Sig.
1 Regression 4871.133 10 487.113 1.871 .053
Residual 42174.100 162 260.334
Total 47045.234 172
2 Regression 6868.123 23 298.614 1.107 .344
Residual 40177.110 149 269.645
Total 47045.234 172
3 Regression 8163.947 29 281.515 1.035 427
Residual 38881.286 143 271.897
Total 47045.234 172

d Dependent Variable: Growth5Yr
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Coefficients 2

Unstandardized Standardized
Coefficients Coefficients

Model B Std. Error Beta t Sig.

1 (Constant) -2.913 6.228 -.468 641
CDefer 731 1.186 .049 .616 .539
CAccel .814 .940 .071 .866 .388
CStaging 617 1.224 .041 .504 .615
COpflex -.639 1.297 -.039 -.493 .623
CPartCom 1.858 .894 161 2.079 .039
CPlat 937 1.049 .071 .893 373
LOGTA .553 714 .061 775 439
CRHINDEX 21.406 22.542 .079 .950 344
CSEMean5 -3.300 123.837 -.002 -.027 979
ConGr5 .888 .313 227 2.838 .005

2 (Constant) -5.744 6.615 -.868 .387
CDefer .947 1.266 .063 748 456
CAccel .846 .986 .074 .858 .392
CStaging .683 1.387 .045 493 .623
COpflex -562 1.373 -.034 -410 .683
CPartCom 1.690 .936 146 1.806 .073
CPlat .878 1.131 .066 776 439
LOGTA .864 .758 .096 1.140 .256
CRHINDEX 23.461 26.867 .086 .873 .384
CSEMean5 -58.808 134.096 -.039 -.439 .662
ConGr5 910 327 .233 2.779 .006
OCUxDef 6.895 26.481 .024 .260 795
OCUxAcc -.348 18.982 -.002 -.018 .985
OCUxStag -13.627 25.748 -.050 -529 597
OCUXOpFI 6.452 25.978 .021 .248 .804
OCUxPartC -18.116 17.517 -.093 -1.034 .303
OCUxPlat 17.855 23.644 .071 755 451
OMUxDef 235.114 137.523 152 1.710 .089
OMUXxAcc 75.736 92.347 .074 .820 413
OMUxStag -148.444 143.484 -.102 -1.035 .303
OMUXOpFI 55.010 150.665 .031 .365 716
OMUXxPartC -14.790 97.718 -.013 -.151 .880
OMUXxPlat 133.709 106.135 .108 1.260 .210
OMUXOCU -1693.865 | 1953.754 -.089 -.867 .387

3 (Constant) -5.180 6.866 -.755 452
CDefer .688 1.321 .046 521 .603
CAccel 1.005 1.009 .087 .996 321
CStaging .556 1.454 .037 .382 .703
COpflex -1.112 1.427 -.068 =779 437
CPartCom 1.730 1.033 .150 1.676 .096
CPlat 1.065 1.183 .081 .900 .370
LOGTA .837 .783 .093 1.069 .287
CRHINDEX 35.356 29.095 130 1.215 226
CSEMean5 -62.851 147.077 -.042 -.427 .670
ConGr5 .878 341 .225 2.577 .011
OCUxDef 12.660 27.397 .045 462 .645
OCUxAcc -1.356 19.629 -.006 -.069 .945
OCUxStag -18.668 26.955 -.069 -.693 490
OCUXOpFI 2.546 30.183 .008 .084 .933
OCUxPartC -5.818 19.423 -.030 -.300 765
OCUxPlat -1.318 27.440 -.005 -.048 .962
OMUxDef 217.435 146.016 141 1.489 139
OMUXxAcc 100.691 95.625 .098 1.053 294
OMUxStag -164.711 168.082 -.113 -.980 329
OMUXOpFI -3.547 162.143 -.002 -.022 .983
OMUXxPartC 5.143 105.209 .005 .049 961
OMUXxPlat 139.602 112.495 112 1.241 217
OMUXOCU 117.178 | 3326.313 .006 .035 972
OMUXOCUxDef 629.506 | 3319.760 .022 .190 .850
OMUXOCUXxAcc 1155.262 | 1731.368 .067 .667 .506
OMUxOCUxStag |-2481.411 | 2746.150 -.138 -.904 .368
OMUXOCUXxOpFI | -4563.691 | 3019.995 -.161 -1.511 133
OMUxOCUxPartC 256.234 | 1988.785 .017 129 .898
OMUXxOCUxPlat 337.922 | 2356.571 .020 143 .886

a. Dependent Variable: Growth5Yr

199




Market-to-Book - Perceived Uncertainty

Model Summary

Std. Change Statistics
Adjusted Error of R
R R the Square F Sig. F
Model R Square Square Estimate | Change | Change | dfl | df2 | Change
1 .3062 .094 .038 40164 .094 1.671 10 | 162 .092
2 424P .180 .053 .39833 .086 1.208 13 | 149 279
3 .508¢ .258 107 .38681 .078 2.501 6 | 143 .025

a. Predictors: (Constant), ConMTB, CPerCU, COpflex, CPartCom, LOGTA, CStaging,
CPerMU, CPlat, CDefer, CAccel

b. Predictors: (Constant), ConMTB, CPerCU, COpflex, CPartCom, LOGTA, CStaging,
CPerMU, CPlat, CDefer, CAccel, PMUxOpFI, PMUxPlat, PMUxAcc, PCUxPartC, PCUxDef,
PMUxPartC, PCUxOpFI, PMUxDef, PCUxAcc, PMUxPCU, PMUxStag, PCUxPlat, PCUxSta

C. Predictors: (Constant), ConMTB, CPerCU, COpflex, CPartCom, LOGTA, CStaging,
CPerMU, CPlat, CDefer, CAccel, PMUxOpFI, PMUxPlat, PMUxAcc, PCUxPartC, PCUxDef,
PMUxPartC, PCUxOpFI, PMUxDef, PCUxAcc, PMUXPCU, PMUxStag, PCUxPlat, PCUxSta
PMUxPCUxPlat, PMUxPCUxStag, PMUxPCUxPartC, PMUxPCUxOpFI, PMUxPCUxAcc,

PMUxPCUxDef
ANOVA (d)
Sum of

Model Squares df Mean Square F Sig.

1 Regression 2.696 10 270 1.671 .092
Residual 26.133 162 161
Total 28.829 172

2 Regression 5.188 23 226 1.422 .109
Residual 23.641 149 .159
Total 28.829 172

3 Regression 7.434 29 256 1.713 .021
Residual 21.396 143 150
Total 28.829 172

d Dependent Variable: MktToBk
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Coefficients 2

Unstandardized Standardized
Coefficients Coefficients

Model B Std. Error Beta t Sig.

1 (Constant) .019 .150 125 .901
CDefer .010 .030 .027 .332 740
CAccel -.015 .023 -.052 -.631 .529
CStaging -.038 .031 -.100 -1.225 222
COpflex .027 .032 .067 .847 .398
CPartCom .005 .022 .018 .235 .815
CPlat .003 .026 .011 134 .893
CPerMU .025 .033 .059 752 453
CPerCU .004 .032 .009 119 .905
LOGTA .060 .018 .268 3.396 .001
ConMTB 242 172 .106 1.407 .161

2 (Constant) 139 .158 .880 .380
CDefer .023 .032 .062 724 470
CAccel -.013 .024 -.046 -541 .589
CStaging -.042 .033 -111 -1.272 .205
COpflex .039 .034 .095 1.123 .263
CPartCom .005 .022 .017 219 .827
CPlat -.013 .027 -.041 -.499 .619
CPerMU .015 .035 .036 434 .665
CPerCU -.015 .034 -.036 -.426 671
LOGTA .049 .019 .220 2.662 .009
ConMTB 177 174 .078 1.021 .309
PCUxDef .004 .029 .010 124 .902
PCUxAcc .006 .022 .022 .258 797
PCUxStag -.023 .033 -.067 -.691 491
PCUXOpFI .049 .033 134 1.475 142
PCUxPartC .032 .026 .107 1.240 217
PCUxPlat .006 .028 .019 .201 .841
PMUxDef .018 .033 .047 .543 .588
PMUXxAcc -.024 .024 -.081 -.984 327
PMUxStag -.077 .034 -.206 -2.274 .024
PMUXOpFI .027 .034 .068 .802 424
PMUxPartC .016 .023 .058 .700 485
PMUxPlat .025 .028 .072 .862 .390
PMUxPCU .012 .038 .029 .308 759

3 (Constant) 104 157 .660 511
CDefer .011 .032 .030 .341 734
CAccel -.008 .024 -.028 -.332 741
CStaging -.021 .034 -.057 -.628 531
COpflex .031 .034 077 912 .363
CPartCom -.007 .023 -.026 -.322 748
CPlat -.004 .027 -.013 -.163 871
CPerMU .017 .037 .040 452 .652
CPerCU .029 .036 .071 .793 429
LOGTA .054 .019 .240 2.899 .004
ConMTB 174 170 .077 1.025 .307
PCUxDef .025 .033 .072 .768 444
PCUxAcc -.009 .023 -.035 -.381 704
PCUxStag -.038 .034 -.109 -1.115 .267
PCUXOpFI .071 .034 .196 2.089 .038
PCUxPartC .018 .026 .060 .683 496
PCUxPlat .009 .027 .030 .327 744
PMUxDef .007 .034 .018 .206 .837
PMUXxAcc -.019 .025 -.063 -.761 448
PMUxStag -.083 .034 -.222 -2.418 .017
PMUXOpFI .038 .037 .094 1.029 .305
PMUxPartC .013 .023 .048 .587 .558
PMUxPlat .029 .028 .085 1.020 .309
PMUxPCU .038 .039 .093 979 .329
PMUxPCUxDef .024 .034 .069 .708 480
PMUxPCUxAcc -.061 .025 -.235 -2.470 .015
PMUxPCUxStag -.088 .034 -.245 -2.591 .011
PMUXPCUXOpFI .074 .037 .195 1.996 .048
PMUxPCUxPartC .027 .027 .093 1.012 313
PMUxPCUxPlat .009 .029 .030 319 751

a. Dependent Variable: MktToBk
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Market-to-Book - Objective Uncertainty

Model Summary

Std. Change Statistics
Adjusted Error of R
R R the Square F Sig. F
Model R Square | Square Estimate | Change | Change | dfl | df2 | Change |
1 .3072 .094 .038 40151 .094 1.683 10 | 162 .089
2 5570 310 .204 .36527 216 3.596 13 | 149 .000
3 .599¢ .359 .229 .35959 .048 1.790 6 | 143 .105

a. Predictors: (Constant), ConMTB, CRHINDEX, CAccel, CPartCom, COpflex, CDefer,
CPlat, LOGTA, CSEMean5, CStaging

b. Predictors: (Constant), ConMTB, CRHINDEX, CAccel, CPartCom, COpflex, CDefer,
CPlat, LOGTA, CSEMean5, CStaging, OMUxAcc, OCUxOpFI, OMUxPartC, OMUxPlat,
OMUXOpFI, OCUxStag, OMUxDef, OCUxAcc, OCUxPartC, OCUxDef, OMUxStag,
OCUxPlat, OMUxOCU

C. Predictors: (Constant), ConMTB, CRHINDEX, CAccel, CPartCom, COpflex, CDefer,
CPlat, LOGTA, CSEMean5, CStaging, OMUxAcc, OCUxOpFI, OMUxPartC, OMUxPIat,
OMUXOpFI, OCUxStag, OMUxDef, OCUxAcc, OCUxPartC, OCUxDef, OMUxStag,
OCUxPlat, OMUxOCU, OMUxOCUxDef, OMUxOCUxOpFI, OMUxOCUxAcc,
OMUxOCUxPartC, OMUxOCUxPlat, OMUxOCUxStag

ANOVA (d)
Sum of
Model Squares df Mean Square F Sig.
1 Regression 2.713 10 271 1.683 .089
Residual 26.116 162 161
Total 28.829 172
2 Regression 8.950 23 .389 2.916 .000
Residual 19.879 149 133
Total 28.829 172
3 Regression 10.338 29 .356 2.757 .000
Residual 18.491 143 129
Total 28.829 172

d Dependent Variable: MktToBk
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Coefficients 2

Unstandardized Standardized
Coefficients Coefficients

Model B Std. Error Beta t Sig.

1 (Constant) .071 .150 AT72 .638
CDefer .004 .030 .011 142 .887
CAccel -.017 .023 -.059 -715 476
CStaging -.034 .030 -.090 -1.127 .261
COpflex .032 .032 .079 .993 322
CPartCom .005 .022 .017 .216 .830
CPlat .000 .026 -.001 -.015 .988
LOGTA .053 .018 .238 2.995 .003
CRHINDEX -.460 551 -.068 -.834 406
CSEMean5 -.758 2.959 -.020 -.256 .798
ConMTB 232 172 .102 1.351 179

2 (Constant) 167 141 1.180 .240
CDefer .003 .028 .009 113 .910
CAccel -.029 .022 -.103 -1.333 .185
CStaging -.039 .031 -.102 -1.262 .209
COpflex .044 .031 .107 1.426 .156
CPartCom .006 .021 .020 .280 .780
CPlat .015 .025 .047 .620 .536
LOGTA .039 .017 A77 2.339 .021
CRHINDEX -.068 .589 -.010 -.116 .908
CSEMean5 1.498 2.889 .040 .518 .605
ConMTB .198 159 .087 1.247 214
OCUxDef -.426 .589 -.061 -723 471
OCUxAcc .262 422 .049 .620 .536
OCUxStag 1.858 572 277 3.247 .001
OCUXOpFI -.545 .580 -071 -.938 .350
OCUxPartC -977 .390 -.202 -2.507 .013
OCUxPlat -1.577 525 -.253 -3.006 .003
OMUxDef 1.858 3.061 .049 .607 .545
OMUXxAcc 3.981 2.054 .156 1.938 .054
OMUxStag .920 3.200 .026 .288 774
OMUXOpFI 2.628 3.344 .059 .786 433
OMUXxPartC -3.556 2.178 -.126 -1.632 .105
OMUXxPlat -.815 2.338 -.027 -.349 728
OMUXOCU 3.318 43.338 .007 .077 .939

3 (Constant) .187 144 1.299 .196
CDefer .005 .029 .014 .183 .855
CAccel -.026 .022 -.091 -1.173 .243
CStaging -.061 .031 -.163 -1.964 .051
COpflex .045 .031 111 1.450 .149
CPartCom .007 .022 .024 312 755
CPlat .006 .026 .020 .251 .802
LOGTA .036 .017 159 2.081 .039
CRHINDEX -.003 .630 .000 -.005 .996
CSEMean5 -.379 3.050 -.010 -.124 .901
ConMTB 212 .158 .093 1.340 .183
OCUxDef -.550 .598 -.078 -921 .359
OCUxAcc .335 428 .063 784 434
OCUxStag 2.052 .584 .306 3.512 .001
OCUXOpFI -.952 .657 -.125 -1.449 .150
OCUxPartC -.854 424 -.176 -2.015 .046
OCUxPlat -1.215 .596 -.195 -2.040 .043
OMUxDef -.542 3.179 -.014 -.170 .865
OMUXxAcc 5.063 2.085 199 2.428 .016
OMUxStag 1.445 3.630 .040 .398 .691
OMUXOpFI -.238 3.508 -.005 -.068 946
OMUXxPartC -2.258 2.283 -.080 -.989 324
OMUXxPlat -1.636 2.429 -.053 -.673 .502
OMUxOCU 40.970 71.783 .087 571 .569
OMUXOCUxDef -4.285 72.012 -.006 -.060 .953
OMUxOCUxAcc 54.208 37.756 127 1.436 .153
OMUxOCUxStag | -118.291 59.153 -.265 -2.000 .047
OMUXOCUXOpFI 40.226 65.760 .057 .612 542
OMUxOCUxPartC 28.608 43.122 .074 .663 .508
OMUXxOCUxPlat -.668 50.801 -.002 -.013 .990

a. Dependent Variable: MktToBk
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Return on Assets - Perceived Uncertainty

Model Summary

Std.
Error of Change Statistics
Adjusted the R Sig. F
R R Estimat | Square F Chang
Model R Square | Square e Change | Change | dfl | df2 e
1 .2602 .067 .010 9.0133 .067 1.171 10 | 162 .314
2 .347° .120 -.016 9.1290 .053 .686 13 | 149 775
3 .398¢ .158 -.012 9.1134 .038 1.085 6 | 143 .374
a. Predictors: (Constant), ConROA, CPlat, CAccel, CPerCU, CPerMU, CPartCom,
COpflex, CStaging, CDefer, LOGTA
b. Predictors: (Constant), ConROA, CPlat, CAccel, CPerCU, CPerMU, CPartCom,
COpflex, CStaging, CDefer, LOGTA, PMUxOpFI, PMUxPlat, PMUxAcc, PCUxPartC,
PCUxDef, PMUxPartC, PCUxOpFl, PMUxDef, PCUxAcc, PCUxStag, PMUxStag,
PMUxPCU, PCUxPIlat
C. Predictors: (Constant), ConROA, CPlat, CAccel, CPerCU, CPerMU, CPartCom,
COpflex, CStaging, CDefer, LOGTA, PMUxOpFI, PMUxPlat, PMUxAcc, PCUxPartC,
PCUxDef, PMUxPartC, PCUxOpFl, PMUxDef, PCUxAcc, PCUxStag, PMUxStag,
PMUxPCU, PCUxPIat, PMUxPCUxPIlat, PMUxPCUxStag, PMUxPCUxPartC,
PMUxPCUxOpFI, PMUxPCUxAcc, PMUxPCUxDef
ANOVA (d)
Sum of
Model Squares df Mean Square F Sig.
1 Regression 951.131 10 95.113 1.171 .314
Residual 13160.699 162 81.239
Total 14111.830 172
2 Regression 1694.477 23 73.673 .884 .619
Residual 12417.353 149 83.338
Total 14111.830 172
3 Regression 2235.083 29 77.072 .928 .576
Residual 11876.747 143 83.054
Total 14111.830 172

d Dependent Variable: AvgROAS3
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Coefficients 2

Unstandardized Standardized
Coefficients Coefficients

Model B Std. Error Beta t Sig.

1 (Constant) -.075 2.927 -.026 .980
CDefer .206 .680 .025 .303 762
CAccel -.006 .528 -.001 -.012 .990
CStaging 234 .695 .028 .337 736
COpflex .582 724 .065 .804 423
CPartCom -.447 491 -.071 -.910 .364
CPlat .086 .583 .012 .148 .882
CPerMU -1.268 .735 -.138 -1.726 .086
CPerCU 552 .710 .061 778 438
LOGTA 510 411 .103 1.241 217
ConROA 402 .286 114 1.407 .161

2 (Constant) .365 3.114 117 .907
CDefer .290 725 .035 .400 .690
CAccel .036 552 .006 .065 .948
CStaging .318 .760 .038 418 677
COpflex 570 .788 .063 723 471
CPartCom -.428 512 -.068 -.837 404
CPlat -.102 .620 -.014 -.164 .870
CPerMU -1.414 792 -.154 -1.786 .076
CPerCU 414 .783 .046 529 .598
LOGTA .394 442 .080 .891 374
ConROA 479 .296 136 1.618 .108
PCUxDef -1.071 671 -.139 -1.596 113
PCUxAcc .254 493 .045 514 .608
PCUxStag .013 761 .002 .018 .986
PCUXOpFI -.386 751 -.048 -513 .609
PCUxPartC -370 .598 -.055 -.619 .537
PCUxPlat 111 .638 .017 173 .863
PMUxDef 611 .750 .073 .815 416
PMUXxAcc .165 .562 .025 295 769
PMUxStag -.954 .781 -115 -1.222 224
PMUXOpFI 474 .783 .053 .605 .546
PMUxPartC 916 .535 149 1.714 .089
PMUxPlat -.086 .653 -.011 -.132 .895
PMUxPCU .068 .878 .008 .078 .938

3 (Constant) -.436 3.189 -137 .891
CDefer 272 761 .033 .357 722
CAccel .060 572 .010 .105 916
CStaging 493 .815 .059 .606 .546
COpflex .681 .810 .076 .841 402
CPartCom -.337 537 -.053 -.627 532
CPlat .039 .634 .005 .062 951
CPerMU -1.674 .861 -.182 -1.945 .054
CPerCU .610 .861 .068 .709 479
LOGTA 469 454 .095 1.035 .302
ConROA 515 .298 146 1.728 .086
PCUxDef -1.253 .768 -.163 -1.633 .105
PCUxAcc 147 537 .026 274 .784
PCUxStag -.053 792 -.007 -.066 .947
PCUXOpFI -717 795 -.090 -.902 .369
PCUxPartC -.361 .623 -.054 -.580 .563
PCUxPlat 124 .639 .019 194 .847
PMUxDef .302 .801 .036 377 707
PMUXxAcc 114 .580 .017 197 .844
PMUxStag -.853 .811 -.103 -1.052 295
PMUXOpFI .832 .864 .094 .963 337
PMUxPartC .963 .538 .156 1.788 .076
PMUxPlat -.169 .666 -.022 -.254 .800
PMUxPCU -.099 .920 -.011 -.108 914
PMUxPCUxDef -.293 .811 -.038 -.362 718
PMUXPCUXxAcc .017 .580 .003 .030 .976
PMUxPCUxStag -.591 .806 -.074 -734 464
PMUxPCUxOpFI -.322 .871 -.038 -.370 712
PMUXPCUxPartC -.568 .630 -.089 -.901 .369
PMUxPCUxPlat -.915 678 -.134 -1.350 179

a. Dependent Variable: AvgROA3
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Return on Assets - Objective Uncertainty

Model Summary

Change Statistics

Std.
Adjusted | Error of R
R R the Square F Sig. F
Model R Square Square Estimate | Change | Change | dfl | df2 | Change |
1 .2782 .077 .020 8.9657 .077 1.356 10 | 162 .205
2 420P 176 .049 8.8323 .099 1.379 13 | 149 176
3 .481°¢ 232 .076 8.7080 .055 1.714 6 | 143 122

a. Predictors: (Constant), CSEMean5, CStaging, CPlat, LOGTA, CPartCom, COpflex,
CDefer, ConROA, CRHINDEX, CAccel

b. Predictors: (Constant), CSEMean5, CStaging, CPlat, LOGTA, CPartCom, COpflex,
CDefer, ConROA, CRHINDEX, CAccel, OMUxAcc, OMUxPartC, OMUxPlat, OCUxOpFlI,
OMUXOpFI, OCUxStag, OMUxDef, OCUxAcc, OCUxPartC, OMUxStag, OCUxDef,
OCUxPlat, OMUxOCU

C. Predictors: (Constant), CSEMean5, CStaging, CPlat, LOGTA, CPartCom, COpflex,
CDefer, ConROA, CRHINDEX, CAccel, OMUxAcc, OMUxPartC, OMUxPlat, OCUxOpFlI,
OMUXOpFI, OCUxStag, OMUxDef, OCUxAcc, OCUxPartC, OMUxStag, OCUxDef,
OCUxPlat, OMUxOCU, OMUxOCUxDef, OMUxOCUxOpFI, OMUxOCUxAcc,
OMUxOCUxPartC, OMUxOCUxPlat, OMUxOCUxStag

ANOVA(d)
Sum of
Model Squares df Mean Square F Sig.
1 Regression 1089.723 10 108.972 1.356 .205
Residual 13022.107 162 80.383
Total 14111.830 172
2 Regression 2488.450 23 108.193 1.387 126
Residual 11623.381 149 78.009
Total 14111.830 172
3 Regression 3268.325 29 112.701 1.486 .068
Residual 10843.505 143 75.829
Total 14111.830 172

d Dependent Variable: AvgROAS3

206



Coefficients 2

Unstandardized Standardized
Coefficients Coefficients

Model B Std. Error Beta t Sig.

1 (Constant) -2.316 2.924 -.792 430
CDefer .374 .661 .045 .566 572
CAccel .028 524 .004 .053 .958
CStaging .078 .680 .009 115 .909
COpflex .326 721 .036 .453 .651
CPartCom -.334 494 -.053 -.677 .499
CPlat 232 576 .032 .402 .688
LOGTA .853 413 173 2.064 .041
ConROA .357 .285 .102 1.254 212
CRHINDEX 26.409 12.322 178 2.143 .034
CSEMean5 93.504 66.185 114 1.413 .160

2 (Constant) -2.461 3.027 -.813 418
CDefer .261 .683 .032 .382 .703
CAccel 212 531 .034 .400 .690
CStaging .142 743 .017 191 .849
COpflex .267 738 .030 .362 718
CPartCom -514 .500 -.081 -1.026 .306
CPlat .285 .604 .039 471 .638
LOGTA 1.050 426 212 2.462 .015
ConROA .120 .300 .034 .399 .690
CRHINDEX 42.491 14.383 .286 2.954 .004
CSEMean5 83.021 70.272 .101 1.181 .239
OCUxDef -4.627 14.330 -.030 -.323 747
OCUxAcc -30.255 10.448 -.257 -2.896 .004
OCUxStag -4.071 13.829 -.027 -.294 .769
OCUXOpFI 21.038 14.394 125 1.462 .146
OCUxPartC -3.324 9.435 -.031 -.352 725
OCUXxPlat 11.317 12.717 .082 .890 .375
OMUxDef 54.703 74.017 .065 .739 461
OMUxAcc -38.654 49.767 -.069 =777 439
OMUxStag 25.823 77.196 .032 .335 .738
OMUXOpFI 152.328 81.339 .154 1.873 .063
OMUXxPartC 109.839 52.585 .176 2.089 .038
OMUXxPlat -11.708 56.605 -.017 -.207 .836
OMUXOCU -219.817 | 1047.690 -.021 -.210 .834

3 (Constant) -1.101 3.096 -.355 723
CDefer .005 .700 .001 .008 .994
CAccel .075 534 .012 .140 .889
CStaging .503 757 .060 .665 .507
COpflex .070 754 .008 .093 .926
CPartCom -.089 541 -.014 -.165 .869
CPlat .011 .624 .002 .018 .985
LOGTA .963 429 .195 2.245 .026
ConROA -.009 .299 -.003 -.031 .975
CRHINDEX 50.776 15.453 .341 3.286 .001
CSEMean5 120.930 74.385 147 1.626 .106
OCUxDef -1.405 14.538 -.009 -.097 .923
OCUxAcc -33.105 10.596 -.281 -3.124 .002
OCUxStag -12.325 14.154 -.083 -.871 .385
OCUXOpFI 8.955 16.152 .053 .554 .580
OCUxPartC -8.979 10.277 -.084 -.874 .384
OCUxPlat 10.398 14.429 .075 721 472
OMUxDef 48.300 77.049 .057 .627 .632
OMUXxAcc -46.568 50.609 -.083 -.920 .359
OMUxStag 20.372 87.958 .026 .232 .817
OMUXOpFI 208.044 85.542 211 2.432 .016
OMUXxPartC 124.076 55.277 .199 2.245 .026
OMUxPlat -27.148 58.911 -.040 -.461 .646
OMUXOCU 1153.098 | 1733.804 .110 .665 .507
OMUXOCUxDef -1008.319 | 1740.206 -.065 -.579 .563
OMUxOCUxAcc | -1085.245 915.093 -115 -1.186 .238
OMUXOCUxStag 578.829 | 1427.680 .059 .405 .686
OMUXOCUXOpFI [-4210.215 | 1604.960 -271 -2.623 .010
OMUxOCUxPartC | 590.001 | 1043.287 .069 .566 573
OMUXOCUxPlat -1929.753 | 1220.595 -.210 -1.581 116

a. Dependent Variable: AvgROA3
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