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UMass at TREC 2004: Novelty and HARD

Nasreen Abdul-Jaleel, James Allan, W. Bruce Croft, Feroddidz, Leah Larkey, Xiaoyan Li,
Mark D. Smucker, Courtney Wade

Center for Intelligent Information Retrieval
Department of Computer Science
University of Massachusetts

Ambherst, MA 01003

Abstract 2 Novelty

For the TREC 2004 Novelty track, UMass participated i1 Overview of Our Approaches for the Four Tasks
all four tasks. Although finding relevant sentences w. L ,
ere are four tasks in this year's novelty track and we

harder this year than last, we contmue_ to show markeamupated in all of them. For the 50 topics in the 2004

improvements over the baseline of calling all sentences

. : ; . track, each of them has 25 relevant documents, and zero

relevant, with a variant of tfidf being the most successfu ! :
or more non-relevant documents. Task 1 was to identify

I —004 | -
approach. We achieve 5-9% improvements over the b relevant and novel sentences, given the full set of doc-

line n Ipcgtmg novel sentences, pr|mar|ly by looking aEl%ments for the 50 topics. Task 2 was to identify all novel
the similarity of a sentence to earlier sentences and focus- . .

) - seéntences, given the full set of relevant sentences in all
ing on named entities.

. . documents. Task 3 was to find the relevant and novel sen-
For the High Accuracy Retrieval from Document

forms, fixed- and variable-length passage retrieval, a&d-

the use of metadata. Clarification form results indic &/en all relevant sentences from all documents and the
that passage level feedback can provide improveme 6§/el sentences from the first 5 documents
comparable to user supplied related-text for document '

evaluation and outperforms related-text for passage evallVe compared the statistics of the 2004 track with both
uation. Document retrieval methods without a query o002 and 2003 Fracks, and have found that the statistics of
pansion component show the most gains from related-td@f 2004 track is closer to the 2003 track. The compar-
We also found that displaying the top passages for fedfn Of the statistics of the 2003 and 2004 novelty track
back outperformed displaying centroid passages. Nanfi@ i shown in 1. Therefore we decided to train our Sys-
entity feedback resulted in mixed performance. Our pFEm with the 2_003 data when no training from this year's
mary findings for passage retrieval are that document fECk was available for Tas’k 1 and Task 2, and used the
trieval methods performed better than passage retrie¢@inNing data from this year's track as it was available for
methods on the passage evaluation metric of binary pré®SK 3 and task4. We have already developed an answer-
erence at 12,000 characters, and that clarification forHRJating approach to novelty detection [1], which gave
improved passage retrieval for every retrieval method otter performance in terms precision at low recall on bo_th
plored. We found no benefit to using variable-length pa@-e 2002 and the 2003_ novelty track data than the baseline
sages over fixed-length passages for this corpus. Our @iBRroaches reported in that work. However, we could not

of geography and genre metadata resulted in no significii the answer-updating approach directly in the tasks of
changes in retrieval performance. this year’'s novelty track because the evaluation measure

used in novelty track was the F measure, which is the har-
. monic mean of precision and recall. Therefore, we used
1 Introduction TFIDF techniques with selective feedback for finding rel-
The University of Massachusetts Amherst participated éwvant sentences and considered the maximum similarity
three tracks this year. This report discusses work doofea sentence to its previous sentences and new named en-
on the Novelty and High Accuracy Retrieval from Doctities to identify novel sentences. The detail descripion
uments (HARD) tracks. Work on the Terabyte track ibout our approaches are elaborated in the following sub-
reported elsewhere [24]. sections. Only the main approach for each task will be



Feature Track 2003| Track 2004
Num. of Event Topics 28 25
Num. of Opinion Topics 22 25
Num. of Relevant Documents/Topic 25 25
Num. of Non-relevant Documents/Top|c 0 11.16
Avg. Num. Sentences/Topic 797.4 1048.8

Table 1: Statistics comparison of 2003 and 2004 track data

Approaches F-score (2003) F-score (2004)
0. The Original full set of sentences 0.5398 0.303

1. TFIDF models with pseudo feedback 0.6429 0.393 (CIIRT1R1)
2. TFIDF models with selective pseudo feedback 0.6593 0.395 (CIIRT1R2)

Table 2: Performance of finding relevant sentences in Task2003 and 2004 data

Approaches F-score(2003) F-score(2004)
0. The Original full set of sentences 0.5271 0.306

1. TFIDF models with relevance feedback 0.6229 0.405 (CIIRT3R2)
2. TFIDF models with selective relevance feedback 0.6554 0.406(ClIR31R1)

Table 3: Performance of finding relevant sentences in Task203 and 2004 data

reported in this paper even though multiple runs for eastory discussed in a news story. In addition to short sen-

topic were submitted to TREC from us. tences, non-informative sentences and non-normal sen-
tences, sentences similar to given non-relevant sentences
2.2 Relevant Sentence Retrieval were also removed for Task 3 when partial judgment was

For relevant sentence retrieval, our system treated sawailable. Basically if the maximum similarity between a
tences as documents and used the words in the title figi@gtence and given non-relevant sentences is greater than
of the topics as queries. TFIDF techniques with pseuddreset threshold (which was trained with the 2003 data),
feedback or selective pseudo feedback were used for fitlte sentence was treated as non-relevant sentence and thus
ing relevant sentences for Task 1 and TFIDF techniqu&snoved from the result list.

with relevance feedback or selective relevance feedback he performance of finding relevance sentences using
were used for Task3. Selective pseudo feedback meansapproaches on the 2003 and 2004 data for Taskl and
pseudo feedback was performed on some queries but Frsk 3 are given in Table 2 and Table 3 respectively. There
on other queries based on an automatic analysis on quai§ three conclusions that can be drawn from the resuilts.
words across different topics. Basically, a query withirst, the F scores of the original full set of sentences show
more focused query words that rarely appear in relevdhat how difficult the task is on different data set. It is
documents related to other queries is likely to haveckear to us that the task of finding relevant sentences on the
better performance without pseudo feedback. Select®@04 data is more difficult than that on the 2003 data. Sec-
relevance feedback means whether to performance reled, TFIDF techniques work well for relevant sentences
vance feedback on a query was determined by the coigtrieval on both the 2003 and 2004 data sets. Third, se-
parison between the performance with and without régctive feedback gives better performance than applying
evance feedback in the top five documents for this quéggdback on all queries on the two data sets.

because the judgment of the top five documents was given

for Task 3. Short sentences, non-informative senten@eg Identifying Novel Sentences

as well as non-normal sentences were removed in theSimilarities of a sentence to its previous sentences and
nal results. Non-informative sentences are the sententesoccurrence of new named entities in the sentence are
that have less than n non-stopwords, where the best vdlue main factors considered in our approach to identify-
of n is 3 (which was learned from the 2003 data). Seimg novel sentences. New named entities have been used
tences that have less than m terms are short sentensesgessfully in our answer-updating approach in novelty
where the best value of m is 7 from the 2003 data. No#letection [21].

normal sentences refer to some special formats for somé&or Task 1 and Task3, our system started with the list of
purposes other than offering the information about tisentences returned from the relevant sentences retrieval,



Approaches Starting set of sentencesldentify novel sentences
F-scoreTask 1 (Ch% 0.195 0.211(+8.2%)
F-scoreTask 2 (Ch% 0.577 0.610(+5.7%)
F-scoreTask 3 (Ch% 0.194 0.210(+8.2%)
F-scoreTask 4 (Ch% 0.541 0.577(+6.7%)

Table 4: Performance of identifying novel sentences fok3ds4

which unavoidably contains many non-relevant sentenceg-irst, we generate a clarification form and receive user
in addition to relevant sentences. For Task 2 and Tasledback. Using the response, the first clarification form
4, our system started with the set of given relevant senedule constructs a new, possibly modified query repre-
tences only. In either case, the cosine similarity betwesentation. Depending on the retrieval element, the query
a sentence and each its previous sentence was calculatggtesentation is passed to either a passage retrieval mod-
The maximum similarity of a sentence to its previous seunle or a document retrieval module. Both of these mod-
tences was used to eliminate redundant sentences. $#&s return a ranked list of items (passages or documents).
tences with a maximum similarity value greater than Ehese items are then re-ranked based upon the satisfac-
preset threshold may be treated as redundant sententi@s.of topic metadata value. As a post-processing step,
The value of the same threshold for all topics was tun#e ranked list is further altered by feedback elicited from
with the TREC 2003 track data when no training datbe clarification form.

from this year's was available. The value of the thresh-

old for each topic was trained with the training data whe3)1 Methods and Materials

the judgment of the top five documents was given far1 1 LLECTION PROCESSING

Ta;k 3 and Task 4. In add'“‘?” to th_e maximum SIMpe processed the HARD collection differently for re-
larity between a sentence and its previous sentences, ¥ al and metadata classification. For both retrieval

named entities were also considered in identifying nov&l|d classification, only text between th@! TLE> and
sentences. A person’s name or an organization in a SEREXT> tags weré handled

tence that did not appear in the previous sentences MaY. . atrieval  tokenization was based on non-
give new information about who was related to an event or S . .
. . : alphanumeric characters. If a token was not in a list of
an opinion [21]. Therefore, a sentence with previously u crophile [18] acronyms, then it was down-cased. If a
seen named entities was treated as novel sentences. AQGUY ! : .
20 types of named entities were considered in our s own-cased token was in the libbow stopword list [23],
ypes of ¥Ren it was ignored. The Krovetz stemmer [15] packaged
tem, which included PERSON, LOCATION, ORGANI-

ZATION, DATE and MONEY, etc. BBN's IdentiFinder VIt bemur [1] was used to stem all remaining down-

[2] and our approach [21] were used for identifying namec(?SEd WorQS. The topics and relgted text mgtadata where
entities processed in the same manner with the additional process-

ing step thaht t p: / / URLs were automatically stripped
The performance of identifying novel sentences fT'rgm thpe relatedptext y Stripp
;I;Zii ié; a:rez,i\-/r:rfli(nSnglde zas'llfhi (lir-]s::r:)erezgr??hgogé\ :y_For metadata classification, contiguous digits were re-
. 9 o faced by a token representing a number. The paragraph
ing set of sentences (as described above) for each task es- . .
; . ag,<P>, was retained as a token. Quotation marks,

tablishes a bottom line for performance of a novelty de->; ., . -

and , were converted to the double quote mark;.

tection algorithm. The F-scores were evaluated when e ! :
; . ontractions were pulled off and became their own to-
simply assumed all the sentences were novel (without any.

novelty detection). Any successful novelty detection ap hs (nt,'s, 'd,'m, 'll, 've, and e). All punctuation was

proach should beat the F-score bottom-line for each tasfl?ated as separate tokens. All remaining text was down-

Table 4 shows that the F-scores of our approaches h%@éed and broken at whitespace boundaries.

significant increases from the bottom lines for all the fo

r
tasks. L3%.1.2 TRAINING TOPICS

The LDC supplied training data consists of 21 topics. For
each topic, the LDC judged the top 100 documents re-
3 HARD turned by their search system. We augmented the training
UMass explored four different sub-tasks in the coursepics with additional judgments by obtaining in-house
of HARD 2004: fixed-length passage retrieval, variabl@gidgments on an additional 100 documents for each topic.
length passage retrieval, metadata, and clarification fofihis expanded set of judgments was used for parameter
feedback. tuning.



3.1.3 QUERY REPRESENTATION estimation of the relevance model since we are normal-
A query model refers to a probability distribution oveizing the query likelihoods. The second paramefdr,
words representing the user’s information need. In thequires a little explanation. First, we compute the rele-
simplest case, we have the maximum likelihood quevgnce model as in Equation 2. Second, we order the terms
model based on the the user’s title and description fields.P(w|R) in decreasing order of probability. Third, we
Here, the we would process the text according to sewlect the topl/ terms from this ordering. Finally, we
tion 3.1.1 and then form a maximum likelihood languagermalize these term weights to sum to one.

model using remaining terms as evidence. A relevance model captures behavior of the returned
documents but throws away the original query. In order
3.1.4 RETRIEVAL USING LANGUAGE MODELS to maintain information in the original query model, we

A description of retrieval using language models is bgnearly interpolate the relevance model with the original
yond the scope of this document. We refer readers to figery model:P’(w|R) = AP(w|R) + (1 — ) P(w|Q).
several papers on the SUbjeCt [4] We used a modified VEST our runs where we do this, we Spec)fy In our ex-
sion of the Lemur language modeling toolkit to perforfgeriments the relevance model is truncated prior to inter-
retrieval [1]. polation with the query. Depending on the module, a sec-

It has been shown that query likelihood and divergengfd truncation and normalization process is performed in
ranking using a maximum likelihood query model arg similar manner.

equivalent [17]. Therefore, without loss of generality, we
confine our description to divergence-based retrieval. 301 5 ReTRIEVAL USING SUPPORT VECTOR MA-

this approach, we take a query mode(w|Q), and rank CHINES
all documents in the collection according to the Kullbaclkyt the runs that UMass submitted, several runs involved
Leibler divergence withP(w[Q), the use of support vector machines for passage or doc-
P(w|Q) ument retrieval [26]. This technique applies discrimina-
score(D,Q) = ZP(w|Q) log———== (1) tive models to information retrieval. Previous work has
w (w|D) demonstrated that the performance of support vector ma-

chines on the document retrieval task is on par with that
f language models. Our document retrieval and passage
retrieval experiments on HARD 2003 test queries and
I\LFARD 2004 training queries showed that using SVMs
gave better results than traditional language models.
Support vector machines are a class of discriminative
a}gpervised learning models. SVMs used for classifica-
on create a hyperplane that maximizes the margin from
training examples. The discriminant function used to
parate the two classes is given gyR|D, Q) = w e

Here, the document language modeBliw|D), may be
estimated using a number of different techniques [3
smoothing parameters used will be described whene
language model retrieval is used.

In addition to the maximum likelihood query mode
presented in section 3.1.3, we also useldvance mod-
els for query representation [19]. Relevance models
a form of massive query expansion through blind fee
back. Constructing a relevance model entails first ranki

the collection according to the maximum likelihood que

model. Some set of documents at the top of this ranki &f(D’ Q) + 0, yvhereR denotes t.he relevant class,

become evidence for the relevance mod¥ly|R). If we ISa docgment@ ISa query,f_(D, Q) is the vector_of fea-

call this setR, then the relevance model is estimated aluresw is the weight vector in kernel space that is learned
by the SVM from the training examplee,denotes inner

cording to, . - : .
g product,b is a constant ang is the mapping from input
B P(Q|D) space to kernel space. The value of this discriminant func-
P[R) = Z P(w|D) > P(Q|D") (2) tion is proportional to the distance between the document
DeR D'eR

D and the separating hyperplane in the kernel space.
where the query likelihood scoré(Q|D), can be eas- The features are term-based statistics commonly used
ily computed from the divergence measure [27]. The information retrieval systems such #sidf and their
relevance model replaces the maximum likelihood queggmbinations as shown in Table 5. Each of the six features
model in a second round of document ranking. is a sum over the query terms.

Ideally, we would include the entire collection in the set In order to provide a finer-grained weighting of query
R and, thereforeP(w|R) would have no terms with zeroterms, we incorporated the query models described in
probability. However, computational limitations force uSection 3.1.3 into our features. These hybrid features are
to let|R| be fixed; that is, we only consider the tdpdoc- presented in Table 5. Unless otherwise noted, all SVMs
uments. Furthermore, we alfmncateandnormalizethe were trained using the regular features. In all cases, re-
relevance model to include only the terms with high- trieval was performed using the hybrid features.
est probability. The first parametéY, does not affectthe The corpora, queries and relevance judgments for



Features Hybrid Features

1| ,conplogle(s, D)) S ev P(w]Q) log(c(w, D))
2| X, log(l+ sD)) > wev P(w|Q)log(1 + <22
3| Tcqnp log(idf(a:) S wev P(w|Q)log(idf (w))
4| Ycanpog( ) > wev P@]Q)(log(55))

5| S, log(1 + 2&2idf (g:) | ey Pw|Q)log(1 + LsPhidf (w))

n c(qi, c c(w, C
6| iy log(1+ PGy | 57 ) P(w|@)log(1 + 5P 55)

Table 5: Features in the discriminative modet§w, D) represents the raw count of wotd in documentD, C
represents the collectiom, is the number of terms in the quenyj is the size-offunction andidf(.) is the inverse
document frequency. In the case of the hybrid featuPés;|Q) refers to a query model as described in Section 3.1.3.
We definelog(0) = 0.

TREC 1 and TREC 2 provided training data. All the dodive instances are selected as there are positive instances
uments marked relevant for a query were used as posififas training set is used to create an SVM boundary as
training instances. An equal number of negative instanaescribed in section 3.1.5.

were obtained by random sampling of the remaining doc-Sampling from the set of misclassified negative docu-
uments. These training instances are represented in teriesits, as opposed to sampling from all the negatives, will
of their transformed feature vectors in the kernel spaggoduce a set of negative training instances that are closer
The support vector machine then learns the hyperplabehe positive instances in the feature space. The intu-
that separates the positive and negative training inssanig@n is that this will result in a boundary that is still good
with the highest margin. For our runs, we used a linefyr ranking but has fewer misclassified instances on the
kernel. Hence the hyperplane is drawn in the origingbsitive side.

feature space. The equation of this hyperplane provides

the discriminant functiog(R|D, Q) that is subsequently3.2 Clarification Form Feedback

used for scoring documents (or fixed length passages)Thjs year's HARD track again permitted sites to request

The indexed elements (documents or passages) @ie round of feedback from the topic creator. UMass
treated as instances in the feature space. For a test togtigdied four methods for eliciting user feedback. Différen
Q, an instance D is scored based on the value of the gisanifestations of these methods appeared on our submit-
criminant functiong(R|D, Q). The instances are thened clarification forms.
ranked based on this score.

3.2.1 QARIFICATION FORM SUBSECTIONS

3.1.6 BOOTSTRAPPINGSVMsS PassagesAlthough the three minute time limit con-
Previous work has balanced classes by random samphitigined our ability to request true document-level rele-
from the negative training instances [26]. We propose ar&nce judgments, we assumed that the presentation the
other technique for instance sampling, which we refer fgost relevanpassagesetrieved would serve as an ac-
asbootstrapping This method differs from the randomceptable surrogate. Specifically, we performed SVM-
sampling technique in the selection of negative trainifgised retrieval on a passage index comprised of 150-word
instances. All positive instances are used for trainingnasaverlapping passages. We used a linear model trained
the previously described sampling method. In bootstrag? TREC collections 1 and 2. We then split the top 15
ping, negative instances are selected in the following walpcument-unique passages into 25-word passages and se-
First, an initial SVM is created using the technique déscted the passage which the SVM scored the highest.
scribed in section 3.1.5. Then, negative training instancehese 15 25-word passages were then presented to the
are selected from only the negative examptssclassi- user with the document title and time stamp for feedback.
fied by the initial SVM created in step 1. As many nega- In addition to selecting the top 15 document-unique



150-word passages, we also experimented with &3 Our third clarification form included the list of 15
ing agglomerative clustering to remove redundanggople, 15 places, and 15 organizations with free-entry
from the passages presented. We used group-averémegach entity type, a temporal feedback interface, and a
agglomerative clustering [22]. Term vectors werguery reformulation text box.
weighted according to a tf.idf schemeeight(x;) =
x;/(log ((|IC] +1)/(0.5+df;))). Using these vectors, a3.2.3 INCORPORATION OFRESPONSES
cosine measure was used to compute the similarity nRassagesPassage feedback was used in two ways. First,
trix. We clustered clustered 200 150-word passages uqpfg performed query expansion based upon the relevant
a threshold similarity of).6 was reached. At that pOint,passages_ A query model was constructed by uniformly
the largest 15 clusters were selected. The 15 150-weghbining the language models of the relevant docu-
centroid passages of these clusters were then splitinto gfents. We selected the top 200 terms from this distri-
word passages to be handled as above. bution and renormalized the weights. This was our fi-

] ] __ nal query model for relevant passages. Secondly, passage
Query ReformulationBecause the title and descriptiofeedhack was used in order to re-rank documents at the
subsections of the topic do not often serve as a good rgfy of the treatment. Specifically, we multiplied all final
resentation of a realistic user query, we allowed usersdgyres byl if they were from a document marked rele-

modify the stopped and stemmed version of their title aggnt  if from a document marked non-relevant. ahd
description query using a free entry text box. otherwise.

Extracted Entities Previous work has shown that use,
feedback of term lists tends to have little (and sometim
negative) impact on retrieval performance [29]. We we
interested in exploring the potential advantage of using

different types of words as feedback candidates [16]. Ijé;(tracted Entities All relevant named entities or named

particular, we were interested in the use of proper na ities entered in the free text box were combined to con-
rather than arbitrary terms as feedback sources. To 8%ct a named entity query model

complish this, we gathered the top 200 150-word pas-
sages after an initial retrieval and ran BBN’s Identifind
across this set of passages [2]. We extracted the per
place, and organization names from this run and norma
ized the names by down-casing and removing punctuatw
and spaces. After removing names such as “New Y

Times”, “AFP”, and other source tags, we presented the

user with the 15 most frequently occurring people, plac%'s3 Fixed-Length Passage Retrieval

and organizations. . . .
. Passage retrieval was one of the issues that were studied
For each of these types of named entities, the user was
; . : ag part of the HARD track. The central goal of the track
also presented with a text box in which to enter nam(\?vas to perform high accuracy retrieval. Retrieving pas
entities not in the top 15 for that type. P 9 y ) gp

sages instead of whole documents could potentially return

Temporal FeedbackPrevious work has shown that somiEss non-relevant text at the top of the ranked list, thereby
topics demonstrate strong temporal structure [7, 20]. [}freasing the accuracy of the search.
order to elicit temporal biases in the information need, we EXperiments on HARD 2003 test queries indicated that

asked the user for relevant months in the year spanned yjiéval using 100 word half overlapping passages gave

uery ReformulationWhenever the user reformulated a
ﬁery, we discarded the original query and constructed a
ery model from the new query strings.

%remporal FeedbackTemporal feedback was used in or-
"to re-rank documents at the end of the treatment.
pecifically, we multiplied all final scores by if they
re from a month marked relevarfit,if from a month
rked non-relevant, artd5 otherwise.

the collection. thé best results. This was the passage size that was used
for all the fixed-length passage experiments.
3.2.2 CFFICIAL CLARIFICATION FORMS We explored various approaches to fixed-length pas-

CF1 Our first clarification form included a list of 15 25-Sage retrieval. We studied the performance of passage re-
word passages derived from the top 15 150-word padeval systems that used queryhkehhood, relevange mod-
sages, a query reformulation text box, a free-text nam@lg and support vector machines. Passage retrieval us-

entity text box, and a temporal feedback interface. ~ iNg SVMs, described in 3.1.5 performed better than the
other systems. We also explored the comparative util-

CF2 Our second clarification form included a list of 15ty of retrieving the best passages from top ranked doc-

25-word passages derived from clustering, a query refaments versus indexing overlapping passages and scoring
mulation text box, a free-text named entity text box, andesch of these independent of the document that the pas-
temporal feedback interface. sage came from. The latter method gave higher precision



on our training data. Therefore, we scored pre-indexschled to fall between these minimum and maximum val-

passages for our final run. ues. For all of our submitted runs that used passages of
varying lengths, the minimum spread was 1 and the max-
3.4 Variable-Length Passage Retrieval imum spread was 25.

One of the questions UMass explored through the passag@/e extract any group of words that falls within the re-
retrieval portion of the HARD track was whether retrievgion of influence of any query term as a passage, discard-
ing passages of different lengths could improve our abilitgg passages with fewer than 400 characters. Next we
to return only the relevant portions of documents. In ogcore the remaining passages as described in the following
der to keep our text index relatively small and maintafection.
the theoretical possibility that any passage of any docu-
ment could be retrieved by the system, we chose to é¢#-2 ORING PASSAGES
tract passages from highly ranked documents at the ti¥yg experimented with several passage-scoring methods
of retrieval, rather than indexing particular passageslin dhat fall into two basic classes. The first group used SVMs
vance. to score passages, as described in section 3.1.5. The sec-
Previous work has been inconclusive as to whethpd assigned scores equal to the negative relative entropy
there is benefit to retrieving passages of different lengtp@iween the topic and passage language models, but dif-
[13, 3, 25]. However, most past studies have only ev&gred in how the passage was modeled.
uated passage retrieval by its ability to retrieve relevant' "€ SVM models did not perform as well as the rela-
documents, due in part to the unavailability of passadé’® entropy-based methods on the training data, regard-
level relevance judgments. Now that the HARD track h#&SS Of which topic representation we used. For the class
provided passage judgments and the evaluation is baQbtflative-entropy-based measures, we tried three differ
on more fine-grained retrieval, we decided to revisit thft topic models. The first used Dirichlet smoothing of

question. the maximum-likelihood passage model with the collec-
tion model as the background model. The second used
3.4.1 BXTRACTING RELEVANT PASSAGES Dirichlet smoothing of the maximum-likelihood passage

Our method of extracting relevant passages from dod[j0de! with the document model as the background. Nei-
ments is inspired by work by de Kretser and Moffat [5]tper of these methods performed well on the training data.

that assigned a relevance score to every word in a docul N€ third and best-performing passage representation,

ment. They used term frequency within the query and ifed in UMassVPMM and UMassCVC, was a mixture of

verse term frequency in the corpus to determine the scHtg collection, document, and passage models.

of each word, and used several different functions to de-
. ’ : (C] = A C] A O,

termine how much query terms contributed to the sc:oresp(w| Psc) p(w|Onr.) + Aap(w|On,)

of surrounding words. + App(w|Onr,) 3)

Our approach to selecting relevant passages is simi@a,u Onrr,, andO, ;. are the maximum likelihood
c? /. ) P

in that each term from an expanded query representatg Iection, document, and passage models respectively.
is assigned a score which affects the scores of proxinﬁe three lambdas sum to 1. In our submitted ru
words. However, the scores we use are derived from I%S 0.8 and the other two pa.rameters were 0.1 ’
guage models, and the task is somewhat different. Future work will investigate the possibility of using two

_This process of extracting passages for a topic stgffferent topic models for the passage extraction and pas-
with the top-ranked documents from some document rEQge scoring stages of this technique

and a language model representing the topic. Of the dif-
ferent topic models we tried, the best-performing one wgss Metadata

a mixture model between the maximum likelihood reprézpr metadata our approach was to take a ranked list of
sentation of the original query and the top 50 terms frogbcuments and rerank the list based on the topic’s meta-
the relevance model for the query, as described in sectifita values. For the genre and geography metadata values
3.14. we trained classifiers to determine to what degree a docu-
We refer to the range of word positions in a documeptent satisfies the metadata value. Documents that better
that a particular query word affects as fiegjion of influ- satisfy the metadata values are moved up in the ranked list
ence Thespreadof a query term is the number of wordgompared to those that do not satisfy the metadata values.
before it and after it that that query term influences. Thus,
the size of the region of influence is equal to{2pread) 3.5.1 DATA COLLECTION FORCLASSIFIERS
+ 1. This method takes as parameters the minimum spr&del used several human annotators to obtain metadata
and the maximum spread that any particular query tejadgments on documents from the collection. The major-
can have. The weights of the topic model are then lineaity of the judgments came from one of the authors. Table



Metadata Pos. Neg. Total Metadata Avg. Prec. Accuracy Fl1
Genre news-report 848 491 1339 Genre news 0.99 0.96 0.96
Genre opinion-editorial 147 1192 1339 Genre op-ed 0.97 0.95 0.91
Genre other 344 995 133P Genre other 0.82 0.92 0.76
Geography US 590 758 1348 Geo. US 0.96 0.92 0.91

Table 6: Counts of human judgments collected for tHeble 8: This table describes the performance of SVM
genre and geography metadata broken down by posititassifiers on the labeled data. All performance measures

and negative judgments. are averages from 3-fold cross validation. The class exam-
ples are oversampled so that positive examples comprise
Metadata Pos. Neg. Total 50% of the training examples.
Genre news-report 2603 2280 4883
Genre opinion-editorial 1633 3250 4883
Genre other 647 4236 4883  occurring tokens in the corpus. If a document contained
Geography US 1470 1451 2921 one of these tokens, the corresponding feature value was

1 otherwise it was 0. We also used the out of vocabulary
Table 7: Counts of judgments obtained by using thgobability mass. The 10K most frequently occurring to-
<KEYWORD> element of the documents to automaticallyens constituted our vocabulary. We made eight binary
guess a document’s genre and geography. features, one for each subcollection in the HARD collec-
tion: AFE, APE, CNE, LAT, NYT, SLN, UME, and XIE.
) ] Finally, we constructed a set of features focused on var-
6 shows the breakdown of judgments obtained by humaggss |ength measures of a document: number of tokens,
for each metadata category. _ average token length, average sentence length, average
To boost performance, we automatically EXtraCt%ragraph length, variance in paragraph lengths, average

training data from the corpus using the corpus’ existing,pus frequency of tokens, and four features that mea-
metadata. The AP wire, New York Times, and LA Timegred the number of words— X characters long where

either contained explicit metadata in iEEYWORD> el-  x \vas one of 6.7.8, and 9. We normalized each of these

ement or was discernible in some other manner. The nUsasures to vary between 0 and 1. We first took the log
ber of judgments collected in this mainly automatic fasly e sentence, paragraph, and document length features

ion are shown in Table 7. _before normalizing them.
While we knew that this process would lead to mis-

takes, we did spot check the extracted documents, and B 4 QLASSIFIER TRAINING
felt the gain from the additional training data exceed d | with imbal in th ber of i
the cost in misclassified examples. Also, we had counter ealwith imbalances in the number of positive exam-

balanced this automatically extracted data with over 1086S PeT class, we randomly over;ampled from_elther the
human judgments covering all subcollections. positive or negative examples, whichever was in the mi-

nority until 50% of the examples were positive [31]. No
352 QASSIFIER TECHNOLOGY other special techniques were used.

We used linear support vector machines (SVMs) as ourT he performance of the classifiers on the final datasets
classifiers because of their success at text classificaf®$hown in Table 8. We aimed to improve average pre-
[32, 11, 8] and their ability to produce a ranking rathéision, which measures ranking ability, while keeping an
than merely a class prediction. The linear SVM lear§¥€ on the other measures. One could obtain a high aver-
a hyperplane in the feature space of the training exaf@€ Precision while doing poorly on accuracy.

ples that separates positive from negative examples. AVhile these metrics are certainly indicative of the
document’s distance from the hyperplane determines tHassifiers’ power, some caveats must be stated. The
degree to which the SVM predicts the document is a pd$ARD corpus contains many articles that are posted to the
itive or negative example of the learned class. We useewswires multiple times in order to add more informa-
SV M9t with its default settings compiled for Windowdion or make small corrections. Our automatically judged

to perform all classification [10]. articles may in fact contain several near copies of the same
document. In addition, we included many examples from
3.5.3 QASSIFIER FEATURES the same columnists. It is likely that a columnist’s pieces

We used the same set of features for each of our clase more similar to each other than a selection of opin-
sifiers. Our selection of features was guided by then pieces written by different authors. These duplicates
choices others have used for the classification of texdn thus straddle the train and test sets of the 3-fold cross
genre [12, 14, 30, 6, 9]. We used the 10K most frequentiglidation and artificially inflate the performance metrics



3.5.5 METADATA RERANKING This run used the passage feedback and reformulation for
We reranked the results based on a linear combinatiorboflding a query model. A hybrid SVM was used for an
the normalized outputs of both the retrieval and classifigitial retrieval. This ranked list was reranked using tem-
outputs. We normalize each classifier’s output across theral and document feedback. List two is UMassF. List
whole corpus. For each topic, the document scores wireee was identical to UMassRGG for the document top-
normalized with the rank 1 document score set to 1 aivg. For the passage topics, passages were reranked using
rank 1000 document score set to 0. We rerank passagethagenre and geography metadata as described in section
though they were documents. 3.5.5. The source of the passages came from the fixed
We tuned the linear combination with a simple pardength SVM passage retrieval used by run UMassCFMC,
meter sweep using the LDC hard-relevance training dathich used a query model produced by CF1 and related
augmented with additional UMass judgments. The bdekt. These passages were reranked prior to removal of
coefficients found weighted the original IR results at 0.9verlap as opposed to the passages in UMassCFMC which

geography at 0.3, and genre at 0.3. were reranked after overlap in the passages had been re-
moved. The three lists were each normalized and merged
3.5.6 USE OFRELATED TEXT by summing the scores of identical documents or passages

To utilize the related text metadata, we created a maaid ranked according this sum. Overlap in passages were
mum likelihood model of the related text provided witiemoved and the lists were trimmed to the top 1000 re-
the topic and linearly mixed this model with a model cresults.

ated for the title and description. This mixture model was

used as the query. A parameter sweep was used to fiiidassCFMC This run was a pipeline of the CF1 clari-
the best mixture ratio on the training topics. The title arfitation form, bootstrapped SVM retrieval, and genre and
description model had a weight of 0.4 and the related te)¢ography metadata reranking. The linear bootstrapped
model had a weight of 0.6. We did not differentiate benodel used for UMassF was used with the query gener-
tween on-topic and relevant related text and used both#ted from the responses to CF1 as well the related text.

gether. Ranked lists were generated for document and passage
topics in the same manner as for UMassF. The results
3.6 HARD Runs were then normalized and reranked using the genre and

We submitted three baseline runs (UMassBaseQjeography metadata as per section 3.5.5. We performed
UMassBaseRM3, UMassBaseSVM) that did not use afgynporal and document feedback to provide a final rank-
of the metadata, clarification form, or passage technigueg.

described earlier. Our other ten runs aimed to investigate

the use of these techniques. UMassCFC The linear bootstrapped model used for
) ) o UMassF was used with the query generated from the re-
UMassBaseQL This run uses the maximum likelihoods,,nses to the clarification form, CF1. Ranked lists were

query model as described in section 3.1.4. It used boffierated for document and passage topics in the same
the title and the description. Smoothing was performgth nner a5 for UMassF. We performed temporal and doc-
using the Dirichlet prior with its parameter set to 1000. |, ant feedback to provide a final ranking.

UMassBaseRM3 For this run, we used the title and de-
scription and the relevance modeling approach describltg,\lﬁI del built f cEL Th it i~
in section 3.1.4. We used the first 50 documents retrie uery model built irom ) €Se results were then

to build the relevance model. The model was truncatg21ked using topic metadata values. We utilized the ge-
to include only the 200 words of highest probability Wiﬂqgraphy, and genre metadata to rerank the results from the

a minimum probability of 0.001. The foreground mod larification form. We performed temporal and document

(the title and description) received a weight of 0.6 wh ﬁedback to provide a final ranking.

mixed with the relevance model. Smoothing was per- )
formed using the Dirichlet prior with its parameter set tfMassCVC UMassCVC used variable-length passage
1000. techniques described in section 3.4, starting from the

baseline document run UMassBaseSVM and the top 50

UMassBaseSVM This run used a support vector materms from the query model generated from the response

chine built from the normal features in Table 5 to retriev@ clarification form CF1. After variable-length passage
documents using a hybrid representation. retrieval, we post-processed the results as described in

3.2.3. For the 25 topics where the retrieval element was
UMassMerge This run merged three different rankingsdocuments, the results we submitted were identical to the
The first ranking used CF1 and all associated feedbasults from our baseline run UMassBaseSVM.

assCMC The initial retrieval was performed using



UMassF Forthe 25 documenttopics, query modelswef27.1 Q. ARIFICATION FORMS

generated using the top 10 results of a preliminary ranke@r initial experiments allow us to investigate broad is-

list as described in section 3.1.3. This preliminary ligiues in ranking alternatives and named entity perfor-
was obtained by retrieving 100 word passages using qugfiince.

likelihood. The title and description was used as the query

for each topic. A linear bootstrapped model was used fo4ssage RankingComparing the baseline, CF1, and CF2
retrieval. The top 1000 documents were returned for eagfiys in Tables 9, and 10, we observe that, in general pas-
of the 25 document topics. The same process as abgyge feedback tends to improve performance. This result
was repeated for the 25 passage topics, except that a pagot surprising given previous work in relevance feed-
sage index was used for retrieval. The top 1000 noggck. What is a little more surprising is that clustering the
overlapping passages were returned for each of these {@Rults did not provide any advantage over the standard
ICS. ranking. In fact, clustering often resulted in worse perfor
mance. One explanation for this behavior is the strictly
UMassRGG This run utilized the related text, geograPOsitive nature of our feedback. Query models were built
phy, and genre metadata. Documents were returned ff@m positive documents. Negative information was es-
all topics. The metadata was utilized as described in ségntially discarded. Therefore, to maximize the amount
tions 3.5.6 and 3.5.5. Retrieval was via query likelinod®f information it receives, a system should get feedback

with Dirichlet smoothing. The smoothing parameter wd&m the documents which it imost confidenabout. By
set to 1000. definition, these documents (or passages) will be the ones

at the top of the ranked list. This intuition is confirmed by

the number of passages marked relevant in the CF1 and

UMassVPMM UMassVPMM was a baseline passagérs carification forms. On average, CF1 garnered more
run of sorts; it does not use any metadata or Cla”f'cﬁésitive responses from users.

tion form feedback for retrieval. It used variable lengt This result motivates two questions. First, how do we

passage retrieval as described in section 3.4. We Ui rporate negative feedback into our existing frame-
Fhe interpolated relevance _model query model descri rk? Research in retrieval by language models has ig-
in3.1.4. We used the baseline run UMassBaseSVM as ffed the guestion of negative feedback. If interaction

starting ranked document list. Because we found in traip- relevance feedback is to be considered an important

ing that boosting the scores of passages from the top ectof HARD, it seems necessary to develop models for
documents improved results, we added a constant to fhe, o feedba’ck Second, how do we improve cluster-

score of each of these passages, large enough to en %o that removing redundancy does not result in detri-

that they would be ranked above all other passages. ntal loss of information in feedback? This question

the 25 topics where the retrieval element was documerg&umes both that the feedback in the likelihood ranking

the result§ we submitted were identical to the results froﬁBproach is redundant and that the feedback in the clus-
our baseline run UMassBaseSVM. tered approach is inferior. These assumptions need to be
confirmed. Moreover, a similar question presents itself
UMassC2 This run used the passage feedback and refor-novelty and subtopic retrieval and models from work
mulation for building a query model. A hybrid SVM wasn that field could improve future passage-based feedback
used for an initial retrieval. This ranked list was rerankddrms.
using temporal and document feedback.
Named EntitiesThe results for runs using named entity

UMassC3 This run used the named entity feedback aﬁraformation seem 1o confirm the difficulty of hgndling
reformulation for building a query model. A hybrid SVMte_rm-_ba_sed feedk_)ack. Th_e _|mpact of _named entity expan-
on is inconclusive. Training experiments demonstrate

was used for an initial retrieval. This ranked list Wa% ) e -
reranked using temporal feedback. t _at, given th_e proper weighting of named entities, re-
trieval can be improved to the level of document feedback.
] ) Thatis, if we can detect that a person name is more impor-
3.7 Results and Discussion tant than a geographic narf@r a particular query then
In order to allow an initial analysis of our various techwe can match document feedback performance. How-
nigues, we generated several new runs based on diffarer, the models we constructed used a uniform weight
ent combinations of feedback, metadata handling, and f&- all queries; person names always weighed the same
trieval granularity. These runs were evaluated using retes geographic and organizational names. Future exper-
vance judgments for the HARD 2004 topics. Results airaents will attempt predict the relative import of entity
presented in Tables 9 and 10. types based on the query and corpus statistics.



| [ QLaoc | RMaoe | SVMEE [ VPMM | SVMHLE™ [ SVMET

pPsg pPsg

[baseline | 0222 | 0.218 | 0223 | 0211 | 0.174 | 0.85 |
GG 0226] 0.223| 0.233 0.171 0.186 0.201
RT 0272 0262 | 0.214 0.196 0.231 0.214
GG+RT | 0276 | 0251 | 0.232 0.191 0.238 0.226
CF1 0335] 0331 | 0.307 0.308 0.298 0.294
CF2 0.263| 0.262 | 0.252 0.306 0.253 0.275
CF3 0228 0230 | 0.246 0.191 0.192 0.207

[GG+CF1] 0.312 ] 0.306 | 0295 | 0304 | 0298 | 0.292 |

Table 9:Binary Preference at 12,000 characters for passage andnéotuuns.Q L refers to query-likelihood retrievaR M to
relevance model retrievatV’ M to retrieval using a support vector machtr&nedusing normal features, arV/ M H to retrieval
using a support vector machit@ined using hybrid features. BotBV M and SV M H used hybrid feature vectors fegtrieval.
Subscripts indicate whether documents or passages wesenped in the ranked list. Superscripts indicate the datehwhe SVM
was built from. GG runs used genre and geography metadatas& related text, and CF* used clarification form query rieode
and re-ranking.

QLgoc RMgo. SV Mireet2 [ SV M HLreet? SVMgggt

hard soft | hard soft | hard soft | hard soft | hard soft
baseline | 0.327 0.320] 0.343 0.339| 0.322 0.314| 0.286 0.300| 0.287 0.318
GG 0.316 0.320| 0.319 0.330] 0.315 0.325| 0.314 0.303| 0.292 0.312
RT 0.359 0.373| 0.348 0.355| 0.365 0.361| 0.332 0.347| 0.342 0.354
GG+RT | 0.363 0.369 0.349 0.353| 0.350 0.354| 0.358 0.351| 0.321 0.348
CF1 0.341 0.361| 0.339 0.362] 0.357 0.374| 0.335 0.358| 0.347 0.363
CF2 0.316 0.330| 0.315 0.329] 0.323 0.345| 0.320 0.338| 0.336 0.372
CF3 0.333 0.298| 0.333 0.303| 0.332 0.329| 0.319 0.323| 0.297 0.326

GG+CF1] 0.334 0.349[ 0.3380.352] 0.344 0.364] 0.327 0.349] 0.322 0.355|

Table 10:Document R-Precision for hard and soft relevance. Labelslascribed in the caption to Table 9.



3.7.2 METADATA level metric such as binary preference at 12,000 charac-
The results of using the related-text (RT), reranking rters is used for evaluation. Second, CF1 seems to provide
sults by genre and geography (GG), and the combinati@g improvements over the baseline for every retrieval
of RT and GG can be seen in Tables 9 and 10. method.

For the submitted runs, our implementation of genre As for the question of whether variable-length passages
and geography reranking techniques was incorrect. Fofprove high-accuracy passage retrieval, the results in ta
lowing the TREC conference, we fixed the mistake. THue 9 are somewhat misleading. Although VPMM did bet-
notebookversion of this paper reports incorrect results féer than both the bootstrap SVM and the hybrid SVM as a
runs utilizing the genre and geography metadata. baseline, experiments performed after the TREC submis-

For document retrieval, our use of related-text resultén deadline showed that the gain there comes from the
in results as good as the use of the clarification form. TH#ference in retrieval method, not in passage length. Pre-
related-text significantly improves the results of retalevliminary experiments using the mixture model of VPMM
methods that do not perform query expansion. When fixed-length passages provide a better baseline than
compared to the relevance models retrievBINM;,.), any of the document or passage runs presented here.
which effectively performs query expansion, the related- The bootstrap SVM method provides a small gain over
text is on par or only slightly better. For passage réie hybrid SVM method for all combinations of clarifi-
trieval, clarification forms performed better than relatedation forms and metadata, except for those involving re-
text. Related-text may not provide feedback as precisel@®d text. Interestingly, it seems that within the group of
that collected with clarification forms. passage runs, the lower the baseline score, the bigger the

There is no evidence we were able to leverage geteost from related text. In fact, VPMM is even hurt by the
and geography. The results for genre and geograplse of related text.
reranking differ little from our previously reported ineor The major question raised by our findings for passage
rect results. As such, we believe our technique for gemagrieval is whether passage retrieval is worthwhile, give
and geography reranking was akin to merely adding noisat document retrieval almost always does better than
to the ranks of documents. We have since developed a rgagsage retrieval for this evaluation metric. Or are we
technique for metadata reranking that shows promise. simply using the wrong evaluation metric for what we are

Topics may in fact disambiguate themselves with reeally trying to measure? The official TREC 2003 HARD
spect to metadata such that the majority of on-topic ddcack metric of passage R-precision got at the notion that
uments already satisfy the metadata. We expected toggstems should be rewarded for returning text from many
to be ambiguous with respect to their metadata, but matifferent documents. The character level measures cor-
were not. Eleven of the 45 topics were completely unamect a flaw in passage-level R-precision that favored very
biguous, i.e. all on-topic documents satisfied the metdiort passages, but remove this notion that there is some
data. Looking at the fraction of on-topic documents thatherent good in returning text from a variety of docu-
were relevant, across topics the median fraction was 0.8%&nts. The problem of how to evaluate passage retrieval
The training topics were similarly unambiguous with reias clearly not been solved yet.
spect to metadata. The more a topic is unambiguous with
respecF to the_ metadatg, the less power metadata has4for Acknowledgments
improving retrieval quality. , )

Another factor that may limit the power of genre anai—hIS work was supported in part by the Center

geography metadata is that searchers may be unabléPfontelligent Information Retrieval and in part by
express their metadata needs correctly. On an initial &EAVARSYSCEN-SD grant number N66001-02-1-8903.
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ploratory analysis of the retrieval results, we discoveré Y : ,
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