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SUMMARY

Probing the Intergalactic Medium with High-Redshift Quasars

Alex Calverley

Clues about the timing of reionization and the nature of the ionizing sources responsible are im-

printed in the ionization and thermal state of the IGM. In this thesis, I use high-resolution quasar

spectra in conjunction with state-of-the-art hydrodynamical simulations to probe the IGM at high

redshift, focusing on the ionization and thermal state of the gas.

After reionization, the ionization state of the IGM is set by the intensity of the ultraviolet back-

ground (UVB), quantified by the hydrogen photoionization rate, Γbkg. At high redshifts this has been

estimated by measuring the mean flux in the Lyα forest, and scaling Γbkg in simulations such that the

simulated mean flux matches the observed value. In Chapter 3 I investigate whether the precision

of these estimates can be improved by using the entire flux probability distribution function (PDF)

instead of only the mean flux. Although I find it cannot improve the precision directly, the flux PDF

can potentially be used to constrain other sources of error in observational estimates of Γbkg, and so

may increase the precision indirectly.

The ionizing output of a quasar will locally dominate over the UVB, and this leads to enhanced

transmission bluewards of the quasar Lyα line, known as the proximity effect. In Chapter 4 I present

the first measurements ofΓbkg at z > 5 from the proximity effect. The UVB intensity declines smoothly

with redshift over 4.6 < z < 6.4, implying a smooth evolution in the mean free path of ionizing pho-

tons. This suggests that reionization ends at z > 6.4. There is a drop in Γbkg by roughly a factor of

five, which corresponds to a drop in the ionizing emissivity by about a factor of two. Such a redshift

evolution in the emissivity cannot continue to much higher redshift without reionization failing to

complete, which suggests that reionization cannot have ended much higher than z = 6.4.

Estimates of Γbkg from the proximity effect and the mean flux are generally discrepant at z ∼ 2−4,

with those from the proximity effect systematically higher. This is generally attributed to effects of

the quasar environment. I investigate the significance of several environmental biases on proximity

effect measurements at z ∼ 5−6 in Chapter 5. The biases are found to be small, and so the proximity

effect is expected to give relatively unbiased estimates of Γbkg at z > 5, in contrast to lower redshifts.

Photoionization heats the gas in the IGM, and so the thermal history of the IGM provides impor-

tant constraints on reionization. The thermal state of the IGM is reflected in the level of small-scale

structure in the Lyα forest. In Chapter 6 I quantify the small-scale structure using two independent

statistics, the curvature and the peakiness, and convert these into a temperature by comparing with

simulations. These are the first measurements of the temperature in the general IGM at z > 5. Both

statistics show an increase in the temperature by a factor of roughly two from z = 4.4 to 5.6. This

rise is sensitive, however, to any smoothing of the gas density distribution due to the thermal his-

tory spanning reionization. I find that this should only be a small effect, as otherwise the corrected
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x Summary

temperatures at z ∼ 4− 5 are implausibly low. The temperature evolution therefore suggests a late

reionization. The temperatures at z ≥ 4.8 are well fit by an adiabatic cooling curve, for which rea-

sonable peak temperatures at the end of reionization are reached at 6 . z . 7. The temperatures at

z ∼ 4−5 are consistent with reionization being carried out by Pop II stars.

In conclusion, the ionization and thermal state of the IGM at z ∼ 5− 6 suggest a late hydrogen

reionization, driven by star-forming galaxies and ending around 6.5 . z . 7. This is consistent with

other recent lines of observational evidence, and supports theoretical models that infer a late reion-

ization from the observed star formation rate history.
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The beginning is the most important part of the work.

The Republic

PLATO

1
Introduction

EVER since the first human gazed at the stars, we have sought to know how the Universe works;

to understand its beginning and evolution. Previously these endeavours were the realm of

philosophers and theologians, yet in the past 100 years we have made greater strides towards answer-

ing them than in any previous century. Huge advances in observational technology have meant that

we can now see objects at almost unimaginable distances, equivalent to looking back over immense

periods of time, and even glimpse the smoldering remains of the creation of the Universe. Similarly,

the exponential increase in computing power has allowed us to start to simulate many astronomical

phenomena, from the formation of a galaxy to the formation of a planet. From this privileged posi-

tion of knowledge, it is worth looking back on a century of astronomical progress. One hundred years

ago there was still a debate as to whether the Messier objects (Messier, 1781) were within the Milky

Way or not. Slipher (1913) noticed a shift in the emission lines of the spectra from the Andromeda

Nebula1, which implied that it was heading towards the Solar System at a speed of ∼ 300 kms−1,

the fastest speed ever recorded for an astronomical object. Additional observations of other nebu-

lae found NGC 4594 (now known as the Sombrero Galaxy) travelling away from the Solar System at

∼ 1100 kms−1, and that the average recessional velocity of spiral nebulae2 was about 25 times the av-

erage stellar velocity (Slipher, 1915). This shift of the spectral lines to redder wavelengths due to the

object’s recessional velocity was coined ‘red-shift’ by Walter S. Adams in 1908 (although over time the

1From the Latin for ‘cloud’, nebula was originally the general name for any extended astronomical object.
2A distinct subset of nebulae defined as having an apparent spiral structure. Another subset, named for similar obser-

vational reasons, were planetary nebulae.

1
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hyphen was dropped, e.g. in Zwicky, 1929). The redshift, z, of an object is defined as

z =
λobserved

λemitted
−1 =

√

√

√

√

1+ v
c

1− v
c

−1 ≈
v

c
(1.1)

where v is the recessional velocity and c is the speed of light. The final approximation is only valid

when v ≪ c. Based on Slipher’s measurement, NGC 4594 therefore has a redshift z ∼ 0.003. Further

redshift measurements for other nebulae would imply increasingly large v , and the astrophysical sig-

nificance of redshift was widely debated. Finally, Hubble (1925) showed that, based on observations

of Cepheid stars3, at least one of these objects, NGC 6822, was ∼ 700,000 light years away, and thus

must be of extragalactic origin4. Far from being the exception, many of the Messier objects were

reclassified from nebulae to galaxies, with a new, higher redshift object discovered every few years.

Hubble (1929) demonstrated a link between v and the distance, d , to the galaxy, such that

v = H0d (1.2)

where H0 is the “Hubble constant”. By comparison with the previous equation it is therefore clear

that large redshifts correspond to large distances, and, due to the finite speed of light, we are seeing

these galaxies as they looked in the past. Today the current redshift record holders are from the Hub-

ble Ultra Deep Field5, which has yielded UDFy-38135539 at z = 8.5549±0.0002 (Lehnert et al., 2010,

although this spectroscopic redshift is somewhat controversial), and UDFj-39546284 with a photo-

metric redshift of z ∼ 10.3 (Bouwens et al., 2011a). These objects take us to within 500 Myr of the

beginning of the Universe, and represent the frontiers of current observational technology. In the

rest of this Chapter I will describe what we know about the high-redshift (z & 5) Universe, starting

with a historical summary of the current cosmological model and the formation of the first stars and

galaxies. I will then turn to the impact of the ionizing photons from these galaxies on the surrounding

intergalactic medium (IGM), which is a major theme of this thesis.

1.1 The standard cosmological model

Edwin Hubble’s formulation of his law in Equation 1.2 was arguably the first evidence that the Uni-

verse is expanding. However, before publishing his law there had already been several theoretical mo-

tivations for an expanding Universe. The field equations of general relativity (Einstein, 1915) implied a

Universe that could not be static, and so Einstein (1917) introduced a “cosmological constant”, Λ, that

would counteract the attractive effects of gravity. From these equations, Friedmann (1922) derived a

3Cepheid stars vary in brightness, and follow a well established period-luminosity relation. From an observed apparent
magnitude and a derived absolute magnitude based on the period of the brightness variation, a distance to the star can be
determined

4The Milky Way was thought to be only ∼ 30,000 light years across
5http://www.nasa.gov/vision/universe/starsgalaxies/hubble_UDF.html
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solution for an isotropic and homogeneous Universe6. Out of this solution came two equations that

describe the dynamics of an expanding Universe,

H 2
=

(

ȧ

a

)2

=
8πG

3
ρ−

kc2

a2
+
Λc2

3
(1.3)

known as the Friedmann equation, and

Ḣ +H 2
=

ä

a
=−

4πG

3

(

ρ+
3p

c2

)

+
Λc2

3
(1.4)

known as the Friedmann acceleration equation7. In both of these, Λ is the cosmological constant, H ≡

ȧ/a is the Hubble parameter, G is Newton’s gravitational constant, ρ is the density of the Universe,

k/a2 is the spatial curvature, p is the pressure of the Universe, and a is the ‘scale factor’. The latter is

a dimensionless quantity that relates the proper (i.e. physical) distance between two objects moving

with the expansion of the Universe to the distance at some reference time, normally taken to be the

present day. Mathematically, if d(t ) is the proper distance between two objects at time t and d0 is the

distance now, then

d(t ) = d0a(t ) ⇒ ḋ(t ) = d0ȧ(t ) and d0 =
d(t )

a(t )
, (1.5)

and by combining these with the above definition of the Hubble parameter

ḋ(t ) =
ȧ(t )

a(t )
d(t ) = Hd(t ) . (1.6)

Consequently, Hubble’s Law (Equation 1.2) is a prediction of the Friedmann equations, although

Friedmann himself never explicitly did this derivation. His solution to the Einstein field equations

was derived independently by Lemaître (1927), who also explicitly predicted Hubble’s Law, as well as

laying the first conceptual foundations of what would come to be known as the ‘Big Bang Theory’8.

In his paper, Lemaître proposed that since the Universe is now expanding, at some point in the past

everything must have been much closer, hotter and denser than it is today. He would go on to suggest

that at the creation of the Universe there was a ‘primeval atom’ (e.g. Lemaître, 1931). The idea of an

expanding Universe grew in popularity, until in the 1940s there were only two distinct cosmologies

being researched - the ‘Big Bang’ model of Universal expansion (e.g. Gamow, 1948), and the ‘Steady

State’ model of continuous creation (Bondi and Gold, 1948; Hoyle, 1948). Two major predictions of

the ‘Big Bang’ model were the primordial ratios of the light elements formed during Big Bang nu-

cleosynthesis (Alpher et al., 1948), and that the radiation from that initial fireball would today have

a blackbody spectrum with a temperature of ∼ 5 K (Alpher and Herman, 1948). The debate was fi-

6Known as the Cosmological Principle, it is usually stated formally as ‘Viewed on a sufficiently large scale, the properties
of the Universe are the same for all observers.’

7The dot notation is used to represent derivatives with respect to time.
8The metric used by both Friedmann and Lemaître to solve the field equations and derive the Friedmann equations

was based purely on geometrical considerations of mathematically representing a homogeneous and isotropic Universe.
However, Robertson (1935) and Walker (1935) went on to show that that metric is the only allowed one on a spacetime that
is homogeneous and isotropic. Consequently, the metric is often referred to as the Friedmann-Lemaître-Robertson-Walker
(FLRW) metric.
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Parameter Value Description
H0 70.2±1.4 Hubble constant, in units of kms−1 Mpc−1

Ωm 0.275±0.017 Contribution to Ω by matter
Ωc 0.229±0.015 Contribution to Ω by cold dark matter
Ωb 0.0458±0.0016 Contribution to Ω by baryons
ΩΛ 0.725±0.016 Contribution to Ω by dark energy
Ω 1.000±0.033 Present-day density parameter
σ8 0.816±0.024 Amplitude of the mass density fluctuations
ns 0.968±0.012 Slope of the initial power spectrum
τ 0.088±0.014 Thomson optical depth to CMB photons
t0 13.76±0.11 Present-day age of the Universe (Gyr)

Table 1.1: A selection of parameters taken from the mean 7-year WMAP results, combined with data on the
sound horizon size for baryon acoustic oscillations (BAO) from the Two-Degree Field Galaxy Redshift Survey
(2dFGRS) and the Sloan Digital Sky Survey Data Release 7 (SDSS DR7; Percival et al., 2010), and independent
measurements of the Hubble constant from supernovae data (Riess et al., 2009). All figures taken from Table 1 in
Komatsu et al. (2011).

nally resolved when Penzias and Wilson (1965) detected a homogeneous and isotropic radiation field

with a blackbody spectrum and a temperature of 3.0±1.0 K, leaving the Big Bang Theory (BBT) as the

dominant cosmological theory.

Since the 1960s we have made considerable progress towards understanding the details of an ex-

panding Universe. Several of the outstanding problems of the original formulation of the BBT have

been dealt with through additions to the theory (e.g. inflation, as proposed by Guth, 1981). Improved

data from satellites and ground-based measurements designed to measure the nearly homogeneous

radiation field, known as the Cosmic Microwave Background (CMB), have also led to giant leaps in

our understanding. The Cosmic Background Explorer (COBE) probe confirmed that the CMB spec-

trum was a nearly perfect blackbody with T ∼ 2.7 K (Mather et al., 1990), and also detected for the

first time tiny fluctuations in the temperature of the CMB, of order δT /T ∼ 10−5 (Smoot et al., 1992).

Subsequent measurements with the more sensitive Wilkinson Microwave Anisotropy Probe (WMAP;

Spergel et al., 2003) have led to a wealth of knowledge, and will be added to in the future with Planck

(due to give results early 2013). The constraints on several key cosmological parameters from 7 years

of WMAP observations are summarised in Table 1.1.

The recent work with the CMB has provided unprecedented insight into the bulk contents of the

Universe. Zwicky (1933) measured the mass of the Coma cluster and found it to be much higher than

that expected purely from the stars, and so was the first to suggest that there must be significant quan-

tities of “missing” matter. Further evidence came from flat galactic rotation curves (e.g. Rubin et al.,

1980), but it was only with the CMB that the universal ratio of ‘dark matter’9 to baryonic matter

could be determined. Subsequent simulations of galaxy formation showed that the large-scale struc-

ture could be accurately reproduced if dark matter consisted of massive particles moving at speeds

< 100 kms−1, called ‘Cold Dark Matter’ (e.g. Peebles, 1982; Bond and Szalay, 1983; Blumenthal et al.,

1984). Dark matter represents about 85% of the total matter in the Universe, but it is not the dom-

9It is called ‘dark’ as it does not emit any light.
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inant mass-energy component. Surprising findings from studies of distant supernovae have shown

that the expansion of the Universe is accelerating (Riess et al., 1998; Perlmutter et al., 1999), suggest-

ing the existence of ‘dark energy’. CMB measurements reveal that this is about 73% of the contents

of the Universe, and that it acts like a cosmological constant, Λ, in the Friedmann equations. Studies

of the CMB have led to one other unexpected conclusion. From Equation 1.3 one can calculate for a

basic FLRW Universe (i.e. Λ= 0) the critical density, ρcrit, for a flat (k = 0) geometry as

ρcrit =
3H 2

8πG
. (1.7)

The density parameter, Ω, can then be defined as

Ω≡
ρ

ρcrit
=

8πG

3H 2
ρ . (1.8)

Often the flat geometrical case was used in cosmological models, since it was the most simple; how-

ever, the CMB showed that when the total mass-energy of the Universe is summed up, including the

contributions from dark matter and dark energy, then ρ≅ ρcrit. Consequently Ω≅ 1 and so the Uni-

verse is (to within experimental error) flat.

This geometrically-flat, dark energy-dominated cosmological model, where the majority of the

mass is in cold dark matter (CDM), is known as the ΛCDM model of Big Bang cosmology, and is

often referred to as the ‘Standard Cosmological Model’. As outlined in this section, it is the product

of many decades of research, and remains the most widely accepted explanation of the existence

and structure of the CMB, the large-scale structure of the Universe, the observed ratios of the light

elements in primordial gas and very old stars, and the accelerating expansion of the Universe. All the

results in this thesis are presented within the ΛCDM cosmological framework. The rest of this section

looks at the history of the Universe in the context of this model, and is summarised in Fig. 1.1.

1.1.1 The growth of structure

In the ΛCDM model the Universe begins in a very hot, dense state at the Big Bang. Whilst the very

first instant is highly speculative, we have a better understanding from ∼ 10−11 seconds onwards, as

the relevant energies are achievable in particle accelerators on Earth. Stable baryons have formed

by ∼ 3 minutes after the Big Bang, and then during the next ∼ 17 minutes the temperatures are hot

enough for nuclear fusion, and thus the first atomic nuclei are created. The brevity of this period

means that the majority of nuclei formed are 1H and 4He, and trace amounts of 2H (deuterium), 3He,

and metals10 such as 6Li and 7Li (although nothing heavier than beryllium). Once Big Bang nucle-

osynthesis stops, these primordial elemental abundances are essentially frozen into the gas, and are

an important prediction of the BBT. Although the nuclei have formed, the Universe is still too hot to

form neutral atoms, and thus it consists of an optically thick, fully ionized plasma. This state con-

tinues until z ∼ 1090 (∼ 380,000 years after the Big Bang), when the Universe has cooled enough for

10In astronomy, any element heavier than helium is called a “metal”.
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hydrogen atoms to form out of the plasma of nuclei and electrons, a process known as recombina-

tion11. In a very short space of time the whole Universe goes from being fully ionized to fully neutral.

Consequently, there are now far fewer free electrons and protons for photons to Thomson scatter off.

The photons therefore travel freely, and so the Universe is now transparent to radiation. This ‘first

light’ is detected today as the CMB.

Following recombination comes a period known as the cosmic ‘dark ages’ (Rees, 1998), so named

due to the absence of luminous sources, in which essentially all the baryons are contained in a diffuse

neutral gas. Whilst this gas is highly homogeneous, it is not perfectly so. Tiny quantum fluctuations,

greatly amplified by inflation and visible as the anisotropies in the CMB temperature, cause some

areas to be very slightly overdense and some underdense with respect to the mean density. These

are the building blocks of the first structures. Gravity causes the density contrast between over- and

underdense regions to increase with time. Since it is governed only by gravity, the dark matter in

the Universe forms a patchwork of dense haloes, filamentary structures, and large voids, referred to

as the ‘cosmic web’ (Bond et al., 1996). However, the gas is still rather hot, and is unable to gather

efficiently in the potential wells of the dark matter haloes. A dark matter halo’s capability to trap a

baryon and keep it in a stable circular orbit is governed by the virial theorem. For a potential with the

form V (r ) ∝ r n where r is the inter-particle distance, a particle orbit is stable if

〈K E〉 =
n

2
〈PE〉 , (1.9)

with 〈K E〉 the average kinetic energy, and 〈PE〉 the average potential energy. For a gravitational po-

tential n = −1. Since the dark matter is “cold” and can be modelled as a pressureless fluid, it can

collapse and become virialised at z ∼ 100. For dark matter consisting of weakly interacting massive

particles (WIMPs; the current leading model predicted by supersymmetry) these first dark matter

haloes12 would have masses similar to that of the Earth, ∼ 10−6M⊙ (Diemand et al., 2005). For the gas

the situation is somewhat different. The virial temperature, Tvir of a halo of mass, M , is defined as

Tvir =
µmpGM

2kBrvir
∝ M 2/3 (1.10)

where µ is the mean molecular weight, mp is the proton mass, G is the gravitational constant, kB is

the Boltzmann constant, and rvir is the virial radius. As an overdense region begins to collapse, the

gas is collisionally heated and becomes pressure supported, halting the collapse. It can then only

continue when the haloes are massive enough that the virial temperature of the halo is higher than

the temperature of the gas. This can happen for (relatively) low mass haloes if the gas can cool radia-

tively. Above ∼ 104 K this is done via the line emission of atomic transitions in H and He, but to cool

below this temperature requires the rotational and vibrational emission lines of molecular hydrogen.

Finally, the radiative cooling is unable to cool the gas below the temperature of the CMB, which is

adiabatically cooling as TCMB ≈ 2.7(1+ z) K. The redshift at which these three factors coincide (the

11Despite the name, this is (working chronologically) actually only the first time that the nuclei and electrons have
combined to form atoms.

12A dark matter halo is defined as being in virial equilibrium.
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Figure 1.1: An outline of the history of the Universe. After the Big Bang, the gas in the Universe was fully ionized, until at recombination when the gas becomes
fully neutral. This starts the cosmic Dark Ages, during which the gas cools to form the first stars and galaxies. They ionize the surrounding hydrogen gas, and the
ionized bubbles slowly expand, until they overlap. This process wherein the IGM transitions from a fully neutral to highly ionized state is termed reionization. It ended
about 1 Gyr after the Big Bang, and the Universe has been kept highly ionized since then by the ionizing radiation of star-forming galaxies and gas accretion onto
supermassive black holes. This net radiation field is called the ultraviolet background. Image text adapted from Robertson et al. (2010).



8 Chapter 1. Introduction

Figure 1.2: Figure showing the hierarchical growth of the first structures. The first stars form in dark matter
haloes with mass ∼ 106M⊙, however mergers of these first star groups leads to fragmented clumps of star form-
ing regions within a dark matter halo of mass ∼ 108M⊙, essentially one of the first galaxies. Figure taken from
Bromm and Yoshida (2011).

increasing mass and Tvir of dark matter haloes, the increasing fraction of H2 available for molecular

cooling, and the decreasing CMB lower temperature limit) is generally expected to be in the region of

z ∼ 15−30 (e.g. Couchman and Rees, 1986). The first clouds able to successfully collapse are in dark

matter ‘minihaloes’ with M ∼ 106M⊙ (Tvir ∼ 300 K) (Tegmark et al., 1997), and these go on to form the

first stars (see Section 1.2.1).

Galaxies form from essentially a scaled up version of this process, as extensively discussed and

simulated in the literature (e.g. Press and Schechter, 1974; Silk, 1977; White and Rees, 1978; Frenk et al.,

1988; White and Frenk, 1991; Cole et al., 2000; Springel et al., 2005). Within ΛCDM , structures grow

via hierarchical formation, leading to increasingly massive haloes as time progresses. Those that grow

to a mass ∼ 108M⊙ (Tvir ∼ 104 K) are able to fulfill the Rees and Ostriker (1977) criterion that the gas

cooling timescale, tcool, is less than the dynamical timescale, tdyn, with both shorter than the Hubble

time, tH ≃ 1/H(z) (e.g. Bromm and Yoshida, 2011). Provided that efficient cooling continues, the gas

will collapse under self-gravity and fragment into star forming regions of order ∼ 106M⊙, as discussed

above. The potential wells of the overall ensemble are deep enough to revirialise the gas affected

by star formation in the minihaloes, and retain the gas heated by photoionization. As such, these

structures could be considered the first dwarf galaxies. The relationship is shown in Fig. 1.2.

Not all baryons lie within the dark matter haloes. The large majority trace the underlying dark

matter structure, and so can be found in dense filaments between galaxies, as well as in the voids. This

gas is known as the intergalactic medium (IGM), and it traces the large-scale structure of the Universe

(since the luminous objects are largely concentrated in galaxies which represent only a small fraction

of the volume and mass of the Universe). The IGM also contains information about previous epochs

of star formation, as it bears the imprint of feedback from metal enrichment, winds and ionizing

photons. It is the last of these feedback process that will now be discussed.
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1.1.2 Reionization

Shortly after the first sources of ionizing photons form (for example, the first stars) they begin to

ionize the surrounding (neutral) gas. This is the start of another phase transition where the Uni-

verse, probably in an extended process, moves from being fully neutral to nearly fully ionized, as we

see it today. This is known as the epoch of reionization (EoR) as it is the second time the Universe

was essentially fully ionized (the first time being before recombination). There have been several ex-

cellent reviews during the last ten years on the topic of reionization and the relevant physics of the

IGM (e.g. Barkana and Loeb, 2001; Loeb and Barkana, 2001; Ciardi and Ferrara, 2005; Fan et al., 2006a;

Barkana and Loeb, 2007; Meiksin, 2009; Choudhury, 2009; Trac and Gnedin, 2009; Robertson et al.,

2010). The currently adopted view of reionization will now be briefly summarised.

When an ionizing source turns on, it carves out an ionized region around itself (Shapiro, 1986;

Donahue and Shull, 1987; Shapiro and Giroux, 1987; Meiksin and Madau, 1993) often referred to as a

“H II bubble”, and akin to the spheres of ionized gas found around large stars in the galaxy, known as

“Strömgren spheres” (Strömgren, 1939, although these are in photoionization equilibrium). Whilst

each of these bubbles is rather distinct, this part of reionization is known as ‘pre-overlap’. So long as

the sources continue to produce ionizing photons the ionization fronts expand, encompassing clus-

ters of dwarf galaxies. Current theory suggests that ionized regions around individual galaxy clusters

begin to overlap when they reach a characteristic size of ∼ 10 proper Mpc (Furlanetto et al., 2004b;

Wyithe and Loeb, 2004). This section of reionization is known as the ‘overlap’ phase, or ‘percolation’

(Fan et al., 2006a). From here the mean free path of ionizing photons increases rapidly, and is now

limited by the mean distance between dense neutral clumps, known as Lyman limit systems, rather

than the mean separation between sources. From an observational point of view, the completion of

the overlap phase represents the end of the epoch of reionization, although there is still a very small

fraction of neutral gas left in dense systems in the IGM13. These are slowly ionized over time by an

increasing background of ionizing photons (see Section 1.4).

This description of reionization is known as an ‘inside-out’ picture, where high density regions are

ionized first, and low density regions last. There has been some debate as to how important recombi-

nations would be, as they will be much more significant in high density regions (Miralda-Escudé et al.,

2000). Dense regions may therefore be the sources of the ionizing photons but also become neutral

easily, leaving most of the ionized gas initially in the low density voids (known as the ‘outside-in’ pic-

ture). However, recent simulations and theoretical models prefer the inside-out topology as described

above (Furlanetto et al., 2004b; Choudhury et al., 2009; Friedrich et al., 2011).

After Big Bang nucleosynthesis the main constituents of the Universe were hydrogen and helium

gas and, due to the different energies for full ionization, each of these species has its own EoR. When

discussing hydrogen, the process is the ionization of atomic neutral hydrogen, H, to atomic ion-

ized hydrogen, H+. In conventional astronomical notation these species are symbolised as H I and

H II respectively14. The energy of this transition is 13.6 eV (1 eV = 1.60×10−19 J), equivalent to a pho-

13Although the IGM has only a tiny ionized fraction, the neutral fraction of the Universe is ∼ 5− 10% at z = 3 due to
Damped Lyα systems (see Section 1.4.1).

14Technically, H I and H II are the relevant spectra of absorption and emission lines, rather than the ions themselves.
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ton wavelength of 912 Å (1 Å = 10−10 m). The single ionization of He I to He II has an ionization energy

(E = 24.6 eV) that is also within reach of H I ionizing sources (see Figure 1.3), and so it is expected to

occur at the same time as hydrogen reionization. Thus, conventionally helium reionization refers to

the ionization of He II into doubly ionized helium, He III , (E = 54.4 eV), as only this epoch is likely to

be distinct.

Reionization has a two-fold impact on the Universe. First, it changes the ionization balance of

the gas, and thus the species available with which the gas can cool (hence affecting star formation).

Secondly, photoionization heats the gas through the photoelectric effect, disrupting the collapse of

smaller virialised haloes. Consequently, the reionization history of the Universe becomes a crucial

factor in models of structure formation.

What follows in the rest of this Chapter is a summary of recent advances made in our understand-

ing of the sources of reionization, a review of observational constraints on the reionization history

from recent measurements made on a wide variety of phenomena, and finally the emergence of the

metagalactic ultraviolet background and its relationship to the transmitted flux in quasar spectra.

1.2 Sources of reionization

The timing and duration of reionization strongly depends on the nature of the ionizing sources. There

are several possible candidate sources, summarised in Fig 1.3, and each of which will now be dis-

cussed.

1.2.1 First stars

As described in detail in Section 1.1.1, tiny fluctuations in the density field implanted during infla-

tion set the seeds for patches of neutral gas to gravitationally collapse and form the first stars (see

Bromm and Larson, 2004, for a recent review on their formation and lifecycle). Baade (1944) was the

first to suggest the idea of classifying stars into different stellar populations, and under his historical

classification scheme these are known as Population III (Pop III) stars. They are thought to be the

first luminous objects to emerge out of the ‘dark ages’, forming in dark matter minihaloes of mass

∼ 106M⊙. Pop III stars would have had zero metallicity and are predicted to have formed at z & 15

(e.g. Couchman and Rees, 1986; Haiman et al., 1996; Gnedin and Ostriker, 1997; Tegmark et al., 1997;

Yoshida et al., 2003).

These first stars are likely to have been important ionizing sources for two key reasons. First, zero-

metallicity stars produce nuclear energy through a different mechanism to metal-enriched stars (e.g.

Marigo et al., 2001; Bromm et al., 2001). In the absence of metals, hydrogen is burnt into helium via

the proton-proton chain (p-p chain). If, however, there is a tiny fraction of carbon in the core of the

star then this can catalyse the burning of hydrogen via a process known as the CNO cycle15. The

energy output of the p-p chain has a far weaker temperature dependence than the CNO cycle, so in

15So called as it uses additions of hydrogen nuclei to carbon to form first nitrogen, and then oxygen which decays back
into carbon, emitting a helium nucleus in the process
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order to produce the pressure required to balance the gravity of a star of a given mass, the central tem-

perature needs to be higher. The opacity of stellar material is also lower at zero metallicity, allowing

steeper temperature gradients and more compact configurations. As a consequence, a metal-free star

should have a radius ∼ 5 times smaller and a surface temperature ∼ 2 times hotter than a metal-rich

star of the same mass (Tumlinson et al., 2003). Secondly, the very first stars would have formed from

a neutral gas consisting almost entirely of hydrogen and helium. As mentioned in Section 1.1.1, this

means that the main cooling channel available to the gas is the collisional excitation of the rovibra-

tional modes of H2 molecules, down to temperatures of ∼ 100−200 K. At these temperatures the mass

of the collapsing cloud is ∼ 1000M⊙, and due to the efficient accretion on the proto-stellar core, the

masses of these first stars are expected to be & 100M⊙ (e.g. Bromm et al., 2002; Marigo et al., 2003).

The overall effect of these two factors is that Pop III stars are thought to be both massive (imply-

ing a hot surface temperature, regardless of population) and have a far hotter surface temperature

than that found in other types of star. This would have made them excellent sources of early ioniz-

ing photons, and these stars can emit as many as 105 ionizing photons per baryon during their life

(Tumlinson and Shull, 2000; Bromm et al., 2001; Schaerer, 2002).

There are several complications within this picture, however. The Strömgren spheres created

around these first stars would have a substantial impact on subsequent star formation. They would

heat the gas and photodissociate the H2 around them, suppressing the collapse of similar objects.

However, such high mass, high luminosity stars have very short lifetimes (∼ few million years), so af-

ter their death the gas can cool and recombine. Since the gas has a high ionization fraction it is much

easier to create a larger fraction of H2 and HD (deuterated hydrogen) molecules. These allow the gas

to cool more effectively, and thus fragment into smaller clouds and much lower mass (but still metal-

free) stars. As such the massive stars unaffected by previous star formation are termed Pop III.1 and

those that form out of the ionized gas left behind are termed Pop III.2 (McKee and Tan, 2008). Very

recent simulations have cast doubt on the idea of Pop III.1 stars being as massive as widely believed

(Tumlinson, 2006; Turk et al., 2009; Stacy et al., 2010; Clark et al., 2011), but the masses of Pop III stars

are still broadly believed to be & 10M⊙ (for a very recent and detailed review see Karlsson et al., 2011).

Although this radiative feedback is important, the most dominant effect is the chemical feedback

of these stars. Since they are massive, they live short lives that often end as supernovae, polluting

the initially pristine gas with metals. These provide an alternative and much more efficient cooling

channel for the gas, using the fine-structure lines of [C II ], [O I ], [Si II ] and, eventually, [Fe II ]. Since the

gas cooling is then essentially limited to TCMB, the fragments that become stars are much less mas-

sive. These less massive, metal-poor stars also burn via the CNO cycle at their core, and are known

as Population II (Pop II) stars. The critical metallicity of the gas at which the star formation changes

from the top-heavy initial mass function (IMF) of Pop III stars (characteristic mass & 10M⊙) to the

less massive Pop II IMF (characteristic mass ∼ 1M⊙) is around Zcrit ∼ 10−3.5Z⊙ (Schneider et al., 2002;

Bromm and Loeb, 2003), although this will vary with the details of the environment (Santoro and Shull,

2006)16.

16Z denotes the mass fraction contributed by all metals.
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Figure 1.3: The continuum spectra of the three most probable sources of ionizing photons to carry out reioniza-
tion. The black line is the continuum of a 15M⊙ Pop III star (zero metallicity). It radiates as a blackbody, with an
effective temperature of 63,000 K. The red line is the continuum of a Pop II star of the same mass, with metallicity
Z = 10−3Z⊙. Due to the presence of metals it has a lower effective temperature of 36,000 K. Both of these tem-
peratures are taken from Tumlinson and Shull (2000). The blue line is the continuum spectra of a typical quasar.
It is represented as a broken power law, based upon the composite from Telfer et al. (2002). Both Pop III and Pop
II stars can ionize hydrogen (dotted green line; 912 Å) and singly ionize helium (dashed green line; 504 Å). Pop
III stars are also able to doubly ionize helium (long dashed green line; 228 Å), however a 15M⊙ star will only be
on the main sequence for ∼ 107yr (Tumlinson et al., 2003), and so it is likely that helium was not fully reionized
until quasars with their hard spectra were sufficiently numerous to do so, at around z ∼ 3.

Fig. 1.3 compares the continuum shapes of a Pop III.2 star (Z = 0) and a Pop II star with Z =

10−3Z⊙. To zeroth order, the spectrum of a Pop III star is a blackbody (Bromm et al., 2001). Both stars

have M = 15M⊙, but the Pop III.2 has an effective surface temperature of 6.3× 104 K, compared to

3.6×104 K for the Pop II star (Tumlinson and Shull, 2000). The lower temperature of the Pop II star

means it has a substantially lower specific radiative intensity at short wavelengths (corresponding to

high photon energies) than the Pop III star, and that the mode of the distribution is at longer wave-

lengths (lower photon energies)17. Despite this, both types of star are comfortably able to produce

large numbers of photons with enough energy to singly ionize both H I and He I . Pop III stars are

even hot enough to produce a non-negligible amount of photons capable of fully ionizing helium,

although a 15M⊙ star will only have a hydrogen-burning lifetime of 1.1×107 years (Tumlinson et al.,

17The relationship between the temperature of a blackbody and the wavelength of maximum intensity can be very
simply described as λmaxT = 2.898×10−3 m K. This is known as Wien’s displacement law, first published by Wien (1894).
Incidentally, Wilhelm Wien received the Nobel Prize for Physics for this 100 years ago, in 1911.
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2003). Their large masses and concomitant short lifetimes, combined with their chemical feedback

into the IGM, puts a strong time limit on the length of time Pop III stars can be influential. As such, al-

though Pop III stars could have started the process of H I reionization (and perhaps He II reionization),

the transition to Pop II stars probably happens before the ionization process is complete (although

see Cen, 2010), and thus other sources will play a more significant role.

1.2.2 Star-forming galaxies

The first galaxies can be defined as being the first objects with potential wells able to retain the gas

expelled by the supernovae of the first stars (see the excellent reviews in Bromm and Yoshida, 2011;

Johnson, 2011). As described in Section 1.1.1, the sites for the first galaxies are likely to be dark matter

haloes of mass ∼ 108M⊙ (Wise and Abel, 2007; Greif et al., 2008; Bromm et al., 2009). The violent ends

to the brief lives of Pop III stars fill the surrounding gas with metals, and within only a few generations

the metallicity is greater than a critical value, Zcrit (Wise and Abel, 2008), meaning that subsequent

rounds of star formation form Population II stars. These are the stars that dominate in these early

galaxies by z ∼ 10 (Johnson et al., 2008, although there may well still be rare pockets of pristine gas

forming low mass Pop III.2 stars). Consequently, even though Pop III stars produce (on average) 60%

more H I ionizing photons than a Pop II star (Tumlinson et al., 2003), the majority of stellar ionizing

photons at these high redshifts will come from Pop II stars.

Whether or not the Pop II stars within young galaxies can reionize the Universe is entirely deter-

mined by the number of stellar ionizing photons that pervade the IGM. Following Madau et al. (1999),

the critical value for the photon emission rate per unit cosmological volume, Ṅion, in order to ionize

the IGM by a given epoch is

Ṅion = 1049.3 CHII

3

(

1+ z

7

)3

s−1 Mpc−1 , (1.11)

assuming WMAP-7 cosmological parameters. Here CHII =
〈

n2
HII

〉

/〈nHII〉
2 is the effective clumping

factor (e.g. Bolton and Haehnelt, 2007c), and is a measure of the inhomogeneity of the ionized hy-

drogen in the IGM. Reaching at least this number of photons using only Pop II stars requires, first,

that sufficient numbers of ionizing photons are produced, and second, that a significant fraction es-

cape into the IGM. At high redshifts, both the production rate and the escape fraction are poorly

constrained observationally. Since all stars have a spectral continuum that is essentially a blackbody

(see Fig. 1.3), the main sources of ionizing photons amongst the Pop II stars are the massive stars

with high surface temperatures, known as O and B type stars (e.g. Miralda-Escudé and Rees, 1998, see

Fig. 1.4). As with all high-mass stars, they have short lives and so these stars are only found in areas

that have undergone recent star formation. Young, star-forming galaxies are therefore widely believed

to be responsible for the reionization of hydrogen (e.g. Haiman and Holder, 2003; Venkatesan et al.,

2003; Haiman and Bryan, 2006; Fan et al., 2006a; Bolton and Haehnelt, 2007c; Shull and Venkatesan,

2008). The second part of our ignorance is parametrised as the escape fraction, fesc, the number of

ionizing photons escaping into the IGM from these star-forming galaxies. This is a difficult parameter



14 Chapter 1. Introduction

Figure 1.4: A pictorial representation of the sizes and colours of different spectral classes of stars, using the
classification system of Morgan et al. (1943). The vast majority of stellar ionizing photons come from O and B
type stars with surface temperatures & 2× 104 K (masses & 10M⊙). For comparison, the Sun is a G type star.
Image taken from http://en.wikipedia.org/wiki/File:Morgan-Keenan_spectral_classification.png

to measure even in our own galaxy (Bland-Hawthorn and Maloney, 1999), and is even more difficult

in the high-redshift Universe, where there appears to be significant galaxy-to-galaxy variation (e.g.

Shapley et al., 2006). Measurements at z ∼ 3 suggest fesc ∼ 0.05−0.1 (Boutsia et al., 2011; Nestor et al.,

2011), and it is believed that fesc should increase with redshift (although very high-redshift studies can

normally only set weak upper limits, e.g. fesc < 0.9 at z ∼ 6.6; Ono et al., 2010). The main theoretical

motivation for fesc increasing with redshift is that, in simulations, it seems to increase with decreasing

halo mass (Wise and Cen, 2009; Razoumov and Sommer-Larsen, 2010; Srbinovsky and Wyithe, 2010;

Yajima et al., 2011). Since dwarf galaxies increasingly dominate the global star formation at higher

redshifts, the mean fesc may be higher (although see Gnedin et al., 2008; Paardekooper et al., 2011).

Even with a higher fesc at high redshift, there are still difficulties with providing enough ionizing

photons. The discovery of very high-redshift galaxies in deep surveys, such as the Hubble Ultra Deep

Field (HUDF), has led to discussion as to whether the population of galaxies responsible for reioniza-

tion has been found (Stiavelli et al., 2004; Yan and Windhorst, 2004; Bouwens et al., 2004, 2006, 2008;

Bunker et al., 2004, 2006; McLure et al., 2010, 2011; Oesch et al., 2010). These galaxies were discovered

using the Lyman-break technique, whereby an object is undetected in filters above a certain wave-

length. This is symptomatic of a generic feature in galaxy spectra where there is a very steep drop-off

in flux at the Lyman break (in the rest frame UV). The reddest filter in which the object is not detected

(the ‘dropout’ filter) can therefore be used to constrain its redshift. The highest redshift galaxies in

the HUDF are only detected in the near-infrared, and Fig. 1.5 demonstrates the discovery of some of

these galaxies at z ∼ 7 using this technique. Only the most massive and luminous galaxies, however,

can be detected at z ∼ 6− 10. These alone are unable to produce enough ionizing photons, even if

fesc = 1, and so there must be a sizable contribution from lower luminosity galaxies too faint to be

seen in current surveys (e.g. Fernandez and Shull, 2011; Lorenzoni et al., 2011; Vanzella et al., 2011).

The number of these galaxies is very challenging to constrain, and is observationally measured from

the slope of the luminosity function. Very recent results suggest that the slope is sufficiently steep

that there may be enough small galaxies to carry out H I reionization without assuming an fesc very
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Figure 1.5: Galaxies discovered in the Hubble Ultra Deep Field using the Lyman-break technique. Each row
shows the same patch of sky viewed through a variety of different filters ordered in increasing wavelength, going
from the optical on the left (v) to the near-infrared on the right (H). The reddest filter the objects are not detected
in is z′ (λ ∼ 8500 Å), so they are known as z′-dropouts. In order for the Lyman break to be redshifted to this
observed wavelength, the galaxies need to be at z ∼ 7. Figure taken from Bunker et al. (2010).
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different from that measured at lower redshifts (Bouwens et al., 2011c). This is in agreement with

recent simulations that show that small galaxies dominate the ionizing budget at high redshift and

are able to complete reionization (Lacey et al., 2011; Raičević et al., 2011). Another important factor

when considering the contribution of Pop II stars is that whilst most of their ionizing photons will be

emitted during their lifetimes, there is also a non-negligible contribution from their supernovae. Ac-

counting for this increases the stellar contribution to reionization of a star-forming galaxy by ∼ 10%

(Johnson and Khochfar, 2011).

Recently, Rauch et al. (2011) detected a galaxy at z = 3.344 that offers some insight into the physical

picture of what may allow ionizing photons to escape from dwarf galaxies at high redshift. A merger

between two gas rich galaxies will trigger a large burst of star formation, while at the same time pro-

viding a window through which the ionizing photons can escape, by disrupting part of the galaxy. As

such, both the ionizing output (via a greater number of O and B type stars produced in the starburst)

and the escape fraction of ionizing photons increases. Since mergers will have been much more com-

mon during the hierarchical growth rampant in the early Universe, such a mechanism could explain

the prevalence of sufficient ionizing photons to complete reionization. There seems to have been

a major period of galactic build-up at z ∼ 8−10 (Oesch et al., 2011), and so the starbursts triggered

by the associated mergers of these dwarf galaxies suggest an interesting possibility for an important

source of ionizing photons responsible for the reionization of H I and He I .

1.2.3 Active Galactic Nuclei

Shortly after the Third Cambridge Catalogue of Radio Sources (3C; Edge et al., 1959) was released, sev-

eral objects were shown to be of extragalactic origin. 3C 295 was found to be a radio-bright galaxy at

z = 0.46 (Minkowski, 1960), making it the most distant object known at the time of its discovery. These

objects became known as Active Galactic Nuclei (AGN), due to their radio activity. Some radio sources

were also associated with what looked like stellar sources in the optical (Matthews and Sandage, 1963).

When one of these, 3C 273, was found to have z = 0.16, it became clear that despite appearing

to be a point source, it could not be a star (Schmidt, 1963). These sources were given the name

‘quasi-stellar radio sources’ (Greenstein and Schmidt, 1964), which was subsequently abbreviated to

‘quasar’. Schmidt (1965) measured 3C 9 to have z ∼ 2, emphasising that quasars were some of the

most luminous objects in the Universe, making them visible at even very high redshifts. Concur-

rently, several other high redshift, point-like sources with no associated radio emission were discov-

ered (Sandage, 1965). Both the radio-quiet and radio-loud objects were grouped together as ‘Quasi-

Stellar Objects’ (QSOs)18. Investigation of the unusual spectra and their tremendous energy outputs

led to the conclusion that these objects were powered by accretion onto a supermassive black hole

(SMBH) (Lynden-Bell, 1969). For a review on the unification of all the different types of AGN see

Antonucci (1993), and for a review on the creation of SMBHs at high redshift see Volonteri (2010).

Due to their exotic method of energy production, AGN have long been known to be excellent pro-

ducers of ionizing photons (Arons and McCray, 1970; Rees and Setti, 1970). The spectra are domi-

18Whilst historically ‘quasar’ was the term used to refer to radio-loud QSOs, I will use the terms interchangeably.
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nated by synchrotron emission, and thus can be described via a power-law19, so they emit more of

their energy as high-energy photons than even a very hot Pop III star (see Fig. 1.3). Similarly, the

escape fraction from bright AGN, such as quasars with an intrinsically high luminosity, is thought

to be close to unity (Loeb and Barkana, 2001; Fan et al., 2006a). Consequently, only a small per-

centage of the galaxies need to be in an AGN stage for them to dominate the ionizing budget at a

given redshift. This is because the efficiency of ionizing photon production into the IGM from ac-

cretion onto a SMBH is comparable to that from the combined nucleosynthesis of stars in a galaxy

(e.g. Meiksin, 2006). Having identified their potential, AGN were widely thought to be responsi-

ble for the reionization of H I (e.g. Arons and Wingert, 1972). However, the peak in the bolometric

quasar luminosity function is at z ∼ 2 and drops off sharply at higher redshifts (e.g. Hopkins et al.,

2007). The luminosity function is steep at the bright end though, so faint AGN will be responsible

for most of the ionizing photons. Surveys such as the Sloan Digital Sky Survey (SDSS; York et al.,

2000) have sampled the luminosity function up to z ∼ 6. Although only the bright end of the lu-

minosity function is being sampled at these high redshifts, it seems to be getting flatter at z > 4

(Richards et al., 2006). This implies that there are not enough AGN at high redshift (z > 6) to reion-

ize hydrogen, unless there is a substantial population of very low luminosity AGN (Meiksin, 2005;

Bolton and Haehnelt, 2007c; Srbinovsky and Wyithe, 2007). In contrast, due to the high intensity of

their spectra at short wavelengths20, quasars are expected to be the dominant sources of the reion-

ization of He II (e.g. Ciardi and Ferrara, 2005; Bolton et al., 2006).

1.2.4 Other sources

Whilst the first stars, high-redshift star-forming galaxies and AGN represent the favoured contributors

to reionization, there have been studies into more exotic sources. Among them are ‘mini-quasars’

powered by intermediate-mass black holes with masses 200− 1000M⊙ (Oh, 2001; Venkatesan et al.,

2001; Madau et al., 2004), quark-novae from the collapse of neutron stars to quark stars (Ouyed et al.,

2009), globular star clusters (Ricotti, 2004; Schaerer and Charbonnel, 2011), early black holes formed

from the first Pop III stars (Ricotti and Ostriker, 2004b), feedback from accreting black holes in high-

mass X-ray binaries (Mirabel et al., 2011), dark matter particle annihilations or decays (Scott et al.,

1991; Mapelli et al., 2006), and sterile neutrinos (Hansen and Haiman, 2004). Although there is cur-

rently no observational evidence for any of these, the possibility of sources other than galaxies reion-

izing hydrogen (and quasars reionizing helium) should not be ruled out.

1.3 Observational constraints on the Epoch of Reionization

The detailed interplay between the different sources of ionizing photons during the EoR and up to

the present day leaves observational tracers that can greatly constrain hierarchical structure forma-

19Synchrotron emission is caused by charged particles (in this case electrons) moving through a magnetic field at speeds
just under the speed of light. The two key properties of synchrotron radiation are its non-thermal power-law spectra, and
its polarization. It was first detected coming from a jet out of the galaxy M87 by Burbidge (1956).

20Referred to in a astronomy as ‘hard’ spectra.
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tion models (Trac et al., 2008; Cen et al., 2009). Since much of reionization seems to have taken place

at redshifts that currently suffer from poor completeness in modern surveys, information gleaned

about the sources of reionization will tell us about the galactic population statistics at these unseen

epochs. This will help constrain the IMF of the first galaxies, as well as the escape fraction of ionizing

photons and metals into the IGM. For the rest of this chapter, ‘reionization’ refers to the reionization

of hydrogen (in parallel with He I ). This is because the reionization of helium is far better constrained

from quasar absorption spectra (see Section 1.3.2) as finishing at z ∼ 2.7− 3 (e.g. Kriss et al., 2001),

via optical depth measurements (e.g Madau and Meiksin, 1994; Worseck et al., 2011), and IGM tem-

perature measurements (e.g. Becker et al., 2011a, see Chapter 6). This coincides with the rise of hard

spectra sources such as quasars, which emit by themselves ∼ 2.5 ionizing photons per He II atom at

z = 3, an ample number to complete helium reionization (Furlanetto and Oh, 2008a).

1.3.1 Polarization of the Cosmic Microwave Background

Perhaps the best current estimate of the redshift of reionization comes from the large angular scale

polarization of the CMB. The CMB photons have been travelling through the Universe since recombi-

nation and hold information about the physical conditions of the Universe at that time. Reionization

produces free electrons off which these photons Thomson-scatter, creating polarization. Therefore,

the CMB polarization is sensitive to the presence of H II , and so the IGM Thomson optical depth pro-

vides information on when H II regions began to dominate the CMB sightlines (although note that

a small fraction of residual electrons frozen out during recombination will affect this measurement

slightly; Page et al., 2007). This polarization of the CMB is detected as an excess in the signal of the

temperature-polarization correlation at large angular scales, away from that predicted by the primor-

dial power spectrum of the CMB temperature anisotropies (see Fig. 1.6 and e.g. Kogut et al., 2003, for

more details). A measurement of the Thomson optical depth, τe, can be converted into a reionization

redshift, zreion, for a given reionization history. Assuming the Universe is reionized instantaneously,

such that at z > zreion it is neutral, and z ≤ zreion it is completely ionized, then in a flat ΛCDM cosmol-

ogy τe is related to zreion as21

τe =
H0ΩbσTc

4πGmpΩm

np

nb

[

(

1−Ωm +Ωm(1+ zreion)3)1/2
−1

]

≈ 0.0406
Ωbh

Ωm

[

(

1−Ωm +Ωm(1+ zreion)3)1/2
−1

]

(1.12)

(e.g. Griffiths et al., 1999). The current best estimates from the Wilkinson Microwave Anisotropy Probe

(WMAP)22 seven-year data give τe = 0.088± 0.015, which corresponds to a reionization redshift of

zreion = 10.6±1.2 (Komatsu et al., 2011). As already mentioned, this assumes an instantaneous reion-

21In this equation, H0, Ωb and Ωm all have the same meaning as in Table 1.1, mp is the mass of a proton, c is the speed
of light, G is Newton’s gravitational constant, σT is the electron Thomson scattering cross-section (= 6.65×10−25 cm2), h =

H0/100 kms−1 Mpc−1, and np and nb are the proton number density and baryon number density respectively. Assuming
a primordial mixture of hydrogen and helium based on Big Bang nucleosynthesis (24% of all baryons in 4He nuclei, the rest
in 1H), then 88% of all baryons are protons, and so np/nb = 0.88.

22http://map.gsfc.nasa.gov/
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Figure 1.6: Polarization cross-power spectra for the WMAP first-year data, taken from Kogut et al. (2003). The
solid line marks the prediction based upon the power spectrum of the temperature anisotropies. The dotted line
represents the case if there were no temperature anisotropies. For ℓ< 10 (corresponding to large angular scales)
there is clear excess power over the predicted signal, indicating reionization.

ization event, which is unphysical (21 cm emission (see Section 1.3.4) has already constrained the

duration of reionization to be ∆z > 0.06; Bowman and Rogers, 2010), but provides a first approximate

measurement of the redshift of reionization. Further refinements to this constraint will come in early

2013 from the data provided by the Planck23 satellite, successfully launched in 2009.

1.3.2 High-redshift spectra

Quasar absorption spectra

Arguably the best data about the end of reionization comes from the spectra of high-redshift quasars.

One of the most widely used spectral lines, due to its relative strength, is the Lyman alpha (Lyα) line

of hydrogen. It corresponds to an electron moving between the 1 2S ground state and the first excited

state, 2 2P ,

1 2S +Lyα⇐⇒ 2 2P . (1.13)

This transition is in the ultraviolet part of the spectrum, with a wavelength of 1216 Å. Gunn and Peterson

(1965) calculated the optical depth, τLyα, of the IGM to Lyα photons as a function of the neutral frac-

23http://www.rssd.esa.int/index.php?project=Planck
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tion of hydrogen, xHI = (nHI)/(nH), as24

τLyα =
πe2 fαλαnHI(z)

mecH(z)
≈ 3.46×105xHI

(

Ωbh

0.0333

)(

Ωm

0.26

)−1/2 (

1+ z

7

)3/2

. (1.14)

From this equation it was clear that that the presence of neutral hydrogen between the source and

the observer will cause a dip in the spectrum blueward of Lyα (a ‘trough’). Significantly, however,

only a very small neutral fraction (about one atom of H I per 104 atoms of H II ) is required to saturate

this area of the spectrum, forming a ‘complete’ trough. It was realised early on from observations

of quasars at z < 2 that the lack of a complete Gunn-Peterson (GP) trough meant the low-redshift

Universe was highly ionized (e.g. Arons and Wingert, 1972). By measuring the effective optical depth,

τeff ≡− ln〈F 〉, where 〈F 〉 is the mean normalised flux in the trough, one can then use Equation 1.14 to

convert it into a neutral fraction. Further observations reaching z ∼ 6 similarly failed to find complete

GP troughs, implying an upper limit for xHI of 10−4 (Fan et al., 2006a). This demonstrates that by z ∼ 6

the Universe was essentially fully ionized.

Measurements using τeff have historically been the most common method for calculating the neu-

tral fraction at high redshift (e.g. Fan et al., 2006b; Bolton and Haehnelt, 2007c; Goto et al., 2011). The

first complete GP trough was found by Becker et al. (2001) in the quasar SDSS J1030+0524 (z = 6.28).

This implied a lower limit on xHI of 10−3, although measurements of the GP trough for the Lyβ tran-

sition suggested xHI was perhaps as high as 0.1. Modelling the relationship between τeff and z as a

power law, Fan et al. (2006b) found that they required a separate power law for the data at z < 5.7

and z > 5.7. This has been taken as evidence that at z ∼ 6 the IGM is within the overlap phase close

to the end of reionization, where the mean free path of the ionizing photons increases very rapidly.

This rapid rise in the optical depth of the spectra shortwards of Lyα is clear in Fig 1.7, taken from

Fan et al. (2006c). It is worth noting, however, that the bright quasar SDSS J1148+5251 (z = 6.42)

does not have a complete GP trough in either the Lyα or Lyβ transitions, indicating that this sightline

is still highly ionized (Oh and Furlanetto, 2005; White et al., 2005). Significant sightline-to-sightline

variation is expected from a clumpy IGM (Furlanetto and Oh, 2005), although this variation is not

necessarily an indicator of an inhomogeneous reionization (Lidz et al., 2006b). The redshift of the

completion of the overlap phase has been suggested to vary amongst different sightlines by δz = 0.15

(Wyithe and Loeb, 2004). Also, the significance of the presence of complete GP troughs has been

questioned. Becker et al. (2007) suggested that by modelling the evolution of the transmitted flux

using a lognormal distribution of optical depths (rather than the canonical density distribution of

Miralda-Escudé et al., 2000) no break in the relationship between τeff and z is found in the measure-

ments of Fan et al. (2006c), implying overlap is at z > 6.4. Similarly, McQuinn et al. (2011) show that

the properties of Lyman limit systems can explain the rapid evolution in the transmitted flux without

invoking reionization.

24In this equation, e is the electric charge on an electron, me is the electron mass, c is the speed of light, fα is the
oscillator strength (= 0.4162), λα is the wavelength of the transition (= 1216 Å), and nHI is the number density of atomic

neutral hydrogen. H(z) is the Hubble constant at redshift z, and in a flat ΛCDM Universe H(z) = H0

√

Ωm(1+ z)3 +ΩΛ ≈

H0Ω
1/2
m (1+ z)3/2 at high redshift, as implicitly used here.
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Figure 1.7: A reproduction of Fig 1. in Fan et al. (2006c) showing the 19 spectra in their sample. There is a clear
reduction in transmitted flux in the Lyα forest towards higher redshift.
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Other statistics have been used with quasar sightlines to help constrain the neutral fraction. The

size evolution of the H II bubbles around quasars was used by Carilli et al. (2010) to suggest that the

neutral fraction has increased by an order of magnitude from z = 5.7 to z = 6.4. Small sections of

transmitted flux, similar in appearance to emission lines, found between long stretches of zero-flux

absorption gaps (essentially GP troughs) are known as Lyα ‘leaks’ (Liu et al., 2007; Feng et al., 2008).

They could be due to ionized gas in a largely neutral medium, or to a very low density void in the

sightline. Determining their origin will therefore hold useful information about the neutral fraction

at high redshift. Initial results suggest they are due to very low density voids, consistent with a highly

ionized IGM at z ∼ 6 (Liu et al., 2007). Gallerani et al. (2008a) used the statistics of the prevalence

of dark gaps and transmission peaks in the spectra to get a robust upper limit of xHI < 0.36 at z =

6.3. Very recently, McGreer et al. (2011) claimed to have a nearly model independent estimate of the

neutral fraction based on the covering fraction of dark pixels, with their most stringent constraint of

xHI . 0.5 at z = 6.1.

Since these techniques all provide mainly upper limits, it is difficult to say much that is conclusive

about the end of reionization. Recently, the reliability of xHI measurements from quasar spectra has

been questioned, since quasars sit within very biased regions of the IGM (see Chapter 5 for more

details). The reionization history of the IGM around a quasar is expected to precede that of the general

IGM by ∼ 0.3 redshift units (Wyithe et al., 2008), and so some have argued that since much of our

information on the end of reionization comes from these highly biased sightlines, it is hard to say

with any certainty that reionization was even complete by z ∼ 5− 6 (Mesinger, 2010). Despite this,

z ∼ 6 is often quoted as a strict lower limit by which reionization must have ended, but the possibility

remains that it ended at a higher (or lower) redshift.

As a final note, the very recent discovery of a bright quasar at z = 7.085 (Mortlock et al., 2011)

provides a useful window into the very high-redshift Universe. The spectrum around the systemic

Lyα redshift seems to exhibit evidence for a damping wing, suggesting a lower limit on the neutral

fraction of xHI > 0.1 (Bolton et al., 2011; Mortlock et al., 2011). The feature could also be reproduced

if a Lyman limit system lay within 5 proper Mpc of the quasar, however Bolton et al. (2011) found that

this only happens in 5% of their simulated sightlines. This may be therefore be taken as tentative

evidence that (at least along that particular sightline) reionization ended at z . 7.

Gamma-ray bursts

Gamma-ray bursts (GRBs) are brief (∼ few second) flashes of very high energy emission that have an

observed frequency of a few per day. Their existence was initially speculated on by Colgate (1968),

although the first were only found by Klebesadel et al. (1973). Due to their brevity, it has been difficult

to establish the nature of the sources, although their isotropic distribution on the sky, combined with

the first confirmed host galaxy, showed that they were of extragalactic origin (Metzger et al., 1997).

Some GRBs have been so luminous that they would still be detectable even at z ∼ 10 (Kulkarni et al.,

1998, 1999). Until recently, the most distant GRBs had redshifts that did not exceed those of other

cosmological sources, such as z = 6.3 (Kawai et al., 2006) and z = 6.7 (Greiner et al., 2009). The GRBs
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detected at redshift 8.3 (GRB 090423; Salvaterra et al., 2009; Tanvir et al., 2009) and possibly at 9.4

(GRB 090429B; Cucchiara et al., 2011) in 2009, however, make them some of the most distant objects

known. For a brief amount of time, they are sufficiently bright to be detected over vast distances, and

so their spectra provide a very useful probe of the early Universe (Miralda-Escudé, 1998). They are

thought to be associated with the deaths of massive stars (Woosley and Bloom, 2006; Modjaz, 2011;

Petitjean and Vergani, 2011), so their detection serves as a signpost of star formation in galaxies that

are too faint to be imaged directly (Jakobsson et al., 2006). They have two key advantages over high-

redshift quasars. The host galaxies seem to not have extreme properties (Chen et al., 2009; Berger,

2009), and presumably sit in a more ‘average’ part of the IGM. Secondly, unlike quasars, they have a

very simple power law continuum, making continuum placement easier. They have been used suc-

cessfully at lower redshift (e.g. Thöne et al., 2011) to measure directly the gas in the vicinity of the

GRB, and provide clues about the host galaxy and its stellar component, with the hope to do simi-

lar analysis at z > 6. Totani et al. (2006) measured the shape of the damping wing for GRB 050904

at z = 6.3, and found that its shape could be entirely explained by a Damped Lyα (DLA) system at

z = 6.295 indicated by several metal lines, without the need for any contribution from the IGM. The

most probable neutral fraction was xHI = 0.00, with upper limits of < 0.17 and < 0.60 at 68% and

95% confidence levels, respectively. This suggests a highly ionized IGM, especially when taking into

account the fact that constraints on the neutral fraction based on damping wings may be overesti-

mates (Mesinger and Furlanetto, 2008a). By looking at the width of the GP trough in the same GRB

spectrum, Gallerani et al. (2008b) concluded that xHI = 6.4±0.3×10−5 along that particular sightline,

although McQuinn et al. (2008) claim a single GRB xHI measurement can only constrain the global

neutral fraction to ∆xHI ∼ 0.3.

The usefulness of GRBs is not limited to their spectra. Number counts of high-redshift GRBs were

used by Wyithe et al. (2010) as an indicator of the star formation rate density, and so to derive an es-

cape fraction of ∼ 0.05 from their host galaxies. It has also been suggested that GRBs can be linked to

the death of Pop III stars (Bromm and Loeb, 2007; de Souza et al., 2011), perhaps giving valuable in-

sight into the stellar IMF at high redshift. Regardless, the massive progenitors of GRBs are also likely

to be important sources of ionizing photons (see Section 1.2.1 and Section 1.2.2) and perhaps pro-

vide a significant contribution to reionization at z > 6 (Bolton and Haehnelt, 2007c; Choudhury et al.,

2008; Furlanetto and Mesinger, 2009; Stiavelli et al., 2009).

1.3.3 Lyman alpha emitters

Lyman alpha emitters (LAEs) are galaxies found via their strong Lyα emission lines. This emission is

powered by the reprocessing of ionizing photons within the interstellar medium (ISM) of the galaxy

(Partridge and Peebles, 1967). They are normally found in surveys using narrowband filters, which are

tuned to coincide with a gap in the atmospheric emission spectrum. For very high redshift work, the

commonly-used gaps correspond to z = 5.7,6.5−6.6 and 7.7, so LAEs detected in these epochs bracket

the possible end of the EoR, providing a probe of this interesting time in the Universe’s history.

If the Universe is highly neutral at a given redshift then the visibility of Lyα from galaxies should
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be substantially suppressed, by at least a factor of 3 (Malhotra and Rhoads, 2004). This effect should

manifest itself in the luminosity function of LAEs. Several groups (e.g. Malhotra and Rhoads, 2004;

Kashikawa et al., 2006; Dijkstra et al., 2007; Ouchi et al., 2010; Kashikawa et al., 2011; Nakamura et al.,

2011) have measured the luminosity functions of LAEs at z = 5.7 and z = 6.5−6.6. They have consis-

tently found that there are no dramatic differences between the two, arguing against a fully neutral

IGM at z = 6.6. Very recently, Clément et al. (2011) failed to detect any LAEs at z = 7.7, and were able

to use this non-detection to place robust constraints on the bright end of the luminosity function.

They then compared it to those at z = 6.5 from the literature and found that they could rule out a

non-evolution scenario at 85% confidence, with the data preferring a strong increase in the neutral

fraction. Although the statistical robustness of their conclusion was dependent on which z = 6.5 lumi-

nosity function they used from the literature, this is tentative evidence that there may be a substantial

change in the neutral fraction between z = 6.5 and z = 7.7 (although see Tilvi et al., 2010; Krug et al.,

2011). Lehnert et al. (2010) did manage to detect an LAE at z = 8.6, although the strong Lyα emission

is not enough in itself to suggest a highly ionized IGM or put statistically meaningful constraints on

the neutral fraction (Dijkstra et al., 2011). Similarly, Mesinger and Furlanetto (2008a) use the six po-

tential LAEs found at z ∼ 9 in Stark et al. (2007) to constrain the luminosity function evolution and

derive that xHI . 0.7, providing one of the highest redshift limits on the neutral fraction.

The clustering of LAEs can also be used to constrain the neutral fraction. A substantially neutral

medium would enhance the apparent clustering of LAEs, as the most detectable would be those in

galaxy clusters within a large H II bubble. Several groups (e.g. McQuinn et al., 2007; Ouchi et al., 2010)

have used this to complement measurements from the luminosity function, and similarly conclude

that the data implies a highly ionized IGM at z = 6.5. Finally, Ouchi et al. (2009) note that the distri-

bution of their LAEs implies an ionized bubble of radius ∼ 30 Mpc, and so using the analytical models

of Furlanetto et al. (2006b) derive that xHI . 0.2 at z = 7. This is one of the most stringent constraints

on the high-redshift neutral fraction.

1.3.4 Future 21 cm observations

The 21 cm line25 (corresponding to a frequency of 1.4 GHz) is the radio emission due to the ground

state hyperfine transition26 of H I (for two very recent and detailed reviews see Furlanetto et al., 2006a;

Morales and Wyithe, 2010). Its potential for measuring hydrogen in the IGM was first noted by Field

(1959). The major observable of interest is the difference in the brightness temperature27 of high-

redshift patches of H I to the brightness temperature of the CMB. A cloud of H I may appear in either

absorption or emission against the CMB, depending on the difference between the CMB temperature

and the gas spin temperature. The spin temperature, TS, is linked to the ratio of the number of atoms

in the excited hyperfine state, n1, to the number in the ground hyperfine state, n0, via Boltzmann

25This of course is in the frame of reference of the source - the observed wavelength will be 21(1+ z) cm.
26It is caused by the electron flipping its spin relative to the nucleus.
27The 21 cm brightness temperature, Tb, is defined as the temperature of a blackbody that produces the same intensity

at 1.4 GHz as the measured 1.4 GHz intensity. Since the CMB has a blackbody spectrum, its brightness temperature is the
same as its temperature.
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statistics such that n1/n0 ∝ exp(E10/kBTS), where E10 = 5.9×10−6 eV is the energy between the two

states, and kB is the Boltzmann constant. The difference in brightness temperature between a sight-

line intersecting a H I cloud and a (hypothetical) sightline with a unobstructed view of the CMB can

then be calculated as

δTb ≈ 27xHI(1+δ)

(

1+ z

10

)1/2 TS −TCMB

TS
mK (1.15)

(e.g. Mellema et al., 2006), where (1+δ) is the fractional baryon overdensity. The value of TS is deter-

mined by absorption of CMB photons, collisions with other particles, and scattering of UV photons,

and its difference from the CMB temperature determines whether the 21 cm signal is observed in

emission or absorption. Since δTb is proportional to the abundance of neutral hydrogen, it is very

difficult to measure in the highly ionized IGM of the low-redshift Universe (e.g. Ghosh et al., 2011).

During and before reionization, however, there should be sufficient H I to produce a detectable sig-

nal. Indeed, during reionization TS will roughly equal the kinetic gas temperature, so TS ≫ TCMB,

leaving δTb essentially determined by the overdensity and the neutral fraction. Consequently, mea-

suring the power spectrum of the H I 21 cm fluctuations is one of the more exciting techniques for

investigating the EoR and distinguishing between different reionization histories (Carilli et al., 2004;

Barkana and Loeb, 2005; Furlanetto, 2006). Perhaps the most interesting use is that spatially resolved

(2-D) maps of a patch of sky over a range of frequencies (corresponding to different redshifts) offer

the possibility of direct 3-D tomography of the high-redshift IGM (see Fig. 1.8, and e.g. Carilli, 2006;

Geil and Wyithe, 2008). This will provide a test of the current view of reionization, where sources

of ionizing photons carve out an ionized region of H II around themselves in the neutral IGM. These

ionized ‘bubbles’ will ultimately merge in the percolation phase, and the consequent size evolution of

these regions at different redshifts should be visible (Madau et al., 1997; Wyithe et al., 2005; Greif et al.,

2009). Until recently, radio telescopes have only been sensitive enough to put upper limits on the am-

plitude of the 21 cm brightness temperature fluctuations (e.g. δTb < 70 mK at z ∼ 9; Paciga et al.,

2011). However, radio telescopes currently being built, such as the Low Frequency Array (LOFAR)28,

will be able to measure the power spectrum of δTb of any neutral hydrogen in the IGM directly. LO-

FAR can observe up to z ∼ 11.5 at 115 MHz and so is expected to be able to probe the EoR. Future

radio telescopes (e.g. the Square Kilometer Array29) should be sensitive at even higher redshifts and

with adequate foreground subtraction may allow us to probe directly the neutral hydrogen in the

cosmic dark ages at z ∼ 20. Indeed, the statistics of 21 cm fluctuations offer us the opportunity to

probe the pre-reionization IGM, the whole process of H II region overlap, and even the appearance

of the diffuse IGM post-overlap (Wyithe and Loeb, 2008), making it a very exciting future source of

observational constraints on reionization.

1.3.5 Summary

Due to the large error bars on zreion from the CMB measurements, plus the relatively loose limits from

other observations, several contrasting reionization histories are allowed. A selection are summarised

28http://www.lofar.org/
29http://www.skatelescope.org/
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Figure 1.8: Slices through a simulation showing the evolving δTb measured in an image-frequency volume for
two different reionization histories. They illustrate the large-scale geometry of reionization seen at 21 cm and
the significant local variations in reionization history. Figure taken from Mellema et al. (2006).

in Fig. 1.9, along with several measurements of the neutral fraction from the recent literature. Essen-

tially all of our information about the end of reionization comes from quasar sightlines, whilst our

highest-redshift constraints are from LAEs and the CMB.

Reionization histories can be classified according to when much of the ionization happens. If the

majority happens at high redshifts then they are known as ‘early’, whilst if most happens at z ∼ 6−7

they are known as ‘late’. The reionization history of Choudhury et al. (2008) for an ionizing photon

budget dominated by large haloes (M(z = 6) & 109M⊙; black dotted line in Fig. 1.9) is an example

of a ‘late’ reionization history. This is due to the formation of such haloes happening rather late in

the Universe’s history. This model matches the observational constraints well at low redshift, but not

at high redshift, implying that at those epochs the contribution to the ionizing budget from lower

mass minihaloes (black solid line) is substantial. Haardt and Madau (2011) suggest a history based

upon their model of the UV background (see Section 1.4) with overlap completing at z = 6.7, whilst

Pritchard et al. (2010) find model-independent conclusions that reionization was mostly complete by

z ∼ 8. The models of Furlanetto (2006) are both ‘early’ reionization histories. They include only the

contributions from Pop II and Pop III stars for both the case of no feedback (such as winds, ionizing

photons and metals) from the stars into the IGM (green solid line), and for a limiting case of extremely

strong feedback (green dashed line). In this latter scenario, between z ∼ 7−10 the Universe starts to

recombine and xHI increases, before again decreasing. This type of reionization history is known as

‘double’, as there are two periods of reionization - one to start the process, and one to complete it.

The physics of what could cause a double reionization are intricately linked to the star-formation

rate and its response to feedback. As described in Section 1.2.1, the ability to form a star from a cloud

of gas is critically dependent on the gas’ ability to cool, and the minimum temperature it reaches has

implications for the stellar mass. Initially, the primordial gas cooling was limited to only a small frac-
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Figure 1.9: Summary of the observational constraints on the volume-averaged neutral fraction, as well as some
recent model reionization histories. Top panel: Constraints from measurements of the CMB (Komatsu et al.,
2011), GRBs (Totani et al., 2006; Gallerani et al., 2008b), LAEs (Kashikawa et al., 2011; Mesinger and Furlanetto,
2008b; Ouchi et al., 2009), and from quasar sightlines (Bolton et al., 2005; Bolton and Haehnelt, 2007c; Fan et al.,
2006b; Carilli et al., 2010; Gallerani et al., 2008a; McGreer et al., 2011; Mortlock et al., 2011). Also shown are the
reionization histories from Choudhury et al. (2008) when the ionizing photon budget is dominated by ‘mini-
haloes’ (M(z = 6) & 106M⊙; black solid line) and by large haloes (M(z = 6) & 109M⊙; black dotted line), and the
median reionization history of Pritchard et al. (2010) (blue solid line), parametrising over the observed ionizing
efficiency ζ based on Lyα forest and WMAP-5 data. Bottom panel: Same as the top panel but with a linear y-axis
and only displaying limits on the neutral fraction greater than 0.01. Additional to the top panel are the reion-
ization histories of Haardt and Madau (2011) (red dash-dotted line) and two from Furlanetto (2006) (green solid
and dashed lines). The former of those assumes no feedback from the ionizing sources on their surroundings
and is a very extended process, failing to have finished by z = 6, whilst the latter assumes extreme feedback for
a limiting case. In that situation the transition from the highly efficient ionizing Pop III stars to the rather less
efficient Pop II stars means that the IGM starts to recombine before the Pop II stars eventually become numerous
enough to complete reionization. This is the mechanism that leads to a ‘double’ reionization history.
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tion of H2 molecules, however in the relic H II regions of the first massive stars, sufficient numbers

of H2 and HD molecules should form and allow the gas to cool down to TCMB. These first stars also

polluted the IGM with metals, providing other efficient cooling pathways. So, on the one hand, the

first, massive stars enable a second generation of smaller, cooler stars to form. On the other hand,

the ionizing photons they produce dissociate H2 and disrupt metal cooling (Aykutalp and Spaans,

2011), and the fast supernovae winds generated at their death heat and disrupt collapsing clumps

of gas. If this feedback mechanism is fully efficient, then the result is that during the short lives of

the first generation of Pop III stars, further star formation is suppressed, and after their death they

are replaced with much smaller, cooler Pop II stars. The cooler Pop II stars cannot (initially) replace

the ionizing emissivity of the Pop III stars, so the Universe begins to recombine, until the Pop II stars

are sufficiently numerous to make up the shortfall. This negative feedback mechanism (Cen, 2003b;

Sokasian et al., 2004; Ricotti and Ostriker, 2004a) would allow for the ‘double’ model as an example of

one of the more complicated possible reionization histories. Even multiple epochs of ionization and

neutralization have been proposed (Wyithe and Loeb, 2003b). However, it requires far fewer photons

to keep a region ionized than it does to ionize it initially. Detailed numerical simulations have shown

that the ionizing emissivity within the region would have to drop more than is plausible based on

reasonable assumptions about the transition from Pop III to Pop II, making a nonmonotonic reion-

ization highly unlikely (Furlanetto and Loeb, 2005; Furlanetto et al., 2008).

Although probably not strong enough to induce a global period of recombination within reion-

ization, this negative feedback mechanism would work to extend the duration of reionization. High-

speed supernova driven winds within high-redshift dwarf galaxies are unlikely to have much of an

effect on the inflow of cold gas needed for star formation (Powell et al., 2011). The UV photons fill-

ing the H II regions created by the first quasars, however, would likely suppress the star formation

in any enclosed galaxies (Bruns et al., 2011). Also, the non-zero relative velocity between the dark

matter and baryonic fluid after recombination means that the formation of minihaloes (and hence

star formation and local reionization history) will be delayed in some regions with respect to others

(Tseliakhovich et al., 2011; Maio et al., 2011), resulting in patchy reionization (although see Stacy et al.,

2011). The general consensus is that current models favour a gradual reionization over an extended

period 6 < z < 14 (e.g. Cen, 2003a; Wyithe and Loeb, 2003a; Haiman and Holder, 2003; Somerville et al.,

2003; Gnedin, 2004; Furlanetto et al., 2004a; Choudhury and Ferrara, 2005; Fan et al., 2006a,c). With-

out better neutral fraction constraints at high redshift, however, current data does not firmly rule out

other models. Additional limits may come from the local Universe (e.g. from the luminosity function

of the satellite galaxies of the Milky Way; Lunnan et al., 2011), but the most revealing measurements

will be made with future surveys. The James Webb Space Telescope30 (JWST) is scheduled for launch

in 2018 and will be able to detect galaxies out to z ∼ 14 (Lacey et al., 2011; Wyithe and Loeb, 2011).

With this capability, combined with potential first detection of 21 cm radiation during the EoR, this

coming decade should see a substantial improvement in the observational constraints on the Uni-

verse’s reionization history.

30http://www.jwst.nasa.gov/
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Figure 1.10: An example of a high-resolution spectrum showing the Lyα forest. This is for the quasar
QSO1422+23 (zquasar = 3.62) and was taken with the HIRES instrument on Keck. In this example the flux shows
a clear power law bluewards of Lyα up to the Lyman Limit at λ∼ 4200 Å. Figure taken from Rauch (1998).

1.4 The metagalactic UV background

Upon the completion of the ‘overlap’ stage of reionization, the Universe is essentially transparent to

ionizing photons. The mean free path of these photons is now only limited by the few remaining

small dense clumps of neutral gas, rather than the size of their source’s H II region. As a consequence,

the mean free path is now much longer than the separation between sources, and so ionizing pho-

tons pervade the Universe. This net background ionizing radiation field is referred to as the ‘meta-

galactic’ ultraviolet background (UVB), and is responsible for keeping the Universe reionized from

the end of the EoR to the present day. The relative contributions from different ionizing sources, as

well as filtering by the IGM itself (Bechtold et al., 1987), determine both the intensity and spectral

shape of the UVB (e.g. Haardt and Madau, 1996). Thus by measuring the redshift evolution of the

UVB, it is possible to constrain the redshift evolution of the source population (Haardt and Madau,

1996; Fardal et al., 1998; Haardt and Madau, 2001).

1.4.1 Observational constraints on the UVB

The decline of the quasar luminosity function at z & 3 implies that star-forming galaxies are likely to

be the dominant sources of the UVB from the end of overlap to z ∼ 3, with quasars dominant at z < 3

(Bolton et al., 2006; Faucher-Giguère et al., 2008a). The precise contributions of quasars and galaxies

at each redshift are not well understood, however. Uncertainty in the escape fraction of ionizing

photons from galaxies makes it difficult to estimate the UVB by conducting a ‘census’ of star-forming

galaxies, and so other methods are needed.

The majority of observational constraints on the UVB come from quasar absorption spectra. Blue-

ward of the Lyα emission line, quasar spectra become overwhelmed with absorption lines in compar-

ison to the area redward (see Fig 1.10). This was first seen in the high-resolution spectrum of a z ∼ 2

quasar31 by Lynds (1971). At the time there was much debate as to the source of these unidentified

31This is because the Lyα emission line (and that blueward of it) is in the rest-frame UV and so is only redshifted into
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lines. Based on the work by Gunn and Peterson (1965) with the GP trough, Bahcall and Salpeter (1965)

predicted the existence of narrow lines associated with Lyα absorption between the source and the

Earth. This was the favoured explanation of Lynds (1971), and was soon the most accepted model

(e.g. Arons, 1972). This feature in the spectrum of high-redshift sources is known as the ‘Lyα forest’

and is caused by absorption and scattering of Lyα photons by neutral hydrogen in the IGM along the

line of sight to the quasar (e.g. Sargent et al., 1980; Weymann et al., 1981; Bi, 1993; Cen et al., 1994;

Rauch, 1998).

Absorption systems in the Lyα forest can be broadly classified into three categories, based upon

their neutral hydrogen column density, NHI. The most common by far are Lyα forest systems, with

NHI < 1.6×1017 cm−2. They are optically thin (τ < 1) to ionizing photons, meaning they are almost

completely ionized, and are well fitted by Doppler line profiles. At higher column densities are Lyman

limit systems (LLSs; Tytler, 1982), with 1.6× 1017 ≤ NHI < 2× 1020 cm−2. These are optically thick

(τ > 1) to hydrogen-ionizing photons. Despite their optical thickness though, LLSs are sufficiently

penetrated by the UVB to be partially ionized. The final class contains the Damped Lyα systems

(DLAs; Wolfe et al., 1986), with NHI ≥ 2× 1020 cm−2. These are sufficiently optically thick that they

show the radiation damping wings of the Lorentz profile, and so are well fit by Voigt line profiles.

Due to their high optical depth, they are self-shielded from ionizing radiation, and so are essentially

neutral.

The properties of the Lyα forest provide a useful probe of the large scale structure of the Universe

at overdensities far lower than that probed by galaxies, and so can be used to derive several cosmo-

logical parameters (e.g. Viel, 2009). A key feature of the forest is that it becomes more opaque with

increasing redshift. At z & 4 absorption lines are so numerous that they can no longer be individually

distinguished (an effect known as ‘line blanketing’), merging into large troughs of little to no flux. By

z ∼ 6, almost no flux is transmitted through the IGM bluewards of Lyα (Fan et al., 2001; Becker et al.,

2001). The number of absorption lines, and hence relative blackness of the forest, is directly linked

to the underlying density field and to the amount of neutral hydrogen in the IGM. After the end of

overlap, the latter is controlled by the UVB, so the average transmission (or, equivalently, effective op-

tical depth) of the Lyα forest at a given redshift is directly connected to the UVB intensity. Two main

methods have been used to measure the UVB by taking advantage of this feature: flux-decrement

modelling, and the proximity effect.

Measuring the UVB using flux decrements

The flux-decrement method consists of measuring the flux decrement, D = 〈1−e−τ〉, in a section

of the Lyα forest away from the quasar redshift and comparing the results with those measured

from synthetic spectra drawn from numerical simulations (Rauch et al., 1997; Songaila et al., 1999;

McDonald and Miralda-Escudé, 2001; Meiksin and White, 2004; Tytler et al., 2004; Bolton et al., 2005;

Kirkman et al., 2005; Jena et al., 2005). The output of the simulation is adjusted by altering the param-

eter µ∝Ω
2
bh3/Γbkg, where h is the fractional Hubble constant and Γbkg is the H I ionization rate due

the optical for z & 2.
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(a) Lyα forest due to only ionization by the UVB.

(b) Lyα forest due to ionization by both the UVB and the quasar.

Figure 1.11: A demonstration of the line-of-sight proximity effect in quasar spectra. Top: A spectrum of a quasar
at z ∼ 3 near the Lyα emission line. Blueward of the emission lies the Lyα forest. In this case, the ionization state
of the IGM is set only by the UVB. Bottom: The same spectrum as above, but after the quasar has ionized the IGM
in its vicinity. Close to the quasar the gas is more highly ionized, so there is less absorption. This is known as the
proximity effect, and was first noticed in spectra by Carswell et al. (1982) as a decrease in the number of strong
absorption features close to the quasar redshift. Image credit: Lutz Wisotzki

to the ionizing background, until the mean flux decrement agrees with the mean decrement observed

in the real quasar spectrum. Assuming some known values of Ωb and h, this method can therefore

be used to derive a value for Γbkg at the redshift of the forest being sampled. This methodology is

described in more detail in Chapter 3.

Measuring the UVB from the proximity effect

Quasars are highly luminous objects. Out to large distances (up to 5 proper Mpc for a bright quasar

at z ∼ 2; Kirkman and Tytler, 2008), therefore, their ionizing radiation will dominate over that of the

UVB, causing the IGM in that region to be more highly ionized. Consequently, absorption lines near

the redshift of the quasar will have a lower optical depth compared to lines in the forest. This is

the line-of-sight proximity effect, and was first observed as a decrease in the number of absorption

lines close to Lyα by Carswell et al. (1982), as demonstrated in Fig. 1.11. Subsequent studies using

higher resolution spectra (Murdoch et al., 1986; Tytler, 1987; Carswell et al., 1987; Bajtlik et al., 1988;

Scott et al., 2000) were able to use to the proximity effect to estimate the intensity of the UVB, using
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refined versions of this ‘line-counting’ method. Unfortunately, the line-counting method suffers from

various complicating factors. The main concern is the subjectivity with which a ‘line’ is identified and

fitted in the spectra, a choice that is often complicated by blending, particularly at high redshift or low

resolution.

An alternative approach for measuring the proximity effect is the ‘flux-transmission’ method. Here

the observed effective optical depth close to the quasar is compared with that expected from the

Lyα forest (Liske and Williger, 2001). Studies into the proximity effect in the literature are dominated

by the line-counting method, however it is less sensitive to the expected proximity effect signal than

the flux transmission method (Dall’Aglio et al., 2008). A variant on the flux transmission method is

used, therefore, in the work presented in Chapters 4 and 5.

The transverse proximity effect

As a brief aside, it is worth pointing out that there are two proximity effects: the line-of-sight proxim-

ity effect mentioned above, and the transverse proximity effect (or foreground proximity effect). The

latter of these relies on the ionizing region around the quasar being roughly spherical, and so for two

quasars that are very close in angle on the sky but at different redshifts, zback and zfront, there should

be an increase in Lyα forest transmission at 1216(1+zfront) Å in the spectra of the background quasar.

Detection of such an effect would allow for a lower limit on the lifetime of a quasar given the time re-

quired for the ionizing radiation to cover the transverse distance, whilst non-detections allow for con-

straints on the level of anisotropy of a quasar proximity region (e.g. Lu and Yu, 2011). Many searches

have been made for evidence of a transverse proximity effect without success (Liske and Williger,

2001; Schirber et al., 2004; Croft, 2004; Kirkman and Tytler, 2008). Gallerani et al. (2008a) tentatively

claim to have found the first example of one by a z = 5.65 quasar in the spectra of a z = 6.42 quasar.

The sightline within ∼ 2 Mpc is enhanced with respect to the rest of the spectra, implying that the

foreground quasar has been ‘on’ for > 1.1×107 yrs. Despite this exception, Kirkman and Tytler (2008)

see the scarcity of examples of the transverse proximity effect as evidence for higher gas densities near

the quasar, an important consideration in proximity effect studies as discussed in Chapter 5. In the

rest of this thesis the type of proximity effect being discussed will be the line-of-sight proximity effect.

1.5 Thesis outline

Throughout this thesis I will use high-redshift quasars as cosmic lighthouses, illuminating the IGM

around and in front of them. Due to their tremendous luminosity they are bright enough to allow

very high-resolution spectra to be taken, even though they are at z > 5. All of the work shown here

will make use of these very high-resolution, high-redshift quasar absorption spectra. They will also

be compared to a suite of state-of-the-art hydrodynamical simulations, with sufficiently high mass

resolution to resolve the high-redshift Lyα forest. Together these provide a powerful probe of the

properties of the IGM in the high-redshift Universe. The rest of this thesis is structured as follows:
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• Chapter 2: I discuss the instruments utilised to acquire the spectra used in this thesis, and the

techniques employed to reduce them. I also cover the details of the simulations of the IGM

used, and describe how their outputs were modified to produce artificial quasar proximity re-

gions.

• Chapter 3: I present a new flux-decrement method for measuring the UV background from

Lyα forest spectra that applies a maximum-likelihood technique to the transmitted flux dis-

tribution. I then compare its effectiveness to the traditional flux-decrement method, which

simply depends on the mean flux of the Lyα forest.

• Chapter 4: I measure the amplitude of the UV background using the proximity effect. These

are the first proximity-effect measurements at z > 4.5, and are compared to measurements of

the UVB via flux decrements in the literature. The work in this chapter forms part of the paper

Calverley et al. (2011).

• Chapter 5: I investigate a number of environmental and systematic biases that normally afflict

proximity-effect measurements, and gauge their significance at z > 5. Both the effect of halo

mass and prevalence of dense clumps of neutral gas, known as Lyman limit systems, are thor-

oughly tested, as are several other second-order effects. The work in this chapter is the second

part of the paper Calverley et al. (2011).

• Chapter 6: I present the first measurements of the temperature of the general IGM at z > 5,

which are based on Lyα forest spectra. Two different statistics for measuring the tempera-

ture are used: the ‘curvature’, which has been used successfully at lower redshifts (Becker et al.,

2011a), and a new statistic called the ‘peakiness’. These provide independent measurements of

the temperature, and their results are compared and discussed.

• Chapter 7: I summarise my conclusions from the work presented in this thesis, and discuss

what constraints they place on the end of hydrogen reionization.





Computer Science is no more about computers than astronomy is

about telescopes.

EDSGER W. DIJKSTRA

2
Real and synthetic spectra

TELESCOPES have been the backbone of observational astronomy ever since Galileo Galilei dis-

covered the moons of Jupiter in 1610. A century ago, the largest telescope in the world was the

Leviathan of Parsonstown, built by William Parsons, 3rd Earl of Rosse, with a mirror 1.83 m (6 feet) in

diameter, and based in Ireland. Today, we have telescopes that observe across all parts of the elec-

tromagnetic spectrum, from radio waves to gamma rays, including some that observe from space.

Currently, the largest optical telescope in the world1is the Gran Telescopio Canarias2 (GTC), based on

La Palma in the Canary islands, with resolving power equivalent to a 10.4 m diameter mirror. Over

the next 10-15 years this record is set to be beaten several times as we enter the generation of ‘Ex-

tremely Large Telescopes’, including the Giant Magellan Telescope3 (GMT; 24.5 m), the Thirty Meter

Telescope4 (TMT; 30 m), and the European Extremely Large Telescope5 (E-ELT; 42 m). These tele-

scopes are all set to greatly improve our understanding of the Universe, allowing us to see both the

local Universe and the high-redshift Universe in unprecedented detail.

Astronomy is unusual amongst the sciences, as it is observational, rather than experimental, in

nature. It is not possible to make a star in the laboratory, or watch a collision between galaxies in

its entirety (due to the long timescales). However, the theory behind a star is ultimately governed by

nuclear physics, and similarly a galaxy collision is controlled by Newtonian gravity. Importantly, both

of these we do understand through experiment. Filling in the gap between the basic, well-known

1This is based upon the size of the primary mirror, and ignores telescopes used in optical interferometry.
2http://www.gtc.iac.es/en/
3http://www.gmto.org/index.html
4http://www.tmt.org/
5http://www.eso.org/public/teles-instr/e-elt.html
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physics and the often complex, grand-scale observations are simulations. These provide the testing

ground for a wide range of astronomical theories, and are used to produce predictions with which the

observations are compared.

The last fifty years have seen a remarkable increase in computing power, and thus the phenomena

that can be simulated. Crucially, this allows for numerical solutions to problems for which analyti-

cal solutions either do not exist, or are non-trivial to compute. One of the most important uses of

simulations has been in solving what is known as the ‘N -body problem’. This was first mathemati-

cally formulated by Newton in 1687, and concerns the behaviour of N particles interacting with each

other through gravity. Each particle has a position and momentum in each dimension, leading to ten

independent differential equations that must be integrated. This is analytically solvable for N = 2,

but for N ≥ 3 it becomes much less trivial. It was shown that an analytical solution exists for N = 3

(Sundman, 1913), and more generally for N ≥ 3 (Wang, 1991) in the form of a convergent power series;

however, these series converge so slowly that for practical purposes one must resort to approximate

solutions by numerical integration of the differential equations. The first attempt to do this was by

Holmberg (1941) for N = 37, where each ‘particle’ was a lightbulb, and the gravitational force each

exerted on the other was measured via the light intensity (since flux follows an inverse square law, as

does gravity). After each timestep the new positions and velocities of each particle would be recal-

culated, advanced by another timestep, and so on. The first digital attempt at an N -body simulation

was by von Hoerner (1960) for N = 16. In a short amount of time, the increase in computing power

meant this was improved to N = 25 (von Hoerner, 1963), and then N = 100 (Aarseth, 1963).

Rapid increases in the speed of computer processors over the following decades allowed N to in-

crease substantially, improving the resolution and fidelity of the simulations (see Bertschinger, 1998,

for a detailed review of the first four decades of N -body simulations). Today, one of the largest sim-

ulations is the Millennium Simulation (Springel et al., 2005), consisting of N = 21603 ≈ 1010 particles,

each one of mass 1.2×109 M⊙, in a cubic box with (z = 0) side length 2.23×109 light years (500h−1 Mpc,

where h is the fractional Hubble constant). This was one in a long series of simulations designed to

study cosmological structure under the cold dark matter paradigm. Such simulations show a rich net-

work of filaments and voids, as well as dark matter haloes, spread throughout the cosmological vol-

ume. Critically, the Millennium Simulation covered a large enough volume to contain a few very rare

objects (such as rich galaxy clusters, and quasars), yet with enough particles to resolve dwarf galaxies

as faint as the Small Magellanic Cloud. Such a large dynamic range enables us to make robust and

precise theoretical predictions about the growth of structure, galaxy formation, and the signatures of

dark matter and dark energy. This is essential for comparing with the accurate measurements com-

ing from very large surveys, such as the SDSS. With the continuing relentless increase in computing

power (a doubling in performance every two years, known as ‘Moore’s Law’), even larger simulations

will be run in the future, such as Millennium XXL (N = 3×1011). These will help to numerically model

much of what will be seen in the next generation of surveys of large scale structure, weak lensing, and

other non-linear processes.

The observational data used in this work come from some of the largest (6.5-m and 10-m) optical

telescopes in the world. The data include spectra of 23 quasars at z & 4.5, covering the range ∼ 3000−
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Name zq Inst. Dates texp (hrs) Ref. Chapter
SDSS J1148+5251 6.42 HIRES Jan 2005 - Feb 2005 14.2a 1 4, 6
SDSS J1030+0524 6.31 HIRES Feb 2005 10.0 1 4, 6
SDSS J1623+3112 6.25 HIRES Jun 2005 12.5 1 4, 6
SDSS J1048+4637 6.23 HIRES Feb 2006 5.0 5 6
SDSS J0818+1722 6.02 HIRES Feb 2006 8.3 2 4, 6
SDSS J1306+0356 6.02 MIKE Feb 2007 6.7 4 4, 6
SDSS J0002+2550 5.82 HIRES Jan 2005 - Jul 2008 14.2 1,4 4, 6
SDSS J0836+0054 5.81 HIRES Jan 2005 12.5a 1 4, 6
SDSS J1044-0125 5.80 MIKE Feb 2007 - Mar 2008 7.5 5 6
SDSS J0231-0728 5.41 HIRES Jan 2005 - Feb 2005 10.0 1 4, 6
SDSS J1659+2709 5.33 HIRES Sep 2007 - Jul 2008 11.7 3 4, 6
SDSS J0915+4924 5.20 HIRES Feb 2005 10.0 1 4, 6
SDSS J1204-0021 5.09 HIRES Jan 2005 - Feb 2005 6.7 1 4, 6
SDSS J0040-0915 4.98 MIKE Oct 2007 8.3 3 6
SDSS J0011+1440 4.97 HIRES Sep 2007 6.7 3 4, 6
SDSS J2225-0014 4.89 MIKE Oct 2007 5.0 4 4, 6
SDSS J1616+0501 4.88 MIKE Mar 2008 3.3 4 4, 6
SDSS J2147-0838 4.59 MIKE Oct 2007 8.3 3 4, 6

BR 0353-3820 4.59 MIKE Nov 2006 - Oct 2007 9.2 3 6
BR 0006-6208 4.52 MIKE Nov 2006 1.7 6 6
BR 1033-0327 4.52 MIKE Nov 2005 4.2 6 6
BR 0714-6449 4.49 MIKE Feb 2007 6.7 3 6
BR 0418-5726 4.48 MIKE Nov 2005 - Nov 2006 15.8 3 6

Table 2.1: The list of quasars included in this thesis. Columns give the quasar name and redshift, details of the
observations, references to the paper in which they are first described, and the Chapter in which they are used.
a The present reductions include only data taken with the upgraded detector.
References: (1) Becker et al. (2006); (2) Becker et al. (2007); (3) Becker et al. (2011a); (4) Calverley et al. (2011);
References: (5) Becker et al. (2011b); (6) This work.

10000 Å. Accompanying these are detailed, state-of-the-art simulations, which we use to generate

artificial spectra for comparison. The highest resolution simulation has N = 2×5123 ≈ 108.4 particles,

each with a mass of 1.3×105 M⊙. This resolution is necessary to accurately model the Lyα forest at

z ≥ 5. In the rest of this Chapter I will describe the acquisition and reduction of the data, as well as

the generation and processing of the simulations.

2.1 Observations of high-redshift quasars

Spectra of a total of 23 quasars at zq & 4.5 were used in this thesis. Twelve were taken using the HIRES

instrument on Keck, and eleven were taken with MIKE on Magellan. They are summarised in Ta-

ble 2.1. All of the z ≥ 5.8 quasars were discovered in the SDSS (the discovery papers are Fan et al., 2001,

2003, 2004, 2006c), and all SDSS quasars have flux-calibrated spectra, in either the SDSS database it-

self or the discovery papers. For the proximity effect work in Chapter 4, only those with flux-calibrated

spectra could be used (for accurate luminosity determinations), limiting the sample to the SDSS

quasars. In addition, SDSS J1048+4637 and SDSS J1044-0125 are broad absorption line (BAL) quasars,
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Figure 2.1: Image of the twin Keck telescopes, on the summit of Mauna Kea on Hawaii. HIRES is mounted on
Keck I, which is on the left. Photo taken by the author, Oct 2010.

meaning absorption would affect the proximity region, making them unsuitable for this analysis.

Similarly, SDSS J0040-0915 is too noisy within the proximity region to provide meaningful data. All 23

quasars were used for the Lyα forest analysis in Chapter 6, as quasar luminosities were not required

and the proximity region could be ignored. The telescopes and instruments used for obtaining the

spectra will now be described.

2.1.1 The Keck telescopes and HIRES spectrograph

The Keck telescopes6 sit just below the summit of the extinct volcano Mauna Kea, on the Big Island of

Hawai’i. At 4,123 m (13,527 ft) above sea level, they provide an ideal place from which to observe. The

site resides above a reasonable percentage of the atmosphere, which would otherwise distort images,

and has little water vapour in the air, very dark skies, generally good weather, and an almost equatorial

location (meaning long nights all year round). Keck I (on the left in Fig. 2.1) began observations in May

1993, whilst its twin, Keck II, was completed in October 1996. The primary mirror on both telescopes

is composed of 36 hexagonal segments which act together as a single mirror. A computer controls

each segment’s position to an accuracy of 5 nm. The telescope aperture area is equivalent to that with

a circular aperture 10-m in diameter, making the Keck telescopes some of the largest in the world.

The High Resolution Echelle Spectrometer7 (HIRES) is positioned permanently at the right Nas-

myth focus (see Fig. 2.2) of Keck I, and is fully described in Vogt et al. (1994). It is an echelle spectro-

graph, using two diffraction gratings perpendicular to each other. The first is relatively coarse (i.e. a

small number of grooves per mm), and the angle of the grooves to the surface, known as the blaze,

is high, so that high diffraction orders are used. Since the spacing between orders decreases towards

6http://www.keckobservatory.org/
7http://www2.keck.hawaii.edu/inst/hires/
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Figure 2.2: Light path in a Nasmyth telescope. The largest mirror (right) is known as the primary mirror, and
is concave. The incoming light reflects off the primary mirror onto a convex secondary mirror (left), and then
onto a flat tertiary mirror (centre) that reflects the light off to one side (in this case the left, in the frame of the
telescope). The exit point of the beam is normally chosen to be on the altitude axis of the telescope, so that
the instrument that records the light does not need to move up and down with the telescope. This makes the
Nasmyth focus the ideal choice for heavy instruments like spectrographs that would otherwise upset the balance
of the telescope. Image taken from http://en.wikipedia.org/wiki/File:Nasmyth-Telescope.svg

Figure 2.3: The light path through the High Resolution Echelle Spectrometer (HIRES). Image taken from
http://www.ucolick.org/~vogt/images/hires.jpg
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Figure 2.4: Example of how the spectra from HIRES is formatted, using a flat field (i.e. uniform illumination)
source. There are 3 separate CCDs over which the light is spread, corresponding to blue (left), green (middle)
and red (right). Each white band is a different spectral order, and the spacing between orders decreases with
wavelength. Wavelength increases from bottom to top and from left to right on each chip. Image taken from the
HIRES data guide, at http://www2.keck.hawaii.edu/realpublic/inst/hires/docs/hires_data.pdf.

higher (bluer) orders, overlap between the orders can occur. The second diffraction grating, known

as the cross disperser, is blazed to separate out the orders. The final spectrum consists of stripes with

different, but slightly overlapping, wavelength ranges that run across the imaging plane in an oblique

pattern. Echelle spectrographs allow a large spectral range to be folded onto a small two-dimensional

CCD8, rather than a very long, linear array, leading to very efficient spectrographic observations. The

light path within HIRES is shown in Fig. 2.3. In August 2004 the CCD detector was upgraded, and all

HIRES observations shown here use only data taken with the new detector. HIRES uses three separate

CCDs (one for the red orders, one for the green orders, and one for the blue orders). As an example,

the raw output from the CCD for an internal quartz lamp (known as a flat field exposure) is shown

in Fig. 2.4. Each CCD has 2048×4096 pixels, with a pixel size of 15 µm. Due to the high redshift of

the objects, all the HIRES observations were carried out using the cross disperser optimised for the

red spectral range. The objects were observed with a 0.86 arcsecond-wide slit, and an echelle grating

with spectral resolution R = 40000, corresponding to a full width at half-maximum (FWHM) velocity

resolution of 6.7 kms−1. The final pixel size of the extracted spectra is 2.1 kms−1, so each resolution

element is adequately Nyquist sampled (≥ 2 pixels per resolution element).

a

b

8Charge-coupled device



2.1 Observations of high-redshift quasars 41

Figure 2.5: Image of the two Magellan telescopes, at the Las Campanas Observatory in Chile. MIKE is attached
to Magellan-II Clay, which is on the right. Photo taken by Matias Del Campo in March 2006, and available at
http://www.baade-clay.org/content/photos. Used with permission of The Observatories of the Carnegie Institution
for Science.

2.1.2 The Magellan telescopes and MIKE spectrograph

The Magellan telescopes9 are based at the Las Campanas Observatory10, located at an altitude of

2380 m (7810 ft) in the Atacama Desert in Chile. Magellan I is known as the Baade telescope (on the

left in Fig. 2.5) and began observations in September 2000, whilst Magellan II is known as the Clay

telescope and started observing in September 2002. Both have a single circular primary mirror with

a diameter of 6.5-m. An array of pistons underneath the mirror control the shape of its surface to

within 50 nm, correcting for any distortions due to flexing under gravity.

The Magellan Inamori Kyocera Echelle spectrograph11 (MIKE) is at the Nasmyth focus of the Mag-

ellan II (Clay) telescope, and was installed in November 2002. The instrument is described in detail in

Bernstein et al. (2003). Like HIRES, MIKE is an echelle spectrograph, offering the same advantage of

a large spectral range folded onto a small two-dimensional CCD. However, MIKE has two key differ-

ences. Firstly, the cross disperser is a prism rather than a grating, in order to allow a higher through-

put. Secondly, light entering the instrument is passed through a dichroic, which separates it into a red

channel and a blue channel, with the crossover wavelength at ∼ 445 nm. Each channel has its own

light path, with optical elements optimised for the high (blue) or low (red) orders. The channels each

have a CCD with 2048×4096 pixels and a pixel size of 15 µm, allowing two spectra (red and blue) to be

9http://obs.carnegiescience.edu/Magellan/
10http://www.lco.cl/
11http://www.lco.cl/telescopes-information/magellan/instruments/mike
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recorded independently. The objects were observed with the 1-arcsec slit, giving a spectral resolution

of R = 22000 in the red channel, corresponding to a FWHM velocity resolution of 13.6 kms−1. The

pixel size is 5.0 kms−1, so again there is adequate Nyquist sampling.

2.1.3 Details on the data reduction techniques

The spectra were reduced by G. Becker using a custom set of IDL routines that employ optimal sky

subtraction techniques (Kelson, 2003), as detailed in Becker et al. (2006, 2007). The data reduction

process will now be briefly outlined. The routines are:

1. The orders are traced using a bright source, e.g., a standard star, or an internal lamp through a

pinhole. Since the orders will be slightly curved, a new coordinate grid is defined so that the x

(spatial) coordinate on the CCD (horizontal in Fig. 2.4) and y (dispersion) coordinate (vertical)

are translated to new coordinates x ′ and y ′, where the edges of the order have constant x ′ and

the spectral lines have constant y ′. This allows the sky to be modelled in the native spectra

format, without ‘straightening’ the orders.

2. During an exposure, a voltage is applied across the CCD to avoid spurious negative counts,

and so that it will respond linearly to incoming photons (each of which will produce a certain

number of electrons). This means that even without any incident photons, a certain number of

electrons will be counted in each pixel. This is known as the ‘bias’. The bias is measured from a

region of ‘imaginary’ pixels off the end of the CCD (equivalent to a zero-second exposure). It is

measured for each row in the CCD, and is subtracted away from all pixels in that row.

3. The image is then flat fielded in order to remove any pixel-to-pixel variation in sensitivity. For

this, a bright, uniform illumination source is required, for which an internal lamp is used. The

science image (after subtracting the bias) is divided through by the resulting (non-uniform)

flat-field image.

4. Arc lamp exposures are taken using a series of lamps containing elements with strong atomic

lines (e.g. Thorium-Argon in HIRES), which allow for wavelength calibration. This is required

for the transformation from y ′ → λ. Also, the movement of the Earth around the sun induces

an annual Doppler shift of ∼ 30 kms−1 in the spectra, and so the observed wavelengths used

are adjusted to be heliocentric in order to compensate for this effect. A conversion to vacuum

wavelengths is also applied.

5. The sky subtraction is done with a 2-D fit to the sky, as detailed in Kelson (2003). A 2-D basis

spline (b-spline) fit is carried out across the x ′ and y ′, ignoring the range in x ′ subtended by the

object in the slit, to accurately model the number of counts due to the sky at the object x ′. This

fit is then subtracted from the 2-D frame.

6. To go from the 2-D CCD image to a 1-D spectrum, the object flux is extracted according to the

optimal routine described in Horne (1986). The final flux for a given wavelength in a given order
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is the weighted sum of all non-zero pixels, extracted simultaneously from all exposures of the

object. There are two weights used: the first is based upon the shape of the object profile at a

given wavelength, and the second is based on the variance, which is calculated analytically for

each wavelength from the read noise, gain, sky flux and object flux.

7. So far, the process has produced a 1-D spectrum for each order, each with a slightly overlapping

spectral range. To combine the orders into a single 1-D spectrum, a standard star with a simple

spectrum (normally a white dwarf) is used to correct for the response function of each order.

8. Not only is the sky bright at particular wavelengths (known as skylines), but molecules of O2

and H2O in the atmosphere cause absorption at particular wavelengths known as telluric ab-

sorption. The strength of the absorption is determined by the amount of atmosphere through

which the object light passes and the amount of water vapour in the air, and so will change

from exposure to exposure. To deal with this, a very high-resolution standard sky spectrum

is used. The optical depth and resolution is adjusted to that of the data (after compensating

for the heliocentric correction), and the data is divided through by the best matching telluric

spectrum.

9. The final step is then to continuum normalise the spectra, which is done following the method

described in Bolton et al. (2010). The spectrum is first divided through by a power law Fν ∝

ν−0.5, normalised at 1280 (1+z) Å, and the Lyα emission line is then fitted with a slowly varying

spline. It is difficult to fit the continuum over the Lyα forest at high redshift due to the low

flux levels; however, in the proximity region the transmitted flux maxima will be nearer to the

continuum. We estimate the continuum to be within ∼ 20% of the correct value over the region

of interest for Chapter 4. The difficulty in fitting the continuum in the Lyα forest is discussed in

more detail for the measurements made in Chapter 6.

All the spectra presented in this thesis were reduced in this way. The final reduced spectra (before

continuum normalisation) are shown in their rest frame wavelengths in Fig. 2.6 and Fig. 2.7 for the

HIRES and MIKE data, respectively.

2.2 Constructing synthetic Lyman alpha forest spectra

A total of 23 different cosmological hydrodynamical simulations were used in this thesis. These are

divided into two suites, each summarised in Table 2.2. All of them were run by J. Bolton. The simu-

lations were performed using a customized version of the code GADGET-3, an updated version of the

publicly available code GADGET-2 (Springel, 2005)12. GADGET-3 computes gravitational forces with a

hierarchical tree algorithm in combination with a particle-mesh (PM) scheme for long-range grav-

itational forces13, and represents gas dynamics with the Lagrangian (particle-tracking) method of

12http://www.mpa-garching.mpg.de/gadget/
13The review by Bertschinger (1998) provides a good description of the different categories of N -body simulation codes.
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Figure 2.6: The HIRES spectra in their restframe wavelengths, showing the Lyα emission line at 1216 Å, and the
Lyα forest extending down to the Lyman limit at 912 Å.
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Figure 2.7: The MIKE spectra in their restframe wavelengths, showing the Lyα emission line at 1216 Å, and the
Lyα forest extending down to the Lyman limit at 912 Å.
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Model L N Mgas Ref.
[h−1 Mpc] [h−1 M⊙]

A 20 2×1003 1.03×108 1
B 20 2×2003 1.29×107 1
C 20 2×4003 1.61×106 1
D 40 2×2003 1.03×108 1
E 40 2×4003 1.29×107 1
F 80 2×4003 1.03×108 1

(a) Summary of the properties of the first suite of sim-
ulations, used in Chapters 3, 4 and 5.

Model L N Mgas ζ ξ T z=3
0 γz=3 Ref.

[h−1 Mpc] [h−1 M⊙] [K]
A15 10 2×5123 9.2×104 0.30 0.00 5100 1.52 2
B15 10 2×5123 9.2×104 0.80 0.00 9600 1.54 2
C15 10 2×5123 9.2×104 1.45 0.00 14000 1.54 2
C10 10 2×5123 9.2×104 1.45 -1.00 13700 1.02 2
D15 10 2×5123 9.2×104 2.20 0.00 18200 1.55 2
D13 10 2×5123 9.2×104 2.20 -0.45 18100 1.32 2
D10 10 2×5123 9.2×104 2.20 -1.00 18000 1.03 2
D07 10 2×5123 9.2×104 2.20 -1.60 17900 0.71 2
E15 10 2×5123 9.2×104 3.10 0.00 22500 1.55 2
E10 10 2×5123 9.2×104 3.10 -1.00 22200 1.04 2
F15 10 2×5123 9.2×104 4.20 0.00 27000 1.55 2
G15 10 2×5123 9.2×104 5.30 0.00 31000 1.55 2
T15S 10 2×5123 9.2×104 Varied 0.00 18200 1.53 2
T15F 10 2×5123 9.2×104 Varied 0.00 18600 1.54 2
TZ9 10 2×5123 9.2×104 Varied 0.00 17800 1.56 3

TZ12 10 2×5123 9.2×104 Varied 0.00 17500 1.57 3
TZ15 10 2×5123 9.2×104 Varied 0.00 17500 1.57 3

(b) Summary of the properties of the second suite of simulations, used in Chapter 6.

Table 2.2: Summary of the the properties of the hydrodynamical simulations used in this thesis. Columns give
the model name, the size of each box in comoving Mpc, the total particle number (gas + dark matter), the particle
mass resolution, and references to the paper in which they are first described. For the second suite of simula-
tions, there are additional columns for the constants ζ and ξ used in rescaling the Haardt and Madau (2001)
photoheating rates as ǫ = ζ∆ξǫHM01, and the parameters of the temperature-density relation, T = T0∆

γ−1, at
z = 3, measured from particles with −0.5 ≤ log∆≤ 0.0. The values of T0 are given to three significant figures.
References: (1) Bolton and Becker (2009); (2) Becker et al. (2011a); (3) This work.
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smoothed particle hydrodynamics (SPH). The main advantage of using parallel TreePM codes is that

they are fast, with the number of operations per timestep being of order N log N for N particles, com-

pared with order N 2 for direct summation techniques (as used in the first N -body simulations). The

main disadvantage is that they require a substantial amount of memory to store the tree nodes.

All the simulations were run in periodic cubic boxes of side length L, with L varying between

10h−1 and 80h−1 comoving14 Mpc, and total particle number N varying from 106.3 to 108.4. The par-

ticles were split evenly between dark matter and gas. The small box sizes with large N were cho-

sen to adequately resolve the density field within voids, since the voids determine the properties

of the Lyα forest at z ≥ 5 (Bolton and Becker, 2009). They were started at z = 99 with initial con-

ditions from the CDM transfer function of Eisenstein and Hu (1999). Star formation is included by

converting all particles with an overdensity ∆ ≡ ρ/
〈

ρ
〉

> 103 and T < 105 K into collisionless stars.

The baryons in the simulations are photoionized and heated by the UVB, which is taken from the

model by Haardt and Madau (2001) and includes emission from both quasars and galaxies.

The first suite are a selection of those used in Bolton and Becker (2009), which were carried out on

the COSMOS cosmology supercomputer15 at DAMTP in Cambridge. The UVB is switched on at z = 9

and applied in the optically thin limit (τ < 1) using a non-equilibrium ionization algorithm. It as-

sumes the cosmological parameters (Ωm,ΩΛ,Ωbh2,h,σ8,ns) = (0.26,0.74,0.024,0.72,0.85,0.95), and

that the IGM consists of primordial gas with a helium fraction (by mass) of Y = 0.24 (Olive and Skillman,

2004). Simulation outputs were at z = (2,3,4,5,6).

The second suite consists of the simulations used in Becker et al. (2011a), with some additional

models run especially for this work (TZ9, TZ12 and TZ15). These were carried out on the Darwin

Supercomputer16 of the University of Cambridge High Performance Computing Service. These sim-

ulations use the cosmological parameters (Ωm,ΩΛ,Ωbh2,h,σ8,ns) = (0.26,0.74,0.023,0.72,0.80,0.96)

and also that Y = 0.24. The UVB is switched on at z = 9, except for models TZ12 and TZ15 where

it is switched on at z = 12 and z = 15 respectively. It is applied in the optically thin limit, although

unlike in the first suite, the gas is assumed to be in ionization equilibrium. Simulation outputs were

at 1.831 ≤ z ≤ 6.010, although only those at z ≥ 3.991 were used in Chapter 6. Gas with ∆. 10 follows

a tight temperature-density relation of the form T = T0∆
γ−1, where T0 is the temperature at the mean

density (∆ = 1), and γ is the logarithmic slope of the relation (Hui and Gnedin, 1997). This relation-

ship is shown for the simulations D15 and D07 at two different redshifts in Fig. 2.8. The red dashed

line shows the relationship measured from the median temperatures at log∆ = 0 and log∆ = −0.5.

The implicit Haardt and Madau (2001) photoheating rates of the simulations, ǫHM01, were rescaled

such that ǫ= ζ∆ξǫHM01, where ζ and ξ are the constants shown in Table 2.2, in order to achieve a va-

riety of thermal histories with different values of T0(z) and γ(z). The fiducial γ (i.e. ξ = 0) was ∼ 1.5

at z ∼ 3 (see top panels in Fig. 2.8), although flattened (γ ∼ 1.3), isothermal (γ ∼ 1.0), and inverted

(γ∼ 0.7; bottom panels in Fig. 2.8) temperature-density relations were also investigated. Models be-

ginning with ‘T’ were used to investigate different thermal histories from hydrogen reionization, using

14’Comoving’ means that the Hubble expansion has been factored out, such that Lcomoving = (1+ z)Lphysical
15http://www.damtp.cam.ac.uk/cosmos/
16http://www.hpc.cam.ac.uk/services/darwin.html
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Figure 2.8: Plot of the temperature-density relation from two of the simulations from the second suite at two
different redshifts. In the top panels γ ∼ 1.5, whilst in the bottom panels γ ∼ 0.7. The red dashed line is the
power-law relationship of the form T = T0∆

γ−1 where γ is measured in the region −0.5 ≤ log∆≤ 0.0.

a density-independent scaling that varies with redshift (see Chapter 6 for more details).

Synthetic Lyα spectra were constructed from interpolated quantities of the relevant fluid vari-

ables from the distribution of SPH particles along sightlines drawn parallel to the box boundaries

(e.g. Theuns et al., 1998). Each sightline has an associated density, ∆, peculiar velocity17, vpec, neutral

H I fraction, xHI, and temperature field. In all of the simulations, these fields were 1024 pixels long.

The neutral hydrogen number density, nHI, is first computed as

nHI =
xHI

mp
(1−Y )ρ , where ρ =∆

3H 2
0Ωb

8πG
(1+ z)3 , (2.1)

and then the H I optical depth at pixel i , τ(i ), is calculated by summing up all the contributions from

17Random motions of the gas due to local gravitational potentials, and separate from the Hubble velocity, vH.
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Figure 2.9: Simulation outputs used to construct synthetic Lyα spectra. The top four panels from top to bottom
are the line-of-sight density, temperature, neutral hydrogen fraction and peculiar velocity fields, plotted against
their position within the box, for a random sightline at z = 5 in Model C. The optical depth, τ, is then calculated
using Equation 2.2. In the bottom panel is the resulting noiseless spectrum. The cyclic nature of the simulation
box is clear in each of these fields, and allows τ to be calculated for the pixels at either end of the sightline.
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all pixels along the sightline that, due to redshifting and blueshifting by a non-zero vpec, correspond

to a particular pixel in velocity space. Assuming a Gaussian line profile, this gives

τ(i ) =
cσαδR

π1/2

N
∑

j=1

nHI( j )

bHI( j )
exp

[

−

(

vH(i )−u( j )

bHI( j )

)2]

, (2.2)

where bHI = (2kBT /mH)1/2 is the Doppler parameter, σα = 4.48×10−18 cm2 is the Lyα scattering cross-

section, δR is the physical width of each pixel, and u( j ) = vH( j )+vpec( j ). Finally, this optical depth is

converted into a normalised flux, F = e−τ. Fig. 2.9 shows the four output fields of ∆, T , xHI, and vpec

(in physical space) and the two derived fields of τ and F (in velocity space) for a random sightline

at z = 5 in Model C. In order to compare with the real data, the simulated spectra were convolved

with a Gaussian kernel with FWHM equal to the velocity resolution of the instrument being modelled

(6.7 kms−1 for HIRES and 13.6 kms−1 for MIKE) before being resampled at the instrument pixel res-

olution (2.1 and 5.0 kms−1, respectively). Gaussian-distributed noise, as well as other imperfections,

could then be added. All of the synthetic Lyα spectra used in this thesis were constructed in this way.

2.2.1 Simulating proximity regions

In Chapters 4 and 5, quasar proximity regions are inserted into the synthetic spectra. Assuming a sim-

ple isotropic ionizing flux, the photoionization rate of a quasar follows Γq(r ) ∝ 1/r 2. In the proximity

effect, the optical depths in the proximity region are modified as

τ=
τforest

1+ω(r )
where ω(r ) ≡

Γq(r )

Γbkg
=

(

r

Req

)−2

. (2.3)

Here, τforest is the optical depth ignoring the presence of the quasar, Γbkg is the photoionization rate

of the UVB and Req is the distance at which Γq(r ) = Γbkg (see Chapter 4 for more details). Rather than

modify the τ of each sightline directly in velocity space, the neutral hydrogen number density nHI

is modified by the same parameter (to introduce the effect in physical space, which is much more

realistic), such that

nHI =
nH I , forest

1+ω(r )
. (2.4)

This causes nHI to be greatly decreased close to the quasar, which when propagated through Equa-

tion 2.2 leads to an area of enhanced transmission - a proximity region. Fig. 2.10 demonstrates this

effect, with a quasar with Req = 5 Mpc at z = 5 using random sightlines from Model C. In the top panel

nHI drops off rapidly upon approaching the quasar, following a roughly 1/r 2 dependence (black line),

creating a proximity region in the spectrum in the bottom panel. All of the synthetic quasar proximity

regions used in this thesis were created in this way. Note that this neglects any heating of the gas by

the quasar, which would affect bHI and hence also τ in the proximity region.
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Figure 2.10: A synthetic Lyα sightline at z = 5 in Model C, modified to have a proximity region. In the top
panel the solid black line is the total H I photoionization rate, Γ, along the spectrum. The solid red line is the
background ionization rate Γbkg at z = 5 from Haardt and Madau (2001) and is assumed to be spatially uniform.
The dashed black line is the photoionization rate due to the ionizing output of the quasar, Γq, and it equals the
background at r = Req. In the middle panel is nHI for both no quasar (red line) and with a quasar at the far right-
hand side (black line). The quasar has an ionizing field that drops off as 1/r 2, and so close to the quasar the IGM
is much more highly ionized, causing nHI to decrease. The bottom panel shows the resulting spectrum for the
two cases against the observed wavelength. A small nHI corresponds to a small τ, and thus a large normalised
flux. Consequently, close to the quasar is a region of enhanced transmission, known as the proximity region. In
this figure, the sightline is 60h−1 comoving Mpc long, created by combining three random sightlines, and the
quasar has a luminosity chosen such that for a Haardt and Madau (2001) Γbkg, Req = 5 Mpc.





All models are wrong, but some are useful.

GEORGE E. P. BOX

3
A new method for measuring the UV background

using the transmitted flux in the Lyα forest

THE redshift evolution of the mean transmitted flux in the Lyα forest can be used to estimate

the evolution of the intensity of the ultraviolet background (UVB). By matching the mean op-

tical depth in simulations to the observed value, the UVB hydrogen photoionization rate, Γbkg, can

be inferred. Using synthetic spectra extracted from a hydrodynamical simulation of the intergalac-

tic medium (IGM), we investigate whether it is possible to improve upon estimates that use only the

mean flux by considering the entire normalised flux probability distribution function (PDF). We de-

velop a maximum-likelihood approach where the observed flux PDF is compared to a set of synthetic

PDFs generated from simulations with a range of UVB intensities. We find that there is minimal de-

crease in the scatter in the distribution of Γbkg returned from spectra using our new flux-decrement

technique compared to simply using the mean flux of the spectra. This holds true even for spectra

with low velocity resolution or low signal-to-noise ratio, and implies that pixels with fluxes near the

mean dominate our likelihood function. Our result helps validate use of the mean flux decrement,

and suggests that the precision of estimates of Γbkg cannot be substantially improved with knowledge

of the Lyα forest optical depth distribution. We note, however, that the use of the entire PDF can

help to identify other discrepancies between the data and simulations, as used by several authors to

constrain other IGM parameters.

53
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3.1 Introduction

Much of our understanding of the intergalactic medium (IGM) comes from comparison between nu-

merical hydrodynamical simulations of cosmic structure formation and the observed Lyα forest in

the spectra of high-redshift quasars. Perhaps the most fundamental advance has been the under-

standing that the Lyα forest itself arises from absorption associated with density fluctuations within a

warm, photoionized, and diffuse IGM, which is a prediction of hierarchical structure formation within

a ΛCDM cosmology (e.g. Cen et al., 1994; Zhang et al., 1995; Hernquist et al., 1996; Rauch, 1998, and

references therein).

Simulations are now able to reproduce with high accuracy many of the statistical properties of

the Lyα forest through careful tuning of various cosmological and astrophysical parameters (e.g.

Meiksin and White, 2003; Tytler et al., 2004; Jena et al., 2005). One of the simplest statistics to measure

is the mean flux, which provides insight into the physical state of the IGM through its relationship to

the optical depth of the absorption. Dividing the spectra through by a suitable continuum, the mean

normalised flux, 〈F 〉, is related to the so-called effective optical depth, τeff ≡− ln〈F 〉. The value of τeff

is dependent on both the assumed cosmology and the ionization and thermal state of the IGM. If all

but one of these parameters are fixed, based on other independent observations, then measurements

of τeff can be used to constrain the value of the remaining parameter.

After reionization, the ionization state of the IGM is determined by the intensity of ultraviolet

background (UVB); the net radiation field of ionizing photons emitted by stars and active galactic

nuclei (AGN). Classically, this has been measured by observing the “proximity effect” in quasar spec-

tra (e.g. Bajtlik et al., 1988). Within this model, the region of enhanced transmission blueward of the

Lyα emission line is attributed to the extra ionizing photons emitted by the quasar. Consequently,

given a quasar luminosity and the size of the region over which the quasar is dominant, the UVB

intensity can be inferred. In addition, the mean level of absorption in the Lyα forest has also been

used to estimate the UVB intensity, since it will be highly sensitive to the ionization state of the gas

(e.g. Rauch et al., 1997; Songaila et al., 1999; McDonald and Miralda-Escudé, 2001; Cen and McDonald,

2002; Meiksin and White, 2004; Tytler et al., 2004; Bolton et al., 2005; Jena et al., 2005; Kirkman et al.,

2005; Bolton and Haehnelt, 2007c; Faucher-Giguère et al., 2008a; Wyithe and Bolton, 2011). The ma-

jority of these papers measured the distribution function of the “flux decrement”, D A = 〈1−F 〉, an

index first introduced by Oke and Korycansky (1982), and compared it with those from simulations.

Good agreement between the two distribution functions was found when the UVB in the simulations

was tuned such that the mean flux decrement (and thus τeff) was matched to the observations. By ap-

plying this technique to many quasar spectra, it can be used to measure the redshift evolution of the

UVB intensity, which in turn can be used to constrain the redshift evolution of the source population.

The observed normalised flux probability distribution function (PDF), however, has a rather com-

plicated shape (e.g. Becker et al., 2007). It is not unreasonable, therefore, to question whether the

mean flux alone is a good descriptor of the entire distribution. In this Chapter we compare estimates

of the UVB hydrogen photoionization rate, Γbkg, based on a more sophisticated maximum-likelihood

estimator that uses the whole flux PDF to those that use the mean flux alone.
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The rest of this Chapter is organised as follows. In Section 3.2 we very briefly describe the simula-

tion we used. In Section 3.3 we describe how we convert from a mean flux to a photoionization rate,

and similarly we describe our maximum-likelihood technique in Section 3.4. The two methods are

then compared in Section 3.5, before we present our conclusions in Section 3.6.

3.2 Simulated spectra

We use the simulations described in Bolton and Becker (2009). These were performed using a cus-

tomised version of the parallel Tree-SPH code GADGET-3, an updated version of the publicly available

code GADGET-2 (Springel, 2005). The simulations have both dark matter and gas components, and as-

sume the cosmological parameters (h,Ωm,ΩΛ,Ωbh2,σ8) = (0.72,0.26,0.74,0.024,0.85), in agreement

with the Wilkinson Microwave Anisotropy Probe (WMAP) 5-yr data set (Komatsu et al., 2009). They

were started at z = 99 with initial conditions generated with the transfer function of Eisenstein and Hu

(1999), and use the UVB model of Haardt and Madau (2001), hereafter HM01, with contributions from

both galaxies and quasars. This UVB is switched on at z = 9 and applied in the optically thin limit.

Our fiducial run is a 20h−1 comoving Mpc box with 2× 4003 particles and has a mass resolution of

1.61× 106 h−1M⊙ (Model C in Table 4.2). Artificial Lyα spectra were constructed from line-of-sight

density, peculiar velocity, H I fraction and temperature fields for 1024 random sightlines drawn par-

allel to the box boundaries (e.g. Theuns et al., 1998), with outputs at z = (2,3,4,5,6). Each sightline is

1024 pixels long.

The simulated spectra were analysed at three different velocity resolutions; that implicit to a sight-

line 1024 pixels long, and that of the High Resolution Echelle Spectrometer (HIRES; Vogt et al., 1994)

on Keck, and the Magellan Inamori Kyocera Echelle (MIKE) spectrograph (Bernstein et al., 2003) on

Magellan. The spectra were convolved with a Gaussian with FWHM equal to the velocity resolution of

the instrument that was being modelled (6.7 kms−1 for HIRES and 13.6 kms−1 for MIKE), before being

resampled at the instrument pixel resolution (2.1 and 5.0 kms−1, respectively). Gaussian-distributed

noise, as well as other imperfections, could then be added. All simulated spectra used in this Chapter

are 80h−1 comoving Mpc long, created by splicing together four random sightlines.

3.3 The flux-decrement method

The optical depth, τ, of the Lyα forest is determined by both cosmological and astrophysical pa-

rameters, the most important of the latter being the thermal and ionization state of the gas. After

reionization, the thermal state of the IGM is determined by competition between photoheating and

adiabatic cooling. For the low density gas responsible for the absorption in the Lyα forest, the tem-

perature and density follow a tight power-law relation of the form T (∆) = T0∆
γ−1, where T0 is the

temperature at mean density, and ∆ ≡ ρ/
〈

ρ
〉

is the normalised gas density (Hui and Gnedin, 1997).

This is known as the temperature-density (T −∆) relation. In photoionization equilibrium, τ∝ nHI,

where nHI is the number density of neutral hydrogen. Since we are only interested in low density

(∆. 10) gas, collisional ionization can be ignored, and thus nHI ∝ ∆
2T −0.7/Γbkg, for temperature T ,



56 Chapter 3. A new method for measuring the UVB using quasar spectra

Figure 3.1: Our one-to-one functions between the mean flux of the Lyα forest and Γbkg for each redshift. This
was derived by scaling the optical depths in the simulations around the Haardt and Madau (2001) Γbkg and mea-
suring the concomitant mean flux. We use this relationship to directly convert from the mean flux of a spectrum
to a UVB intensity. The filled diamonds mark the fiducial Haardt and Madau (2001) values.

and UVB hydrogen photoionization rate per atom Γbkg. Combining these relations for both astro-

physical parameters gives a simple relation between τ and the physical state of the gas, and is known

as the fluctuating Gunn-Peterson approximation (FGPA). It describes the Lyα absorption due to an

inhomogeneous IGM in photoionization equilibrium, and is related to the simple model for a homo-

geneous IGM first described by Gunn and Peterson (1965).

If we neglect thermal broadening and assume peculiar velocities for the typical sizes and densities

of Lyα forest absorbers (Weinberg et al., 1997), then the optical depth to Lyα scattering is given by

(e.g. McDonald and Miralda-Escudé, 2001)

τ= τ0
(1+ z)6(Ωbh2)2

T 0.7
0 H(z)Γbkg(z)

∆
2−0.7(γ−1) (3.1)

which holds for gas where shock heating is not important (Weinberg et al., 1999). In the above for-

mula, Ωb is the fractional baryon density, h is the present day value of the Hubble constant in units

of 100 kms−1 Mpc−1, T0 and γ are defined in the T −∆ relation, and τ0 is a constant. The Hubble pa-

rameter H(z) = H0

√

Ωm(1+ z)3 +ΩΛ for a flat Universe, and so for z ≥ 2 then H(z) ≈ H0Ω
1/2
m (1+z)3/2.

Therefore, with knowledge of the underlying density distribution and T −∆ relation at a given redshift

z ≥ 2, τeff should scale with the parameter combination (e.g. Rauch et al., 1997)

µ=
Ω

2
bh3

T 0.7
0 Ω

1/2
m Γbkg

. (3.2)
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Keeping all other parameters fixed, 〈τ〉∝ Γ
−1
bkg, and so scaling 〈τ〉, and thus τeff, is equivalent to scaling

Γbkg. This is the critical behaviour that governs the flux-decrement method. The optical depths of the

artificial spectra from a simulation are rescaled until the mean flux matches the observed mean flux

measured from quasar spectra. If the simulation was run using cosmological and other astrophysi-

cal parameters determined from independent observations and assuming the FGPA approximation

holds, the same scaling can be applied to the UVB assumed in the simulation, and thus Γbkg can be

derived.

Our simulations use a HM01 UVB assuming contributions from stars and galaxies. We scale the

optical depths of each pixel in all of the simulated sightlines by a scale factor ζ, such that

τscaled = ζτHM01 . (3.3)

The flux of each pixel is then calculated using F = e−τ, and the mean flux 〈F 〉 is derived for each value

of ζ. We then convert this into a photoionization rate as

Γbkg(z) =
Γ

HM01
bkg (z)

ζ
. (3.4)

Consequently, for each redshift we are able to create a one-to-one function between 〈F 〉 and Γbkg.

These are shown in Fig. 3.1. We use these functions to test the flux-decrement method on our simu-

lated spectra. The scatter in Γbkg from this method should be completely determined by the variation

in the mean flux from sightline to sightline, which is primarily due to large-scale density fluctuations.

3.4 The maximum-likelihood technique

Several papers in the literature have used maximum-likelihood estimators with measurements of the

strength of the proximity effect to calculate values of Γbkg (Kulkarni and Fall, 1993; Scott et al., 2000,

2002; Faucher-Giguère et al., 2008b; Dall’Aglio and Gnedin, 2010). This work, however, is the first to

apply this technique to flux decrements. A likelihood function for each redshift is constructed of the

form

Lz =
∏

i
P [F (i ); z,Γbkg] (3.5)

where P [F (i ); z,Γbkg] is the probability distribution of fluxes for pixel i for a given z and Γbkg. The

preferred value ofΓbkg is the one that maximises Lz . We derive the optical depth distribution at a given

redshift directly from the simulation. This PDF is then rescaled for a given UVB with Equation 3.3.

Varying Γbkg (and thus ζ) corresponds to a translation of the PDF in log(τ), as demonstrated in the

left-hand panels of Fig. 3.2. With this underlying optical depth distribution for a given redshift and

Γbkg, P (F ) is calculated using F = e−τ (middle panels in Fig. 3.2). Each of these histograms have a

bin width of 0.01 in flux. Finally, the flux PDFs are convolved with a Gaussian kernel with standard

deviation equal to that of the Gaussian-distributed noise in the spectra (right-hand panels in Fig. 3.2).

From this final flux PDF, each pixel in a spectrum can be given a probability based upon its observed
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Figure 3.2: Left-hand panels: Histograms showing the log(τ) distribution from the z = 4 simulation. These are
scaled using Equation 3.3, where ζ= 1 represents the UVB of Haardt and Madau (2001), whilst larger values rep-
resent weaker UVB intensities and smaller values represent stronger UVB intensities. In log(τ) this is simply a
translation. Middle panels: The flux probability histograms derived from each optical depth distribution, equiv-
alent to noiseless spectra. These have a bin width of 0.01 in flux. Right-hand panels: Same as the middle panels,
but after convolving with a Gaussian kernel with standard deviation 0.05 (i.e. equivalent to a signal-to-noise ratio
of 20). For each spectrum, a flux PDF was constructed (for a given redshift and trial Γbkg) and then convolved
with a Gaussian with standard deviation equal to the standard deviation of the Gaussian-distributed noise. From
this histogram each pixel was assigned a probability based upon the bin that contained its observed flux.
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Figure 3.3: Left-hand panel: The output likelihood curve for a simulated quasar spectrum at z = 5 with HIRES
velocity resolution and S/N = 20. For this particular input spectrum the maximum likelihood was for log(Γbkg) =
−12.428, denoted by the red dashed line, whilst the black dotted line represents the input UVB. Right-hand panel:
Comparison of the two flux PDFs. In black is the synthetic PDF generated for the favoured UVB, whilst in red is
the flux PDF of the quasar spectrum.

flux. The preferred value of Γbkg maximises the combined probability for all pixels along a sightline.

Trial values ranged from −14 < Γbkg < −11, and the iteration was done to 0.001 precision in Γbkg. An

example of the output likelihood curve of a simulated HIRES spectrum at z = 5 is shown in Fig. 3.3.

3.5 Comparison of the two methods

The deviation of the estimated value of log(Γbkg) from the input value as determined by both methods

over 2 < z < 6 is shown for the fiducial HM01 UVB in Fig. 3.4, and for a flat UVB with Γbkg = 10−12 s−1

in Fig. 3.5. In both cases, the returned distributions are very similar. They are approximately Gaus-

sian in logΓ with standard deviations that are roughly the same, particularly when noise is added to

the spectra. The estimates from the maximum-likelihood technique are systematically lower in all

cases by approximately 0.05 dex. This behaviour of small systematic bias but very similar scatter to

estimates from the mean flux was apparent even in spectra with a velocity resolution as low as MIKE,

and signal-to-noise ratio (S/N) as low as 10.

There are two issues that must be addressed from this result. First, why does the maximum-

likelihood systematically underestimate Γbkg? The answer to this lies in the construction of the flux

PDF. We derive our optical depth distributions straight from the simulations, and hence they are nu-

merical rather than analytical in nature. Consequently, we choose to bin the optical depths in order

to recover a relatively smooth PDF. This approach is carried through in the creation of the flux PDF,

where again we bin, using a bin width of 0.01 in flux. We choose this width as a compromise between

recovering the subtleties of the shape of the PDF, yet still recovering a relatively smooth function. Un-

fortunately, the discrete nature of our flux PDF is equivalent to smoothing the input spectra in flux,

subtly changing the underlying optical depth distribution (since averaging over fluxes is not equiv-

alent to averaging over optical depths due to their non-linear relation). The flux PDF being used is
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Figure 3.4: Comparison of estimates of Γbkg for 3000 simulated spectra from maximum-likelihood analysis (red
histogram), and from mean flux (blue histogram) for a HM01 UVB (i.e. ζ = 1). Both distributions are approxi-
mately Gaussian in logΓ. The dashed lines are the mean of the distribution, whilst the dotted line marks the input
value. Left-hand panels: Noiseless spectra at the output velocity resolution of the simulation. The maximum-
likelihood technique systematically underestimates log(Γbkg) by ∼ 0.05 dex. The scatter in both distributions is
very similar, although for z . 3 the scatter is slightly less for maximum-likelihood estimates. Right-hand panels:
Same as in the left-hand panels, but with Gaussian distributed noise added into the spectra to simulate spectra
with a signal-to-noise (S/N) of 20. Again, both methods perform very similarly across all redshifts.
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Figure 3.5: The same as Fig. 3.4 but for a constant UVB with Γbkg = 10−12 s−1 (i.e. ζ is varied with redshift).
Despite this rather different input UVB to the previous figure, the distributions are still very similar in scatter.
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therefore a slightly different shape to the PDF that it is sensitive to, and this results in a small system-

atic offset. We tested the sensitivity of this offset to choice of bin width. It was found to decrease with

decreasing bin width, and would be zero in the limiting case if the flux PDF being used was described

by an analytical function.

The second issue is somewhat less straightforward: why does our maximum-likelihood method,

using information from the whole of the flux PDF, return estimates in Γbkg with a similar scatter to

those from a method that uses only the mean flux? The scatter in Γbkg from the flux-decrement

method comes from both the scatter in the mean flux of a sightline, and the shape of the relation-

ship between the two in Fig. 3.1 within the range of interest. These conspire to produce a roughly

Gaussian scatter in the estimated log(Γbkg) across all redshifts tested. Similarly, the rough symmetry

within ±0.4 dex of the peak likelihood in Fig. 3.3 would also suggest a Gaussian scatter in log(Γbkg)

using our maximum-likelihood technique. Both these methods lead to distributions that have very

similar scatter. Ultimately, this is because the likelihood function is driven by pixels near the mean

flux, so it is only the shape of the PDF around the mean flux that matters. When this is roughly flat

(as for example at z = 4) then this is equivalent to the implicit uniform PDF of the flux-decrement

method, and so the scatter is nearly identical despite the rather complicated overall shape of the PDF.

In contrast, if the flux PDF varies rapidly around the mean flux, such as when it sharply peaks at F ∼ 0

(z = 6) or F ∼ 1 (z = 2) then the maximum-likelihood technique has a mild advantage and the esti-

mates of Γbkg are slightly more precise. The addition of noise, however, once again flattens the PDF,

and so this advantage is suppressed to the point where it is statistically insignificant for spectra with

S/N ≤ 20.

We highlight that we have only used artificial Lyα forest spectra to test both the flux-decrement

and maximum-likelihood methods. Observed spectra will suffer from a variety of complicating is-

sues, such as metal line absorption, continuum fitting difficulties, and assumptions about the un-

derlying density distribution (particularly difficult to model at the low densities relevant at z & 5;

Miralda-Escudé et al., 2000) and T −∆ relation. All of these would bias the estimates of Γbkg using

either method, although the relative sensitivities we leave to future work. We also note that the shape

of the flux PDF has been used by various authors to constrain uncertainties in the latter two issues

(e.g. Becker et al., 2007; Bolton et al., 2008). What we wish to outline here, though, is that in the limit-

ing case of perfect knowledge about the continuum, density distribution and thermal state of the gas,

these two methods will be statistically equivalent for all but the highest S/N spectra. Given the ease

with which the mean flux can be computed from an observed spectrum, the classical flux-decrement

method is therefore more suitable for estimating Γbkg than the maximum-likelihood method under

the restricted conditions tested here.

3.6 Conclusions

The transmitted flux of the Lyα forest is dependent upon several cosmological parameters and the

physical state of the gas in the IGM. Many studies in the literature have used the mean transmission

to infer the UVB hydrogen photoionization rate, Γbkg, by making it the only free parameter in their
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simulations and varying it to match the observed transmission (e.g. Rauch et al., 1997). This is known

classically as the flux-decrement method.

We have investigated a new variant on this method utilising a maximum-likelihood approach,

where each pixel is assigned a probability based upon its observed flux. The distribution of optical

depths at a given redshift is derived directly from numerical hydrodynamical simulations. This dis-

tribution is then scaled to model different values of Γbkg, and the flux PDF is calculated.

Both methods were compared using synthetic spectra drawn from the same simulations, so that

any difference in the estimates of Γbkg would be purely due to the methodology. They were found

to perform very similarly across a wide range of input UVB intensities, spectral velocity resolutions,

and noise properties. The maximum-likelihood approach systematically underestimates Γbkg due to

the finite width of the bins in the flux PDF histogram. This width is necessary as the PDF has been

derived numerically directly from the simulations, rather than analytically. For a sensible choice of

width, however, this bias is small. The scatter in the estimates of Γbkg from both techniques were very

similar. This was somewhat surprising since the maximum-likelihood technique uses information

about the shape of the entire flux PDF, rather than just the mean flux. We find that this is because our

likelihood function is driven by pixels near the mean flux, and so it is the shape of the flux PDF near

the mean that is most important. The classical flux-decrement method implicitly assumes a flat flux

PDF near the mean, and so our maximum-likelihood technique can only improve upon it when this

is a poor approximation for the true shape. This is true when the flux PDF is sharply peaked close to

the mean, such as when the majority of pixels are near zero flux or the continuum. However, noise

smoothes out these steep gradients such that for spectra with S/N ≤ 20 this advantage is essentially

eliminated.

We note that the mean flux of a section of Lyα forest is computationally much easier to calcu-

late than the iteration of our likelihood function. Also, with regard to the observed Lyα forest, both

methods will be susceptible to biases from assumptions about modelling the IGM density field, the

thermal state of the gas, and placement of the continuum. We leave to future work discussion about

the relative sensitivities of each method to errors in these assumptions, however in the case of perfect

knowledge about these parameters, both methods give estimates of Γbkg that are statistically equiv-

alent. Therefore, in the situation explored here, we advocate the use of the classical flux-decrement

method and conclude that knowledge of the shape of the flux PDF does not directly improve the pre-

cision of estimates of Γbkg. We emphasise, however, that it may do so indirectly, as it can be used to

help constrain the underlying density distribution (e.g. Becker et al., 2007) and thermal state of the

gas (e.g. Bolton et al., 2008), both of which are large sources of uncertainty in observational estimates

of Γbkg from flux decrements.





Eventually, we reach the utmost limits of our telescopes. There, we

measure shadows and search among ghostly errors of measurement for

landmarks that are scarcely more substantial.

The Realm of the Nebulae

EDWIN HUBBLE

4
Measurements of the ultraviolet background at

4.6 < z < 6.4 using the quasar proximity effect

WE present measurements of the ionizing ultraviolet background (UVB) at z ∼ 5−6 using the

quasar proximity effect. The 15 quasars in our sample cover the range 4.6 < zq < 6.4, en-

abling the first proximity-effect measurements of the UVB at z > 5. The metagalactic hydrogen ion-

ization rate, Γbkg, was determined by modelling the combined ionization field from the quasar and

the UVB in the proximity zone on a pixel-by-pixel basis. The optical depths in the spectra were cor-

rected for the expected effect of the quasar until the mean flux in the proximity region equalled that in

the average Lyα forest, and from this we make a measurement of Γbkg. A number of systematic effects

were tested using synthetic spectra. Noise in the flux was found to be the largest source of bias at z ∼ 5,

while uncertainties in the mean transmitted Lyα flux were responsible for the largest bias at z ∼ 6. We

find a decline in Γbkg with redshift, from log(Γbkg) =−12.15±0.16 at z ∼ 5 to log(Γbkg) =−12.84±0.18

at z ∼ 6 (1σ errors). Compared to UVB measurements at lower redshifts, our measurements suggest

a drop of a factor of 5 in the H I photoionization rate between z ∼ 4 and 6. The decline of Γbkg ap-

pears to be gradual, and we find no evidence for a sudden change in the UVB at any redshift that

would indicate a rapid change in the attenuation length of ionizing photons. Combined with recent

measurements of the evolution of the mean free path of ionizing photons, our results imply a decline

in the emissivity of ionizing photons by roughly a factor of 2 from z ∼ 5 to 6, albeit with significant

uncertainty due to the measurement errors in both Γbkg and the mean free path.

65
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4.1 Introduction

The metagalactic ultraviolet background (UVB) is the net radiation field responsible for keeping the

Universe ionized from the end of reionization to the present day. The relative contributions from

galaxies and quasars, as well as filtering by the intergalactic medium (IGM) itself, determine the inten-

sity and spectrum of the UVB (e.g. Bechtold et al., 1987; Haardt and Madau, 1996; Fardal et al., 1998;

Haardt and Madau, 2001). Thus by measuring the UVB one can hope to place constraints on the evo-

lution of the source population with redshift.

Of particular interest is the evolution of the UVB at z ∼ 6. The appearance of Gunn-Peterson (GP)

troughs in the spectra of the highest redshift known quasars has been interpreted as evidence for a

sharp downturn in the UVB at z > 6 signalling the end of reionization (e.g. Fan et al., 2006c). However,

the diminishing transmitted flux is also consistent with a more slowly evolving UVB and IGM density

field (Becker et al., 2007; Bolton and Haehnelt, 2007c).

The bulk of the ionizing photons at z > 6 that make up the UVB are believed to come from very

low-luminosity galaxies (Richard et al., 2006; Stark et al., 2007; Richard et al., 2008; Oesch et al., 2010;

Srbinovsky and Wyithe, 2010). Direct searches for these sources at z & 6−10 have taken advantage

of recent very deep optical and near-infrared imaging from both the ground and space (Bunker et al.,

2004; Bouwens et al., 2006; Yoshida et al., 2006; Bouwens et al., 2008; Ouchi et al., 2009). The majority

of these faint galaxies, however, still remain below current detection thresholds (e.g. Bouwens et al.,

2011b).

The quasar proximity effect has been a classic tool for directly measuring the intensity of the UVB

at high redshifts. Since quasars are highly luminous, their output of ionizing photons will domi-

nate over that of the UVB out to large (up to several proper Mpc) distances. This produces a re-

gion of enhanced transmission near the redshift of the quasar, first noted by Carswell et al. (1982),

known as the ‘proximity region’. The size of this region depends both on the quasar luminosity and

the intensity of the UVB. For a known quasar luminosity, therefore, the UVB can be estimated by

measuring the extent of the proximity zone. Classically, the proximity effect has been measured

by comparing column densities of the H I Lyα absorption lines in the forest with those close to the

quasar (Murdoch et al., 1986; Tytler, 1987; Carswell et al., 1987; Scott et al., 2000; Bajtlik et al., 1988,

hereafter BDO), although a variety of flux statistics have also been used (Liske and Williger, 2001;

Dall’Aglio et al., 2008; Dall’Aglio and Gnedin, 2010). Altogether, proximity-effect studies have deliv-

ered measurements of the UVB from z ∼ 0.5 (Kulkarni and Fall, 1993) to z ∼ 4.5 (Dall’Aglio et al., 2009).

More recently, an alternative method of estimating the UVB has been developed which uses the

mean flux in the Lyα forest in combination with numerical simulations. The UVB in the simula-

tion is adjusted until the mean flux in artificial Lyα forest spectra is equal to that in the real data

(see e.g., Rauch et al., 1997; Songaila et al., 1999; Tytler et al., 2004; Bolton et al., 2005; Jena et al., 2005;

Kirkman et al., 2005). Above z ∼ 4.5, the UVB has so far only been determined using this type of

method (McDonald and Miralda-Escudé, 2001; Meiksin and White, 2004; Bolton and Haehnelt, 2007c;

Wyithe and Bolton, 2011). At z & 5, however, converting the mean flux into an ionization rate depends

sensitively on modelling the gas density distribution at very low densities (e.g. Miralda-Escudé et al.,
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2000). Not only is this a challenge numerically (Bolton and Becker, 2009), but the optical depth dis-

tribution will depend on the properties of the simulation, including the gas temperature.

In this Chapter, we further develop a variant on the ‘flux-transmission’ method (Liske and Williger,

2001) to measure the UVB intensity at z > 4.5 via the proximity effect. This method provide an alter-

native to identifying individual lines, which becomes increasingly difficult at z > 4. At lower redshifts

flux statistics have been used to compare the mean flux averaged over extended sections of the spec-

trum near the quasar redshift to the mean flux in the forest. Rather than computing the mean flux in

sections, however, we consider individual pixel optical depths across the proximity region. The opti-

cal depths are modified to remove the presumed effect of the quasar, until the proximity region has

the same mean flux as the forest at that redshift. The characteristic scalelength of the quasar model is

then combined with the quasar luminosity to estimate the UVB. This simple approach avoids a direct

dependence on simulations as it does not require the optical depth distribution of the forest to be

known a priori. We do, however, use simulations extensively to estimate the bias and uncertainties of

our method.

The remainder of this Chapter is organised as follows. In Section 4.2 we describe the observational

data as well as the hydrodynamical simulations used. In Section 4.3 we detail the proximity-effect

analysis, and the sources of systematic bias. The results are presented and their implications dis-

cussed in Section 4.4. Finally, we present our conclusions in Section 4.5. Throughout this Chapter we

use the cosmological parameters taken from the mean of the Wilkinson Microwave Anisotropy Probe

(WMAP) 5-yr data set (Komatsu et al., 2009), with Hubble constant H0 = 72 kms−1 Mpc−1 and density

parameters (Ωm, ΩΛ) = (0.26, 0.74).

4.2 Data and models

4.2.1 Observed spectra

The quasar spectra used in this Chapter were taken with either the Keck or Magellan telescopes. The

majority of the quasars at z > 5 were observed with the High Resolution Echelle Spectrometer (HIRES;

Vogt et al., 1994) on the 10-m Keck I telescope, and reduced using a custom set of IDL routines and

optimal sky-subtraction techniques as detailed in Becker et al. (2006, 2007). All of these observations

were made with the 0.86-arcsec slit with R = 40000, and so the velocity resolution is 6.7 kms−1.

The majority of the quasars at z < 5 were observed using the 6.5-m Magellan-II Clay and the Mag-

ellan Inamori Kyocera Echelle (MIKE) spectrograph (Bernstein et al., 2003) and reduced with a similar

custom pipeline. The velocity resolution is roughly half that of the HIRES spectra at 13.6 kms−1. A list

of the targets is given in Table 4.1.

Quasar redshifts were taken either from the CO and Mg II redshifts presented in Carilli et al. (2010),

or from the spectra themselves by identifying the redshift at which the Lyα forest appears to start.

Errors on the redshifts measured from the apparent start of the Lyα forest were estimated by com-

paring to more precise redshifts from Mg II and CO where available, or those in the Sloan Digital

Sky Survey (SDSS). All the objects have photometry in the SDSS, and those at z < 5.5 also have flux-
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Name zq Inst. Dates texp (hrs) Ref. S/N
SDSS J1148+5251 6.42 HIRES Jan 2005 - Feb 2005 14.2a 1 16
SDSS J1030+0524 6.31 HIRES Feb 2005 10.0 1 12
SDSS J1623+3112 6.25 HIRES Jun 2005 12.5 1 11
SDSS J0818+1722 6.02 HIRES Feb 2006 8.3 2 12
SDSS J1306+0356 6.02 MIKE Feb 2007 6.7 4 14
SDSS J0002+2550 5.82 HIRES Jan 2005 - Jul 2008 14.2 1,4 21
SDSS J0836+0054 5.81 HIRES Jan 2005 12.5a 1 19
SDSS J0231-0728 5.41 HIRES Jan 2005 - Feb 2005 10.0 1 14
SDSS J1659+2709 5.33 HIRES Sep 2007 - Jul 2008 11.7 3 32
SDSS J0915+4924 5.20 HIRES Feb 2005 10.0 1 23
SDSS J1204-0021 5.09 HIRES Jan 2005 - Feb 2005 6.7 1 17
SDSS J0011+1440 4.97 HIRES Sep 2007 6.7 3 47
SDSS J2225-0014 4.89 MIKE Oct 2007 5.0 4 23
SDSS J1616+0501 4.88 MIKE Mar 2008 3.3 4 21
SDSS J2147-0838 4.59 MIKE Oct 2007 8.3 3 51

Table 4.1: The list of quasars included in this Chapter. Columns give the quasar name and redshift, details of
the observations, and the average signal-to-noise per pixel in the 40h−1 comoving Mpc closest to the quasar
redshift, after masking out skyline residuals (see Section 4.3.3).
a The present reductions include only data taken with the upgraded detector.
References: (1) Becker et al. (2006); (2) Becker et al. (2007); (3) Becker et al. (2011a); (4) this work.

calibrated spectra in the SDSS archive. Continuum magnitudes for those at z > 5.5 were taken from

the discovery papers (Fan et al., 2001, 2003, 2004, 2006c), whilst fluxes for those at z < 5.5 were mea-

sured from the SDSS spectra. In both cases the continuum flux was measured at a rest wavelength

of 1280 Å. The error in the flux measured from the SDSS spectra is conservatively taken to be 0.5×

1017 erg cm−2 s−1 Å−1.

All the spectra were normalised following the method described in Bolton et al. (2010). The spec-

trum is first divided through by a power law Fν ∝ ν−0.5, normalised at 1280(1+z) Å, and the Lyα emis-

sion line is then fitted with a slowly varying spline. It is difficult to fit the continuum over the forest at

these redshifts due to the low flux levels; however, in the proximity region the transmitted flux max-

ima will be nearer to the continuum, and so is estimated to be within ∼ 20 per cent of the correct

value over the region of interest.

4.2.2 Simulated spectra

Simulations of the IGM at high redshift were used to test the method and to explore potential sources

of systematic error. The simulations are the same as those in Bolton and Becker (2009) and were

performed using a customised version of the parallel Tree-SPH code GADGET-3, an updated version

of the publicly available code GADGET-2 (Springel, 2005). The simulations assume the cosmological

parameters (h,Ωm,ΩΛ,Ωbh2,σ8) = (0.72,0.26,0.74,0.024,0.85), have both dark matter and gas com-

ponents and were started at z = 99 with initial conditions generated with the transfer function of

Eisenstein and Hu (1999). Each simulation uses the UVB model of Haardt and Madau (2001) with

contributions from both galaxies and quasars, and is switched on at z = 9 and applied in the optically
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Model L Total particle Mgas

[h−1 Mpc] number [h−1 M⊙]
A 20 2×1003 1.03×108

B 20 2×2003 1.29×107

C 20 2×4003 1.61×106

D 40 2×2003 1.03×108

E 40 2×4003 1.29×107

F 80 2×4003 1.03×108

Table 4.2: Mass resolution and box size (comoving) of the hydrodynamical simulations used in this work. Model
C was primarily used to simulate quasar proximity zones.

thin limit. Our fiducial run is a 20h−1 (comoving) Mpc box with 2×4003 particles (Model C) and is the

only one used in this Chapter. Simulations with other box sizes and particle numbers were used in

Chapter 5 to test the dependence of the environmental bias due to an enhanced average density on

the mass of the host halo, and are summarised in Table 4.2.

Simulated Lyα spectra were constructed from line-of-sight density, peculiar velocity, H I fraction

and temperature fields. For the main analysis this was done for 1024 random sightlines drawn parallel

to the box boundaries (e.g. Theuns et al., 1998), with outputs at z = (2,3,4,5,6). Each sightline is 1024

pixels long. Proximity zones were introduced into the spectra by modifying the neutral H I fraction

(in real space) with the ionizing intensity falling off as 1/r 2, before convolving with the other fields to

derive the optical depth (in velocity space). The spectra were convolved with a Gaussian with FWHM

equal to the velocity resolution of the instrument that was being modelled (6.7 kms−1 for HIRES and

13.6 kms−1 for MIKE), before being resampled at the instrument pixel resolution (2.1 and 5.0 kms−1,

respectively). Gaussian-distributed noise, as well as other imperfections, could then be added. Ad-

ditionally, sightlines were drawn through the most massive haloes for the analysis described in Sec-

tion 5.3. The haloes were identified using a friends-of-friends algorithm with a linking length of 0.2.

For the analysis in both this Chapter and the next, sightlines of 40h−1 comoving Mpc were used. For

Models A-C several random sightlines were combined for this.

4.3 Analysis

4.3.1 Proximity-effect formalism

As mentioned in Section 4.1, the ionizing flux from a quasar will locally dominate over the UVB in set-

ting the ionization state of the IGM. This leads to increased transmission near the quasar compared to

the transmission in the forest (the ‘proximity effect’). BDO first translated this increased transmission

(through a reduction in the number of strong absorption troughs) into a measure of the photoioniza-

tion rate of hydrogen caused by the UVB, Γbkg. More recently, measurements have been made of the

proximity effect using flux transmission statistics rather than line-counting as done by BDO. The av-

erage transmission measured close to the quasar is thereby compared to that of the average Lyα forest

(e.g. Liske and Williger, 2001).

The optical depth, τ, is related to the normalised flux, F = e−τ. In the simplest model where the
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quasar lies in a typical region of the IGM, and neglecting all motion of the gas and any temperature

gradients that may exist as one approaches the quasar, the optical depth at any point can be described

as

τ= τforest[1+ω(r )]−1 , (4.1)

where τforest is the optical depth that would be measured in the absence of the quasar (i.e. the typical

value for the forest at that redshift), and

ω(r ) =
Γq(r )

Γbkg
. (4.2)

Here, Γq(r ) is the H I photoionization rate of the quasar at proper distance r and Γbkg is that of the

UVB, assumed to be spatially uniform for a given redshift. The distance from the quasar, r , is approx-

imately

r ≃
c

H(z)

∆z

1+ z
. (4.3)

We further define a characteristic length Req to be the distance from the quasar where the photoion-

ization rate from the UVB equals that from the quasar, i.e. Γq(Req) = Γbkg. With this definition, Equa-

tion 4.1 can then be rewritten as

τ= τforest

[

1+

(

r

Req

)−2]−1

. (4.4)

It must be emphasised that Req is different to proximity region sizes as defined in the literature.

At high redshift the proximity region ‘size’ is typically defined to be the maximum extent of the en-

hanced transmitted flux (e.g. the first point at which the transmission drops to 0.1 in the spectrum

when smoothed with a 20 Å filter, Fan et al., 2006b; Carilli et al., 2010), but this is an observational,

rather than a physical quantity. In this Chapter we choose to define the proximity region size as the

scalelength out to which the ionizing flux from the quasar dominates over that from the background,

i.e. where ω = 1. As such any comparison between our proximity region sizes (values of Req) and

those found by other methods for the same quasars should be made keeping this difference in mind.

For further discussion on the distribution of proximity region sizes at high redshift see Maselli et al.

(2009) and Bolton and Haehnelt (2007a,b).

A measurement of the UVB intensity can be expressed as a value of Req if the flux of ionizing pho-

tons from the quasar and its fall-off with distance are known. We assume a 1/r 2 fall-off. For this

the flux at the Lyman limit, fν0 , needs to be determined. At the redshifts of the quasars discussed

in this Chapter insufficient flux is transmitted through the forest for direct measurement of fν0 , and

so we extrapolate the continuum flux (measured at a rest wavelength of 1280 Å as described in Sec-

tion 4.2.1) by assuming a power-law relation of the form fν ∼ ν−α. The value of α used in this Chapter

is 1.61±0.86 and is based on the z < 2 radio-quiet quasar sample of Telfer et al. (2002), who measured

this index in the range 500 to 1200 Å for 39 individual AGN. The error quoted is the rms scatter of that

sample. By contrast, Scott et al. (2004) found a harder index (α = 0.74) in their z < 0.67 sample. The

Scott et al. (2004) sample, however, covers a luminosity range that is an order of magnitude lower than

either the Telfer et al. (2002) sample, or the quasars analysed here. The Telfer et al. (2002) mean value
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and dispersion should therefore be the most appropriate for this study. Using fν0 , the luminosity of

the quasar at the Lyman limit, Lν0 , is calculated as

Lν0 = 4πd 2
L

fν0

(1+ zq)
, (4.5)

where dL is the luminosity distance to the quasar. The quoted errors in Lν0 take into account the error

on α, the error in dL (from the error in the redshift), and the error in the apparent magnitude of the

continuum, m1280. For quasars with zq < 5.5 the error in m1280 is calculated from the error in the

measured continuum flux for SDSS spectra as described in Section 4.2.1, whilst for those with z > 5.5

it is taken to be the same as the error on the SDSS z-band photometry. For a given distance from the

quasar, r , the Lyman limit flux density is

F Q
ν0

(r ) =
Lν0

4πr 2
. (4.6)

The photoionization rate of H I (in units of s−1) by a source of UV flux is given by

Γ=

∫∞

ν0

4πJ (ν)σHI(ν)

hν
dν , (4.7)

where J (ν) is the intensity of the source, σHI(ν) is the ionization cross-section of neutral hydro-

gen, and h is in this case Planck’s constant. By definition Γbkg = Γq(Req), and so using σHI(ν) =

6.3×10−18(ν0/ν)2.75 cm2 (Kirkman and Tytler, 2008, note that an exponent of 3 is often used in similar

analyses) and integrating Equation 4.7 for the photoionization rate by the background gives

Γbkg =
9.5×108F Q

ν0
(Req)

(α+2.75)
(4.8)

in units s−1, where F Q
ν0

(Req) is the Lyman limit flux density in erg cm−2 evaluated at a distance Req

away from the quasar. Therefore, using Equation 4.6, Γbkg can be expressed as

Γbkg =
9.5×108Lν0

(α+2.75)4πR2
eq

, (4.9)

where Lν0 is in erg s−1 Hz−1 and Req is in cm.

4.3.2 Measurement method

The value of Γbkg was inferred for each quasar by increasing the optical depths of each pixel by the

expected effect of the quasar, using Equation 4.4, until the mean flux across the spectra was the same

as that expected from the Lyα forest at that redshift. Details of this procedure are given below.

The analysis was carried out on the section of the spectrum immediately bluewards of the Lyα line

and 40h−1 comoving Mpc (∼ 8−9 proper Mpc, or ∆z ∼ 0.10−0.15) in length. Each pixel is converted

from a normalised flux into an optical depth using τ=− ln(F ). For a given quasar luminosity and trial
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Figure 4.1: Top panels: Simulated sightlines at z = 6 (left) and z = 5 (right). Each sightline is 40h−1 comoving
Mpc long, with Req = 10 proper Mpc and S/N = 20. The resolution for the z = 6 spectrum is equal to that of
HIRES, whilst the spectrum at z = 5 has resolution equal to that of MIKE. The red line is the simulated error
array. Artefacts such as bad pixels and skyline residuals have also been introduced. Lyα at the redshift of the
quasar is on the far right-hand side of each panel. Middle panels: The spectra smoothed according to their
noise properties (see Section 4.3.3), and with optical depths altered such that ∆F = 0 (see Equation 4.10). The
grey regions mark parts of the spectra that were masked out automatically (primarily skyline residuals). Bottom
panels: The original Lyα forest for these sightlines. The similarity between these spectra and those in the middle
panels provides a good check that the method is working correctly.

value of Γbkg, Equation 4.9 can be inverted to give a trial value of Req. Using this trial value of Req,

the factor [1+ω(r )]−1 can be calculated for every pixel in the spectrum. The pixel optical depths are

then adjusted, before being converted back into fluxes. This process is continued until the section of

the spectrum resembles the Lyα forest at the same redshift. The most robust statistic for determining

this was found to be the difference between the mean flux in the spectrum and the mean flux of the

Lyα forest, Fforest. The difference between the two, ∆F , was defined as

∆F = 〈Fnew〉−Fforest , (4.10)

where Fnew = e−τnew and τnew = τ[1+ω(r )]. The value for which ∆F = 0 we took as our estimate of

Γbkg. The mean flux, 〈Fnew〉, was calculated as a weighted mean, with each pixel weighted by the

inverse variance of the flux. For a given original error in the transmission, σF , then σFnew = σF [1+

ω(r )]−1Fnew/F . The weighted mean flux was then calculated as 〈Fnew〉 =
∑

(Fnew/σ2
Fnew

)/
∑

(1/σ2
Fnew

).

In order to stop σFnew from reaching zero and strongly biasing the weighting, a noise ‘floor’ was used

such that σFnew ≥ 0.01.

Trial values of log(Γbkg) ranged within −14 < log(Γbkg) < −11 and the iteration was done until a
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Figure 4.2: Same as Fig. 4.1, but for a small sample of the observed spectra. Top panels: The normalised spectrum
of SDSS J0836+0054 at z = 5.810 taken with the HIRES instrument (left), and the normalised spectrum of SDSS
J2225-0014 at z = 4.886 taken with MIKE (right). The length of each spectrum corresponds to 40h−1 comoving
Mpc, and the red line is the observed error array. Lyα at the redshift of the quasar is on the far right-hand side
of each panel. Bottom panels: The smoothed spectra with optical depths modified assuming an Req of the size
quoted in Table 4.4. The grey regions mark parts of the spectra that were masked out automatically.

precision of 0.001 in log(Γbkg) was reached. Fig. 4.1 shows the effect of the result of this iteration on

simulated sightlines at z = 5 and z = 6. The ‘recovered’ Lyα forest (middle panels) is strikingly similar

to the actual Lyα forest in those sightlines (bottom panels). Two observed spectra are presented in a

similar fashion in Fig. 4.2. The bottom panels show the spectra after smoothing to mitigate the effect

of pixel noise (see Section 4.3.3) and after the optical depths have been modified using the estimated

value of Req presented in Section 4.4.1.

The assumed value of Fforest is calculated at each redshift from the fit to measured optical depths

of the Lyα forest in Becker et al. (2007). The fit is reproduced along with some observed values of τeff

from the literature in Fig. 4.3. It assumes a simple evolution of a lognormal distribution of optical

depths and matches the observed values excellently from 2 < z < 6. Above z = 6 there are few mea-

surements of the flux in the forest and so it is unknown if this relationship still holds. For the z > 6

quasars in this Chapter it was assumed that it does, although for large values of effective optical depth

(τ> 6), a substantial change in τ corresponds to only a very small (absolute) change in Fforest. Only a

small change in Req, therefore, is required for ∆F to again be zero. This is apparent in Fig. 4.4, which

shows an example of the results for one of the simulated spectra at z = 5 and 6. If the mean flux is

overestimated by a factor of 5, for example (corresponding to the dotted line being down at −0.10

and −0.010 in the top and bottom panels, respectively), then the shift in the estimated log(Γbkg) is

much greater at z = 5 (∼ 0.6 dex) than at z = 6 (∼ 0.3 dex). The results from the z > 6 quasars should

therefore be rather robust to significant uncertainties in the mean flux.

Probable skylines are identified as regions with σF > 2〈σF 〉, where the mean is defined over the

whole spectrum. Those pixels, plus 5 pixels either side, are masked out. The data is also smoothed

with a boxcar with a smoothing window that is proportional to the amount of noise in the data (win-

dow width = 10[〈σF 〉/0.05] pixels), in order to balance between a smoothly varying function whilst
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Figure 4.3: Our adopted fit to the evolution of τeff with redshift. The blue triangles are from measures of the
flux in the forest from Songaila (2004), whilst the red diamonds are the binned values from Fan et al. (2006b).
The solid line gives the Becker et al. (2007) relation for the evolution of τeff with redshift, which we adopt for this
study. The 1σ error in τeff is marked with the dashed lines and was taken to be 10% at z = 4, 15% at z = 5 and
30% at z = 6, with the error at other redshifts calculated by quadratic extrapolation.

maintaining some of the contrast and resolution in the proximity region. Regions with a smoothed

flux below zero were treated as though they were positive, but remembering the sign, such that Fnew =

−e−(− ln |F |)[1+ω(r )]. Smoothed fluxes that were greater than or equal to 1 (i.e. at the continuum) were

set to be equal to 0.99. These effects, designed to limit the effects of observational artefacts, intro-

duce a bias such that as the noise increases the method will systematically overestimate the UVB.

These biases were therefore extensively modelled using the simulated spectra (see Appendix A).

There are several advantages of our method over other recently presented methods to measure

the intensity of the UVB from the proximity effect. One of the key attributes of our method is that the

intrinsic distribution of Lyα optical depths need not be known a priori. This means that we are not

directly dependent on numerical simulations. Another key advantage is that a slope, β, of the column

density distribution of neutral hydrogen is not assumed, as was required in e.g. Dall’Aglio et al. (2008).

We believe that with our method the largest remaining uncertainty is the evolution of τeff at z > 6.

4.3.3 Statistical accuracy of the method

In order to test the accuracy of the method, simulated spectra were created using random sight-

lines through the simulations. The test spectra were all created using Model C at z = 5 and 6, and

were 40h−1 (comoving) Mpc long, constructed by joining together multiple sightlines. In our stan-

dard mock spectra the proximity region was assumed to have a size of 10 proper Mpc. This is in

general agreement with the derived values from the data (see Section 4.4.1) and that estimated by

Wyithe and Loeb (2004). Assuming a Haardt and Madau (2001) UVB this corresponds to a quasar with

M1450 =−27.10 (AB) at z = 6 and M1450 =−27.47 (AB) at z = 5. The noise was assumed to be Gaussian

with a signal-to-noise (S/N) of 20, close to the average value of the S/N in the data.
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Figure 4.4: Top panel: The variation of ∆F with log(Γbkg) of a simulated quasar spectrum at z = 5. The dotted line
marks ∆F = 0 and the dashed red line shows the estimated value of log(Γbkg). For this particular input spectrum
∆F = 0 at log(Γbkg) = −12.206. The curve takes an asymptotic shape as the mean flux becomes zero. Bottom
panel: Same as the top but for a simulated quasar at z = 6. The curve is steeper, and so if the mean flux has been
overestimated by some factor, this will result in a smaller change in the estimated log(Γbkg) at z = 6 than at z = 5.

In order to better mimic the real data, a variety of artefacts were introduced into the simulated

spectra. Sky line residuals were added with an associated peak in the error spectrum, as well as bad

pixels for which there was no associated effect on the error spectrum. Overall the simulated spectra

are qualitatively very similar to the real data, as demonstrated in Fig. 4.5.

We applied our analysis to artificial spectra with similar S/N to the data. On average the method

estimated the correct value ofΓbkg, with the distribution of values approximately Gaussian in log(Γbkg).

Several factors were thoroughly investigated for their effect on the size of the errors, and any bias on

the estimated UVB intensity. We investigated the effects of peculiar velocities in the gas, vpec, which

will introduce distortions in redshift space to the expected radial profile of the transmitted flux. This
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Figure 4.5: Top: The upper panel shows the normalised spectrum of SDSS J0818+1722 at z = 6.02, whilst the
lower panel is a simulated spectrum at z = 6 with the same Req and Γbkg as presented in Table 4.4, as well as
similar noise properties. The red solid line is the normalised error spectrum, the black dashed line is the derived
value of Req, and the dotted blue line is the expected drop-off in the mean normalised flux. Lyα at the redshift
of the quasar is on the far right-hand side of each plot, and the simulated spectrum has been shifted so that it is
at the same redshift as the observed spectrum. Bottom: The same as above but for SDSS J0011+1440 at z = 4.967
and the z = 5 simulation. Again there is a strong similarity between the two spectra. The value of Req is smaller at
z = 5 than at z = 6 because the intensity of the UVB is higher, and so the ionizing flux from the quasar dominates
over the background out to a shorter distance.
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z = 5 z = 6
Req = 10 Mpc Req = 5 Mpc Req = 10 Mpc Req = 5 Mpc

Property Value σxi ǫxi Value σxi ǫxi Value σxi ǫxi Value σxi ǫxi

logLν0 31.37 0.07 0.01 30.77 0.09 0.01 31.22 0.07 0.01 30.62 0.09 0.01
vpec - 0.09 0.05 0.12 0.05 - 0.04 -0.02 0.07 0.00

Sightline δF 21% 0.13 0.02 0.14 0.01 43% 0.10 0.02 0.13 0.02
∆τeff 15% 0.22 0.03 0.23 0.01 30% 0.45 0.10 0.59 0.11
∆z 0.005 0.18 - 0.31 - 0.01 0.20 - 0.39 -
∆Lν0 30% 0.14 - 0.14 - 30% 0.15 - 0.14 -
S/N 20 0.13 0.16 0.11 0.29 20 0.03 0.04 0.09 0.09

Inst. res. 13.6 kms−1 0.03 0.05 0.04 0.03 6.7 kms−1 0.02 0.01 0.04 0.00
Halo host mass 1013M⊙ 0.10 0.12 0.16 0.33 1013M⊙ 0.05 0.03 0.09 0.09

Thermal prox. effect 104 K 0.07 -0.10 0.01 -0.17 104 K 0.02 -0.11 0.09 -0.19
Total 0.41 0.33 0.51 0.57 0.54 0.08 0.76 0.13

Model 0.43 0.31 0.56 0.57 0.54 0.09 0.86 0.18

Table 4.3: The contribution to the error and systematic shift in log(Γbkg) from a variety of causes estimated from 1000 simulated spectra at z = 5 and 6, each with
either Req = 10 or 5 proper Mpc. The errors from specified properties were found to have a nearly Gaussian distribution in log(Γbkg). Each property, xi , contributes
an error σxi and a systematic shift, ǫxi (both measured in dex). The two instrumental resolutions represent those of MIKE and HIRES at z = 5 and 6, respectively. The
bottom two sources of error are discussed in Chapter 5, and are included here for comparison. To simulate a thermal proximity effect, the temperature of the gas in
the closest 5 proper Mpc has been raised by 104 K, similar to if the quasar had ionized He II (see Section 5.5). The total error is calculated by adding the individual
errors in quadrature, whilst the total shift is the sum of the individual shifts. For comparison, we also simulated spectra with all possible sources of error included
simultaneously (‘model’). The total error, as well as the total systematic shift, are similar to those expected from combining the individual effects.
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Figure 4.6: The deviation of the estimated value of log(Γbkg) from the input value for 10000 simulated spectra
at z = 6 (left) and z = 5 (right) with input proximity regions of 10 proper Mpc in size. The spectra had a fixed
S/N = 20, and the resolution of either the HIRES (top) or MIKE (bottom) spectrographs. The dotted black line
marks the input value, whilst the blue dashed line marks the mean of the simulated data set. The spread is
approximately Gaussian in log(Γ) with a small systematic offset caused by noise in the spectra. Each offset in
the estimated Γbkg corresponds to an overestimate of the input value. The width of the Gaussian and size of
the systematic offset varied with redshift, S/N, luminosity and the resolution. Detailed modelling of the effect of
each of these parameters was carried out to calculate the statistical error and bias in the estimated Γbkg for both
individual quasars and a grouped sample. A detailed error budget is presented in Table 4.3, and related figures
are presented in Appendix A.

was done by rerunning our analysis on spectra generated with peculiar velocities set to zero. Similarly

we examined the impact of sightline-to-sightline variations in the mean flux away from the global

mean flux due to local fluctuations in the density field. For this we ran the analysis on spectra from

which the mean flux of that sightline was known, and compared it to when simply assuming a global

mean flux. The spread was also dependent on the noise levels in the simulated spectra, the redshift,

the instrumental resolution, the luminosity, and the error in τforest (which varied with redshift). This

analysis is shown in more detail in Appendix A. Each contributor to the error (see Table 4.3) was varied

between reasonable limits for 1000 simulated spectra at both z = 5 and 6, and linearly extrapolated

to other redshifts. This meant that the contribution to the error budget and associated bias from all

the variables could be calculated for the parameter space and redshift range present in the data. Us-

ing this analysis an overall statistical error and bias were determined for each individual quasar. For

demonstration, the dependence on S/N and instrumental resolution is shown in Fig. 4.6. As expected,

if the S/N decreases then the scatter in log(Γbkg) increases. There is also a systematic bias, due to the

smoothing of the spectra. Averaging over fluxes is not equivalent to averaging over optical depths,
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due to the non-linear relation between the two, and so the more the spectrum is smoothed the more

the optical depths are underestimated. This effect is strongest for low fluxes (high optical depths).

Consequently, smoothing (particularly at high redshift) increases the transmission in the forest so the

fall-off in mean flux is not as steep. This corresponds to a smaller Req, and so ultimately log(Γbkg) is

overestimated. Since MIKE has a lower instrumental resolution than HIRES there is an additional bias

brought in due to a similar effect. Indeed any effect that smoothes the spectra by averaging over pixel

fluxes will bring in a bias of this nature. Table 4.3 breaks down the sources of scatter and systematic

biases based on 1000 sightlines that have similar values to those in the data at z = 5 and 6. At both

redshifts the errors are dominated by the error in τeff, and the errors in redshift are far more important

than the errors in the luminosity. Even though the error in τeff is symmetric (it is approximated as a

Gaussian), the resulting bias is asymmetric, and becomes more so at high τeff (i.e. high redshifts), as

the equivalent distribution of Fforest also becomes highly asymmetric.

As we noted in Section 4.3.1 we assume a spatially uniform UVB. However, shortly after reioniza-

tion has completed the mean free path of ionizing photons is short enough that significant spatial

variations in the UVB may exist (e.g Lidz et al., 2007). Mesinger and Furlanetto (2009) show, however,

that variations in the density field at z ∼ 5− 6 dominate over spatial variation in the UVB, and that

even just after reionization assuming a uniform UVB underestimates Γbkg by at most a few percent.

We thus do not try to correct for this uncertain but small effect.

We also performed a joint analysis of several sightlines simultaneously. These were modelled in

a similar way, with the luminosities, noise properties and instrumental resolution equal to that of

the component spectra in each bin being represented. From this a statistical error and bias could be

determined for each bin. Finally, the environment of the quasar could be another source of systematic

bias, and is investigated thoroughly in Chapter 5.

4.4 Results and discussion

4.4.1 Results

Table 4.4 summarises the main results of this Chapter for the individual quasar sightlines. The quoted

errors in Γbkg consist of the measured error from 10000 Monte Carlo realisations of the spectra, vary-

ing the luminosity, systemic redshift and forest τeff, added in quadrature to the expected sightline-

to-sightline scatter as described in Section 4.3.3. The spectra with the largest errors in LQ
ν0

are those

with continuum magnitudes measured directly from the SDSS spectra. Even though the errors in the

luminosity could be rather large (∼ 30%), the measured error was strongly dominated by errors in the

redshift and τeff. The statistical power of a measurement from a single spectrum is rather limited and

the error on Γbkg is substantial. Fig. 4.7 shows the estimated log(Γbkg) and Req for our sample as a

function of redshift. The data points in Fig. 4.7 are consistent with a linear fit within the errors. There

is therefore little we can say about spatial fluctuations in UVB intensity other than that they appear to

be smaller than our measurement errors. We note that if we had used the α presented in Scott et al.

(2004) then the log(Γbkg) values would have been on average 0.22 dex higher, and the error bars 10 per
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Figure 4.7: Left-hand panel: The bias corrected estimates of log(Γbkg) for the 15 individual quasars studied in
this Chapter. The errors are calculated as the standard deviation in log(Γbkg) from 10000 Monte Carlo realisa-
tions (varying the systemic redshift, luminosity and forest τeff) added in quadrature to the statistical error, which
was individually calculated for each quasar sightline. Biases similar to those listed in Table 4.3 have also been
removed. A smooth decline in Γbkg with redshift appears over this redshift range, with a formal correlation co-
efficient of −0.87. Right-hand panel: the inferred values of Req for each quasar. The error bars were calculated
in the same way as those for Γbkg. There is a strong increase towards higher redshifts, driven by the declin-
ing intensity of the UVB. A fit to this increase is shown by the solid line, and the formal correlation coefficient
is 0.86. The dashed line marks the evolution in the mean free path of ionizing photons from the formula in
Songaila and Cowie (2010). The size of the proximity region is larger than the mean free path at z & 5.5. The
implications of this are discussed in Section 4.4.2.

Figure 4.8: Plot of the deviance from the linear fit to log(Γbkg) in the left panel of Fig. 4.7 against the quasar lumi-
nosity. The dashed line marks zero deviation. All of the points are consistent with this line, which suggests that
the measured values of log(Γbkg) have been adequately corrected for systematic biases from quasar luminosities.

cent larger. We also note that our redshift evolution of Req is opposite to the redshift evolution of the

proximity region sizes as presented by Fan et al. (2006b). Note that this is entirely due to the different

definition of the two sizes considered. For the proximity region size definition from Fan et al. (2006b)

we find similar results.

In Fig. 4.8 we subtract out the linear evolution of the average log(Γbkg). There is no systematic

trend with the luminosity of the quasar. This confirms that the systematic shifts induced by the lu-

minosity of the quasar (see Table 4.3 and Fig. 4.15) have been suitably corrected for. Fig. 4.9 shows a

sample of the observed spectra with their derived Req and expected average flux fall-off, in their rest
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Name zq σz z source LQ
ν0

M1450 Req Γbkg log(Γbkg)

(1031 erg s−1 Hz−1) (AB) (Mpc) (10−12 s−1)

SDSS J1148+5251 6.4189 0.002 CO 3.154±0.935 –27.81 22.1+18.2
−10.0 0.08+0.19

−0.06 −13.10±0.53

SDSS J1030+0524 6.308 0.007 Mg II 1.721±0.516 –27.15 16.8+11.2
−6.7 0.08+0.15

−0.05 −13.09±0.46

SDSS J1623+3112 6.247 0.007 Mg II 1.100±0.329 –26.67 22.3+24.0
−11.6 0.03+0.10

−0.02 −13.51±0.64

SDSS J0818+1722 6.02 0.01 Lyα forest 2.156±0.649 –27.40 17.3+10.1
−6.4 0.10+0.17

−0.06 −12.99±0.42

SDSS J1306+0356 6.016 0.007 Mg II 1.792±0.536 –27.20 16.3+13.9
−7.5 0.12+0.30

−0.08 −12.94±0.55

SDSS J0002+2550 5.82 0.01 Lyα forest 2.754±0.829 –27.67 13.3+7.9
−5.0 0.23+0.40

−0.15 −12.64±0.43

SDSS J0836+0054 5.810 0.007 Mg II 3.333±0.998 –27.87 10.6+5.6
−3.7 0.43+0.65

−0.26 −12.37±0.40

SDSS J0231-0728 5.41 0.01 Lyα forest 1.323±0.738 –26.87 12.8+6.4
−4.3 0.14+0.26

−0.09 −12.86±0.46

SDSS J1659+2709 5.33 0.01 Lyα forest 2.516±1.079 –27.57 14.0+8.6
−5.3 0.20+0.40

−0.13 −12.71±0.48

SDSS J0915+4924 5.20 0.02 Lyα + N V 1.744±0.830 –27.17 4.0+10.3
−2.9 1.82+23.60

−1.69 −11.74±1.15

SDSS J1204-0021 5.09 0.01 Lyα forest 1.900±0.851 –27.26 8.3+8.8
−4.3 0.48+1.88

−0.38 −12.32±0.69

SDSS J0011+1440 4.967 0.005 Lyα forest 4.518±1.604 –28.20 8.2+3.0
−2.2 0.95+1.13

−0.52 −12.02±0.34

SDSS J2225-0014 4.886 0.005 Lyα forest 2.144±0.885 –27.39 6.0+4.2
−2.5 1.02+2.51

−0.72 −11.99±0.54

SDSS J1616+0501 4.876 0.005 Lyα forest 2.603±1.020 –27.60 3.3+2.6
−1.5 3.89+10.80

−2.86 −11.41±0.58

SDSS J2147-0838 4.588 0.005 Lyα forest 3.506±1.245 –27.93 5.3+4.0
−2.3 1.88+4.58

−1.33 −11.73±0.54

Table 4.4: Tabulated results for each of the investigated quasar sightlines. Those with σz of 0.002 or 0.007 have systemic redshifts taken from the CO or Mg II emission
lines (Carilli et al., 2010) while the others use either the Lyα + N V emission-line redshift, or (in most cases) use the redshift at which the Lyα forest appears to begin. Due
to the high resolution of the spectra, errors for these are ≤ 0.01. The absolute magnitudes at rest-frame 1450 Å were calculated from either the published continuum
magnitudes (Fan et al., 2001, 2003, 2004, 2006c) or the measured fluxes at rest-frame 1280 Å, extrapolated to 1450 Å by assuming a power-law continuum of the form
fν ∝ ν−0.5.
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frame, as well as denoting the section of each spectrum used for the measurement.

Our most robust results come from simultaneously fitting multiple sightlines. The data were

grouped into low redshift (z < 5.5) and high redshift (z > 5.5) samples, and Γbkg was measured by

finding where
∑

i ∆Fi = 0, with ∆F calculated for each spectrum using the same trial Γbkg. For the

lower redshift bin, containing eight spectra, the average redshift was z = 5.04 and gave log(Γbkg) =

−12.15±0.16 (0.32) at 68 (95) per cent confidence, whilst for the higher redshift bin with seven spec-

tra and an average redshift of z = 6.09, log(Γbkg) = −12.84± 0.18 (0.36). These will subsequently be

referred to as the z ∼ 5 and 6 samples, respectively, for ease of comparison to the simulations and

previous work. The implications of these results will now be discussed.

4.4.2 Comparison to previous work

The results of fitting multiple lines of sight with a constant UVB are plotted in Fig. 4.10. We also

plot a selection of UVB estimates from the literature, where the literature results have been scaled to

the cosmology used in this Chapter, as well as to the same temperature-density relation parameters

used by Bolton and Haehnelt (2007c), such that T = T0∆
γ−1, with T0 and γ held constant at 104 K and

1.3, respectively. The UVB model of Haardt and Madau (2001) is also shown. As previously noted in

Fig. 4.7, whilst the error bars are large for the individual sightlines, there is a clear trend of a decreasing

UVB intensity in the redshift range z ∼ 5−6. This decrease is more pronounced in the binned results.

The results presented here are the first proximity-effect measurements of Γbkg at these redshifts.

Dall’Aglio et al. (2009) detected the proximity effect in 1733 spectra from the SDSS over the range

2 . z . 4.5 and found that the UVB seemed to be remarkably flat over this redshift range, with

log(Γbkg) = −11.78 ± 0.07. This value is consistent with our results from individual sightlines over

4.5 < z < 5. A more direct comparison can be made with the results of Dall’Aglio et al. (2008), who

measured the proximity effect in 40 spectra with the UV-Visual Echelle Spectrograph (UVES) instru-

ment on the Very Large Telescope. Comparing our results to the Dall’Aglio et al. (2008) results may

be more appropriate, as both studies used high-resolution spectra. Combined, the proximity effect

results suggest a smooth decrease in UVB from z ∼ 2 to z ∼ 6 by an order of magnitude (Fig. 4.10).

The UVB in the range z ∼ 5−6 has previously only been probed using measurements of flux decre-

ments (McDonald and Miralda-Escudé, 2001; Meiksin and White, 2004; Bolton and Haehnelt, 2007c;

Wyithe and Bolton, 2011). There is excellent agreement between our binned results and those from

flux decrements (see Fig. 4.10), which also suggest a significant decline in the UVB from z ∼ 4 to z ∼ 6.

Our measured evolution of the UVB intensity has important implications for reionization. The

H I photoionization rate should scale as Γ(z) ∝ l (ν0, z)ǫν0 , where l (ν0, z) is the mean free path of ion-

izing photons and ǫν0 is the ionizing emissivity. The redshift evolution of Γbkg therefore gives an

insight into the evolution of these two key variables. During the ‘percolation’ stage at the end of

reionization, l (ν0, z) is expected to evolve rapidly, in marked contrast to its gradual evolution in the

post-reionization Universe (Gnedin and Fan, 2006). Consequently, the end of reionization should be

indicated by a break in the evolution of l (ν0, z). The smooth redshift evolution of our measurements

of the UVB intensity (see left-hand panel of Fig. 4.7) implies that both l (ν0, z) and ǫν0 are evolving
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Figure 4.9: The 15 spectra used in this study, ordered by redshift. The spectra are presented in their rest wave-
length, λrest, in order to emphasise the proximity-effect region bluewards of the Lyα emission line, on the far
right-hand side of the plot at 1216 Å. They have been normalised with the continuum fitting process described
in Section 4.2.1, and have also been smoothed to a common pixel size of 16.7 kms−1 (observed frame) for clarity.
The red dashed line indicates the derived value of Req, whilst the blue dotted line is the expected fall-off in aver-
age flux. The area of spectrum to the right of the green dashed line was the section used for the proximity-effect
measurement, and is 40h−1 comoving Mpc long.
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Figure 4.10: The evolution of the UVB in the redshift range z = 2−6. The solid points are the results of this Chap-
ter, and represent the aggregate analysis over multiple sightlines. The spectra were coarsely binned into two sub-
sets, namely z > 5.5 and z < 5.5. The lower redshift subset contained eight spectra and had an average redshift
of zav = 5.04 whilst the upper had seven spectra and zav = 6.09. The errors displayed on our points are the 68 per
cent confidence intervals, and exclude any correction due to environmental biases. Recent estimates from the
literature are also plotted with their 1σ errors (Bolton et al., 2005; Dall’Aglio et al., 2008; Faucher-Giguère et al.,
2008a; Wyithe and Bolton, 2011). The flux-decrement results have all been scaled to our adopted cosmology
(h,Ωm,Ωbh2,σ8) = (0.72,0.26,0.024,0.85) and to the same temperature-density relation, T = T0∆

γ−1, with T0
and γ held constant at 104 K and 1.3, respectively, using the scaling relations from Bolton et al. (2005) and
Bolton and Haehnelt (2007c). Our results at both z ∼ 5 and 6 agree very well with those from flux-decrement
measurements. The theoretical curve of Haardt and Madau (2001), assuming contributions from quasars and
star-forming galaxies, is also plotted.

smoothly in the redshift range 4.6 < z < 6.4, as otherwise they would have to rapidly evolve simultane-

ously in opposite directions, which appears very unlikely. This suggests that percolation has occurred

at higher redshifts than are probed by our sample (although see Furlanetto and Mesinger, 2009).

Our measurements of the UVB can be combined with measurements of the mean free path to

place constraints on the evolution of the ionizing emissivity. Songaila and Cowie (2010) recently mea-

sured the incidence of Lyman limit systems (LLSs; see Section 5.4) over 0 < z < 6. They find an evolu-

tion in the mean free path which can be approximated as l (ν0, z) = 50[(1+ z)/4.5]−4.44+0.36
−0.32 . Using this

fit, we infer that l (ν0, z) decreases by a factor ∼ 1.5−2.5 from z = 5 to 6. At face value the decrease

of our measurements of Γbkg with redshift (a factor of ∼ 2.5−8) therefore imply an emissivity that is

either roughly constant or drops by up to a factor of ∼ 5. Note that this is consistent with the decrease

in the (dust-corrected) UV luminosity density between z = 5 and 6 measured by Bouwens et al. (2009)

for rest wavelength ∼ 1600 Å and integrated to either 0.3L∗
z=3 or 0.04L∗

z=3 [where L∗
z=3 is the luminosity

derived by Steidel et al. (1999) at z ∼ 3 and corresponds to M1700,AB =−21.07].
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The fit to the mean free path from Songaila and Cowie (2010) is plotted with the measured prox-

imity region sizes in the right-hand panel of Fig. 4.7. Our proximity region sizes become larger than

the mean free path as measured by Songaila and Cowie (2010) at z & 5.5. If the quasar is able to ionize

LLSs within the proximity region, then the mean free path within the proximity region will increase,

allowing an enhanced contribution to the ionization rate from local galaxies and AGN. As a result,

the proximity region may appear larger, and so the UVB may be underestimated in a proximity-effect

analysis. Careful modeling of LLSs will be required to determine whether this is an important effect.

However, it may partly explain the decrease in ionizing emissivity we infer from z ∼ 5 to 6 (see also

Section 5.3).

The ionizing emissivity is already very low at z = 6 (∼ 1.5 ionizing photons per hydrogen atom per

Hubble time) and so this evolution cannot continue to much higher redshifts without reionization

failing to complete by z = 6 (Bolton and Haehnelt, 2007c). For this reason, unless there is a substantial

increase in ǫν0 at very high redshifts, the end of reionization, while potentially before z = 6.4, appears

unlikely to occur much earlier.

4.5 Conclusions

We have presented new measurements of the photoionization rate of hydrogen by the ultraviolet

background (UVB) using the proximity effect in quasar spectra. The 15 spectra in the sample cover

the range 4.6 < z < 6.4, allowing us to conduct the first proximity-effect measurements of Γbkg at these

high redshifts.

For each quasar, Γbkg was calculated by modelling the total photoionization rate as a function

of distance from the quasar, taking into account contributions from both the quasar and the UVB.

The optical depths in the proximity zone were then modified to those expected in the absence of the

enhanced ionization from the quasar. The preferred value of Γbkg was the one for which the resulting

mean flux in the proximity zone was equal to that of the average Lyα forest at the same redshift.

We investigated a wide range of potential errors and biases affecting the proximity-effect mea-

surements using numerical simulations. We found the error in Γbkg for an individual line of sight to

be dominated by the error in the quasar redshift and τeff. Our raw measurements of the UVB intensity

from individual sightlines at z = 5 should be typically overestimated by a factor of two, with random

errors that are also roughly a factor of two. At this redshift, the largest bias results from the finite S/N

of the spectra (50%). At z = 6, the UVB is overestimated by 30%, with a factor of 2.5 random error. The

largest source of bias at this redshift is the uncertainty in τeff.

Our measured values of Γbkg, corrected for biases, decline significantly from z ∼ 5 to 6. For z ∼ 5 we

find log(Γbkg) =−12.15±0.16 (0.32) at 68 (95) per cent confidence, whilst at z ∼ 6 we find log(Γbkg) =

−12.84±0.18 (0.36), a decline significant at roughly the 3σ level. Within our sample, the UVB intensity

measured from individual sightlines is seen to decline smoothly with redshift over 4.6 < z < 6.4, but

shows no sign of the rapid decline which may be expected in the late stages of reionization, when

there is a rapid change in the attenuation length of ionizing photons.

Our results are in good agreement with UVB estimates from measurements of the mean flux decre-
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ment in the redshift range z = 5−6, assuming an IGM temperature T0 = 104 K. Both the proximity ef-

fect and flux-decrement measurements imply a decline in the intensity of the UVB by nearly an order

of magnitude from z = 4 to 6.

Finally, we have combined our estimates of Γbkg with the evolution of the mean free path mea-

sured by Songaila and Cowie (2010). At face value, the combined measurements imply a decline in

the ionizing emissivity of a factor of roughly two from z ∼ 5 to 6, but it is important to keep in mind

that at these redshifts measurements of the mean free path of ionizing photons are extremely difficult,

and that with such a low emissivity reionization could barely have been completed by z = 6.4.

The results presented here represent some of the highest-redshift measurements of the UV back-

ground made to date, enabling us to probe deeper into the late(st) stages of hydrogen reionization.

The next generation of optical and NIR telescopes will enable access to high-S/N quasar spectra at

even higher redshifts, leading to improved measurements of the ionizing background and helping to

establish a more complete picture of the final stages of the hydrogen reionization epoch.
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Appendix A: Detailed discussion of the error analysis

In this appendix we show how varying some of the parameters in Table 4.3 affects the scatter and

bias in the measured value of log(Γbkg) and induce a systematic bias (Fig. 4.11−4.16). By modelling

the effects of these parameters, an expected sightline-to-sightline scatter, σexp, and bias, ǫexp, can be

calculated for each individual quasar. The former contributes to our quoted errors in log(Γbkg), and

the latter is used such that log(Γcorr
bkg ) = log(Γraw

bkg)−ǫexp. All values of log(Γbkg) quoted in Table 4.4 have

been corrected for these biases. For most of the spectra, the combined correction for all the sources

of error is ǫexp . 0.2 dex.

Figure 4.11: Distribution of the estimated values of
log(Γbkg) as a function of S/N for simulated spec-
tra with HIRES resolution. A proximity region size
of 10 Mpc is assumed. Apart from the luminosity
of the quasar and the peculiar velocities of the gas,
there are no other sources of error. The dotted line
marks the input value, while the blue dashed line
marks the mean of the simulated data set. The esti-
mated values of log(Γbkg) are well fit by a Gaussian
distribution.

Figure 4.12: Same as Fig. 4.11, but for simulated
data with MIKE velocity resolution.
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Figure 4.13: Expected distribution of errors in
log(Γbkg) for various errors in the luminosity, as-
suming a fixed S/N of 20, and HIRES resolution.

Figure 4.14: Expected distribution of errors in
log(Γbkg) for various errors in the redshift, for an
assumed S/N of 20, and HIRES resolution. The
top panels assume no redshift error. The next two
panels down represent CO and Mg II redshifts, re-
spectively, and the bottom panels represent the
errors on redshifts determined from the onset of
the Lyα forest.

Figure 4.15: Expected distribution of errors in
log(Γbkg) for various input proximity region sizes
(i.e. luminosity of the quasar), for a fixed S/N of
20, and HIRES resolution.

Figure 4.16: Expected distribution of errors in
log(Γbkg) for various quasar redshifts, for noise-
less spectra (i.e. S/N =∞), and at HIRES resolu-
tion. Even for noiseless data, the method strug-
gles at lower redshift. The distribution loses its
Gaussian symmetry, although the mode of the
distribution does maintain its position close to
the input value (see also Dall’Aglio et al., 2008).
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Investigating systematic biases in proximity-effect

measurements of the ultraviolet background

ESTIMATES of the ionizing ultraviolet background (UVB) at 2 . z . 4 from observations of the

proximity effect in quasar spectra tend to be systematically higher than the estimates from

other independent measures. This is often attributed to the biased environment in which the quasar

resides. We investigate the significance of this and other sources of systematic bias at z = 5 and 6 in or-

der to test the robustness of the results for the metagalactic hydrogen ionization rate, Γbkg, presented

in Chapter 4. We find that the impacts of large-scale overdensities and Lyman limit systems on Γbkg

are small at z > 5, and that any overestimation in Γbkg they may cause is potentially partially coun-

teracted by the underestimation in Γbkg from ignoring quasar heating effects. The proximity effect

should therefore give relatively unbiased estimates of Γbkg at z > 5, in contrast to lower redshifts, and

so differences with other independent measures are unlikely to be due to the quasar environment.

5.1 Introduction

Upon the completion of reionization, the Universe is kept ionized through the presence of an ionizing

radiation field, known as the metagalactic ultraviolet background (UVB). Historically, the intensity

of the UVB has been measured from the proximity effect seen in quasar spectra (e.g. Bajtlik et al.,

1988, hereafter BDO). This effect attributes the region of enhanced transmission observed in quasar

spectra blueward of the Lyα emission line to the dominance of the quasar’s ionizing output over that

of the UVB. Thus for a given ionizing luminosity and size of the region of enhanced transmission, the

intensity of the UVB can be estimated.

89
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An alternative method to estimate the intensity of the UVB is to measure the mean flux of the

Lyα forest and compare the result with simulations (e.g. Rauch et al., 1997). The mean flux is de-

termined by both the cosmology and the UVB, so by using independent measures of the required

cosmological parameters the intensity of the UVB can be varied in the simulation until the flux decre-

ment matches the observed value.

Before the work presented in Chapter 4, the UVB at z > 4.5 had only been determined from flux

decrements. At z < 4.5, however, estimates of the UVB from the proximity effect and flux-decrement

methods from the literature can be directly compared. These are generally discrepant at 2 < z < 4,

with the proximity-effect estimates systematically higher for most studies. Whilst the proximity effect

can be used on both individual sightlines (e.g. Williger et al., 1994; Cristiani et al., 1995; Lu et al., 1996)

and in a statistical sense across many spectra (e.g. BDO; Cooke et al., 1997; Scott et al., 2000) to help

constrain the redshift evolution of the UVB, several issues must be addressed before the UVB esti-

mates from the proximity effect can be considered robust. The proximity effect essentially measures

the direct signature of an enhanced ionization field near the quasar by noting a reduced fraction of

H I extending out across a region of a few physical Mpc. Therefore, the conversion from this physical

size to a value for the UVB will be highly sensitive to any assumptions made about the quasar and its

environment. There are three main systematic uncertainties in this conversion.

First, it is assumed that the quasar turned on a sufficiently long time ago that its proximity region

is in photoionization equilibrium with the intergalactic medium (IGM), and that it has been at its

current luminosity over a similar timescale. The unknown level of variability in quasar luminosity on

the order of 104 years (the time-scales required for a region of the highly ionized IGM to reach ion-

ization equilibrium) means that the measured proximity region size may not correspond to a region

in ionization equilibrium, and so any measurement of the UVB may be biased (Pentericci et al., 2002;

Schirber et al., 2004; Dall’Aglio et al., 2008).

The second issue is that in order to calculate an accurate size of the proximity region, an accurate

systemic redshift for the quasar is needed. Redshifts determined from broad high-ionization lines

typically underestimate the systemic redshift (e.g. Richards et al., 2002), which causes the UVB to be

overestimated (Espey, 1993). It is worth noting, however, that an accurate systemic redshift can be

determined from low-ionization lines, and so for some spectra this effect can be avoided. Also, it

should be noted that at high redshift the extent of enhanced transmitted flux will be larger than even

the largest expected error in systemic redshifts.

Finally, in the classical proximity-effect analysis by BDO, the IGM within the proximity region is

presumed to have the same density distribution as the general IGM. Quasars are hosted by massive

galaxies, however, which are expected to reside in environments with higher than average density

out to rather large distances (Granato et al., 2004; Fontanot et al., 2006; da Ângela et al., 2008). In

that case, the proximity region would be smaller than expected for a region of the same size with

an average density close to the global mean density (D’Odorico et al., 2008), and thus the UVB may

be overestimated (Loeb and Eisenstein, 1995). If quasar luminosity correlates with host halo mass,

then this environmental bias may be worst for the most luminous quasars (e.g. Pascarelle et al., 2001;

Adelberger et al., 2003; Kim and Croft, 2008). By using an independent measure of the UVB from
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flux decrements, Rollinde et al. (2005) found tentative evidence that quasars at z = 2−3 may reside

in haloes as massive as ∼ 1014M⊙, similar to the most massive halo in the Millennium Simulation.

Guimarães et al. (2007) have claimed to detect a similar effect at z ∼ 4. This is believed to be the main

reason for the discrepancies between estimates of the UVB using the proximity effect and the flux-

decrement method at redshift z ∼ 2−4 (Faucher-Giguère et al., 2008b). Other recent papers, however,

have claimed to have overcome the environmental bias of an enhanced average density in the proxim-

ity zone. Dall’Aglio et al. (2008) report that with their measurement method only 10% of their sample

at 2 . z . 4.5 showed significant excess absorption attributable to an overdense environment, and

that for the majority of the quasars in their sample the proximity-effect measurement of the UVB did

not appear to be affected by an overdense quasar environment (at least on scales > 3 Mpc).

Parcels of neutral gas in the vicinity of the quasar can also have an impact. Lyman limit systems

are absorption features that are optically thick (τ > 1) to Lyman limit photons (Tytler, 1982), and so

prevent the quasar from ionizing as large a volume of the IGM as in their absence. Consequently, if in

the line of sight to a quasar, they can truncate the extent of enhanced transmission in a spectrum and

bias any estimate of the size of the proximity region.

Another environmental effect that is often neglected is the consequence of the quasar heating the

surrounding IGM via ionization of He II . Bolton et al. (2010) found that the gas within ∼ 5 proper Mpc

of the z ≈ 6 quasar SDSS J0818+1722 was ∼ 104 K hotter than that presumed for the general IGM at

that redshift. Higher temperatures within the proximity region will lead to more transmission, and so

the UVB might then be underestimated.

In this Chapter we quantify the systematic biases associated with the environment of the quasar

with regard to their effect on the proximity-effect measurements of the UVB presented in Chapter 4.

All of these effects were investigated at z = 5 and 6 with the simulations described in Section 4.2.2,

and using the analysis method described in Section 4.3.

The remainder of this Chapter is organised as follows. In Section 5.2 we describe the bias intro-

duced by errors in the systemic redshift and ionizing luminosity. In Section 5.3 we explore the biases

due to the quasar residing in an overdense region of the IGM, and the impact of the expected cluster-

ing of other ionizing sources around it. Deviations from the assumed 1/r 2 fall-off in ionizing flux due

to Lyman limit systems are discussed in Section 5.4, as is the impact of heating of the IGM close to the

quasar in Section 5.5. Finally, we present our conclusions in Section 5.6. Throughout this Chapter we

use the cosmological parameters taken from the mean of the Wilkinson Microwave Anisotropy Probe

(WMAP) 5-yr data set (Komatsu et al., 2009), with Hubble constant H0 = 72 kms−1 Mpc−1 and density

parameters (Ωm, ΩΛ) = (0.26, 0.74).

5.2 Luminosity and redshift errors

Errors in the Lyman limit luminosity of observed quasars are due to uncertainty in the power-law

slope of the continuum blueward of the Lyα emission line, and uncertainty in the continuum flux.

Within our simulated spectra the true quasar luminosity was constant, however we varied the lumi-

nosity associated with each sightline in accordance with the typical observed errors. Similarly, the
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true systemic redshift of the simulated quasars was equal to the redshift of the simulation snapshot.

To imitate errors in the redshift we either masked the pixels just blueward of the quasar, or appended

pixels with F = 1 (before addition of noise) redward of the quasar.

Investigation with both the real and simulated spectra showed that the measured error on the UVB

is dominated by errors in the redshift and the effective optical depth of the forest, and not by errors in

the quasar luminosity. Even random errors in luminosity of up to 40% had only a comparable effect

to small errors (σz ∼ 0.01) in redshift (see Figs. 4.13 and 4.14). Of course, if the variability in quasar

luminosity is not simply random scatter, but is instead systematic (for example, if the quasars are only

observed in their brightest stages) then there will be a systematic bias as well as an additional random

error. The method ultimately is sensitive to the gradient of the fall-off in the mean transmitted flux

throughout the spectrum, and so will give the same estimate for Req regardless of the quasar lumi-

nosity. Therefore, if all the quasars are radiating at a systematically brighter luminosity than the one

that established their proximity region, then the values of Γbkg will have been overestimated by the

same amount, since they are linearly related (Equation 4.9).

Several quasars in Chapter 4 have very accurate systemic redshifts from either CO or Mg II emission

lines (Carilli et al., 2010), and the high-resolution spectra themselves allow for a reasonably accurate

determination of the onset of the Lyα forest. Consequently almost all the redshift errors are esti-

mated to be ≤ 0.01. This corresponds to a line of sight size much smaller than the proximity region

(∼ 10 Mpc). We therefore believe that these two possible sources of error have been suitably dealt

with.

5.3 Effect of quasars lying in overdensities

One of the more contentious assumptions used in proximity region measurements is that the envi-

ronment of the quasar within the proximity region is similar to that of the general IGM. The quasar

should lie in an overdense environment, and therefore could struggle to ionize as large a volume as

it would in the general IGM, thus reducing the apparent size of the proximity region. As already dis-

cussed, there have recently been a number of studies suggesting that proximity-effect measurements

may indeed suffer from a substantial bias due to this effect (Rollinde et al., 2005; Guimarães et al.,

2007; Faucher-Giguère et al., 2008b).

We have attempted to estimate how such a bias may affect our Chapter 4 measurements, which

are at significantly higher redshift than previous studies. As a first attempt we examined the effect of

placing the quasars at the centres of massive dark matter haloes in our fiducial simulation, as well as

in simulations with different box sizes and mass resolutions.

We chose sightlines through the largest (by total mass) 500 haloes in Models B-F in three perpen-

dicular directions through the box. Due to the low resolution and small box size of Model A, only 100

haloes could be identified at z = 6 and 250 at z = 5. For each halo the sightline was adjusted so that

it began at the centre of a massive halo. Since the simulation box is cyclic the sightlines needed to be

split in half so the sightline only passed through the overdensity once, and consequently for each halo

six sightlines could be drawn (i.e. leaving the halo from both sides in three perpendicular directions).
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Figure 5.1: Top row: The ratio of the estimated Γbkg (corrected for systematic shifts due to noise) to the input
Γbkg for sightlines starting in the 500 most massive haloes in the fiducial simulation, Model C. The proximity re-
gion in each spectra is 10 proper Mpc. On the left results are shown for z = 6 and on the right for z = 5. The black
dashed line is for zero bias, whilst the red line marks the true average value estimated. For these haloes there
is a systematic overestimation of . 0.1 dex, but apparently no dependence on halo mass. Middle row: Same
as above, but for Models B (black) and E (blue). Model B has been resampled to the same pixel size as Model
E. Bottom row: Same as above but for Models A (black), D (blue) and F (green). Due to the low resolution and
small box size in Model A only 100 haloes could be identified at z = 6 and 250 haloes at z = 5. Models A and
D have been resampled to the same pixel size as Model F. Lowering the mass resolution introduces a system-
atic overestimation in log(Γbkg). This is due to the fact that the voids are under-resolved and so the proximity
regions appear systematically smaller. The larger pixel sizes used in the lower mass resolution simulations also
smooth the transmitted flux, so the proximity region is again underestimated (see Section 4.3.3). This effect is the
stronger of the two. With these offsets taken into account, there is still no significant increase in Γbkg with halo

mass, even in the bottom panel, which includes an 80h−1 comoving Mpc box with haloes of mass > 1012M⊙.
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Figure 5.2: Mean density and peculiar velocity profiles around the most massive haloes in our simulation boxes.
Top left: The solid line is the average density field in the sightlines that start in haloes of masses greater than
1012M⊙ in Model F at z = 6, plotted in proper Mpc. The dotted lines mark the ±1σ deviations, and the mean
density in the simulation is marked with the horizontal dashed line. Any significant overdensity is restricted to a
region of ∼ 1 Mpc in these haloes, and the overdense region will be even smaller for lower mass haloes. Top right:
The solid line is the average peculiar velocity field in the same sightlines in Model F at z = 6, plotted in proper
Mpc. The dotted lines mark the ±1σ deviations, and vpec = 0 kms−1 is marked with the horizontal dashed
line. The gravitational attraction of the overdensity means that the gas is infalling with a velocity of ∼ 200 kms−1,
which will make the proximity region appear smaller. The infall velocity will be less for lower mass haloes. Bottom
left: The same as in the top left panel but for haloes with mass greater than 1013M⊙ at z = 3. These are essentially
the same haloes as those at z = 6, but have become more massive through hierarchical growth. The overdense
region is larger, extending out to ∼ 3 Mpc, with evidence for smaller haloes clustered nearby (the small peak at
∼ 5 Mpc). If the UVB is higher at this redshift then proximity region sizes will decrease, and may be comparable
to the extent of the overdensity. In that case measurements of the size of the proximity region could depend
strongly on the mass of the quasar host halo. Bottom right: The same as in the top right panel but for haloes with
mass greater than 1013M⊙ at z = 3. Due to the greater masses, the infall velocity is higher than at z = 6.



5.3 Effect of quasars lying in overdensities 95

Figure 5.3: Same as Fig. 5.1, but the proximity region in each spectra is 5 proper Mpc. There is little change at
z = 6 (left) where there is still a systematic overestimation of . 0.1 dex, but apparently no dependence on halo
mass. However, at z = 5 (right), the systematic overestimation seems to show a weak dependence on halo mass,
which is particularly pronounced in the bottom panel. This is because the extent of the overdensity is closer in
size to that of the proximity region, and so the estimates of Γbkg become increasingly biased.

The halo sightlines were then spliced with random sightlines so that the total length of each spectrum

was 40h−1 comoving Mpc. The proximity region size was chosen to be 10 proper Mpc, as in previous

tests with the simulations. The results for the haloes in the fiducial simulation, Model C, are shown in

the top panel of Fig. 5.1. There is no significant change as the mass increases, with a Gaussian spread

in log(Γbkg) in each bin of similar width to that from the random sightlines (Fig. 4.6).

The box size for Model C is, however, only 20h−1 comoving Mpc, which limits the maximum

halo mass to just over 4× 1011M⊙. Luminous quasars are believed to reside in more massive host

hales. The best observational constraints are inferred from the clustering analysis of quasars com-

bined with predictions from ΛCDM simulations and suggest host halo masses in the range 1012 −

1013M⊙ (e.g. Bonoli et al., 2009). It is important to note here that the very luminous quasars often
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used for proximity-effect measurements are more luminous than those available for clustering anal-

ysis. It is thus perhaps not surprising that the proximity-effect studies by Rollinde et al. (2005) and

Guimarães et al. (2007) suggest that, at z ∼ 2.5−4, the host haloes of these very luminous quasars are

even more massive. Fortunately, at the redshifts we consider here haloes more massive than 1013M⊙

are not yet expected to have formed in large enough numbers to be credible candidates to host even

the most luminous observed quasars (Springel et al., 2005; Sijacki et al., 2009). In order to probe over-

densities around haloes in this mass range, larger boxes are needed than we have considered so far.

Thus, simulations with 40h−1 and 80h−1 comoving Mpc box size were also investigated, and com-

pared with 20h−1 Mpc boxes with equal mass resolution. Model B was compared to Model E (see

middle panel in Fig. 5.1), and Model A to Models D and F (bottom panel). Sightlines through Models

A, B and D were resampled so that the pixel size (and mean forest flux) was the same as in the largest

simulation to which they were being compared. The highest mass bin in Model F (> 1012M⊙) still

shows no more significant bias (in comparison to less massive haloes in Models A and D), seeming to

confirm the results from Model C that, at least at z = 5−6, the mass dependence of the bias is rather

weak.

The largest halo mass in the z = 6 simulation was 1012.2M⊙, which may still be nearly an order of

magnitude less massive than the haloes in which luminous quasars reside. To get a rough estimate

of the effect of more massive haloes we have taken the density profile of haloes with M > 1013M⊙ at

z = 3 in our simulation (the bottom panel in Fig. 5.2) and used this to modify the optical depths of

spectra created from random sightlines in the z = 6 simulation. We modified the optical depths by

applying the relation τ∝∆
2(γ−1), where γ is from the temperature-density relation, T (∆) ∝∆

γ−1, and

is taken to be 1.3. The extra systematic bias from such a massive halo is shown in Table 4.3. The effect

is small at z = 6, and even though it is more important at z = 5, it is still not the dominant source of

bias or main contributor to the error budget. Obviously this is just an approximation of how a halo

this massive would affect the results, as the density profile was applied to the spectra artificially and

will not be self-consistent with the other simulation outputs along the line of sight. However, since

the effect is relatively minor we would not expect it to be a dominant source of error even if it were

modelled self-consistently using a halo found in a much larger simulation box. Since the quasars at

z = 6 will probably lie in haloes with M < 1013M⊙ our estimate should be an upper limit on the effect

of overdensities, and thus we conclude that at z = 5−6 the expected overdensity around our quasars

is not critically important.

The most likely explanation for the lack of dependence of the bias of the UVB estimate on the mass

of the host halo is that the proximity region is large in comparison to the size of the overdensity. This

is demonstrated in the right-hand panels of Fig. 5.2 where the overdensity profile is shown at z = 6

and z = 3 for the largest haloes in Model F (M > 1012M⊙ and M > 1013M⊙ respectively). The gas will

tend to be infalling (see left-hand panels of Fig. 5.2), and the corresponding peculiar velocities will

further decrease the apparent size of the proximity region in velocity space (Faucher-Giguère et al.,

2008b). In our simulated spectra the proximity regions were 10 proper Mpc, which is nearly an order

of magnitude larger than the overdensity expected in the largest haloes at z = 6. The properties of the

IGM within the proximity region should therefore not be strongly biased due to the overdensity. To
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test this we reran the tests using less luminous quasars with a proximity region size of 5 proper Mpc,

hosted in the same haloes. The results are shown in Fig. 5.3. As expected, as the proximity region size

approaches the extent of the overdensity, the systematic bias becomes increasingly sensitive to the

mass of the halo. This will be an important factor at lower redshifts, where not only has hierarchical

growth increased the magnitude of the overdensity, but the UVB is also higher, making the proxim-

ity region smaller for a given quasar luminosity. Consequently, there may be strong systematic bias

with halo mass at z . 3, as suggested by various studies (Rollinde et al., 2005; Faucher-Giguère et al.,

2008b).

As a final point, we note that a very similar test was recently carried out by Partl et al. (2011). They

used hydrodynamical simulations with outputs at z = 3, 4, and 4.8 and measured the strength of the

proximity effect from a quasar with logLν0 = 31 (i.e. less luminous than those tested here) placed in

the 20 largest haloes in their simulations to quantify any influence of the environmental density field.

They find that the average density within the proximity region is more important than the halo mass.

Given that higher mass haloes will have a higher average density out to a particular radius, but that

the difference in average density between different halo masses will be small when measured out to

large radii, then this is broadly in agreement with our findings. They also find that the scatter in Γbkg

increases with decreasing redshift, which is again consistent with our results (see Fig. 5.1).

5.3.1 Clustering of LBGs around quasars

Some clustering of galaxies and faint active galactic nuclei (AGN) is expected around luminous quasars

(e.g. Utsumi et al., 2010). The intensity of the UVB in the vicinity of luminous quasars could therefore

be enhanced due to other nearby sources. Our knowledge about the clustering of faint AGN and galax-

ies around bright high-redshift quasars is rather sparse. We can nevertheless use the magnitudes and

positions of the Lyman break galaxies (LBGs) found by Utsumi et al. (2010) for a rough estimate. In a

field containing a quasar at z = 6.43 they found 7 LBGs at z > 6.4, based on their colours. Let us then

calculate Lν0 for each LBG from their zR band magnitude, assuming they radiate isotropically, are

all at the same redshift as the quasar, and have a ratio of far-UV to extreme-UV flux, f1500/ f900 = 22

(Shapley et al., 2006), as measured for z ∼ 3 LBGs. With projected distances of 2− 5 Mpc the LBGs

would all lie within the typical proximity zones of our sample if they were indeed at the same redshift.

Even if the LBGs would have a Lyman continuum as blue as we assume for the quasars (i.e. α= 1.61)

they would increase the size of the proximity region by as little as ∼ 0.1 Mpc, and the UVB would

typically be underestimated by 0.01 dex (3%). There could obviously be a substantial contribution

from more numerous fainter objects below the detection limit. The faint end slope of the luminosity

function of LBGs at z ∼ 6.4 is not well constrained, but if we assume a slope of −1.73 (Bouwens et al.,

2011b) down to zero luminosity in the volume of the proximity region the UVB is still only underesti-

mated by 0.04 dex (11%). This is, however, likely to be an upper limit, as in reality the 7 LBGs do not

have precise redshifts and may not be within the proximity region of the quasar. This should outweigh

the possibility that the galaxies may have a larger value of f1500/ f900 than we have assumed here. We

therefore conclude that the effect of nearby LBGs could be noticeable but appears likely to be small.
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Figure 5.4: Demonstration of the impact of Lyman limit systems. Top panel: A standard simulated spectrum
at z = 6 with Req = 10 proper Mpc and S/N = 20. The thick black dashed line marks this input Req whilst the
dotted red line shows the one estimated by our method. The error bars correspond to the statistical error in the
estimated Req, roughly 15%. The thin black dashed line is the expected drop in normalised flux for the input Req.
The method has, within error, recovered the input Req. Middle panel: The same spectrum as above, but with a
Lyman limit system with corresponding Lyα absorption at the location of the blue arrow. The region of enhanced
transmitted flux is slightly truncated, and so the estimated Req is slightly smaller than in the case of no Lyman
limit system, corresponding to a higher estimated value of Γbkg. This is a well-known bias in proximity-effect
measurements. Bottom panel: The same spectrum as in the top panel, but with the Lyman limit system much
closer to the quasar, causing substantial shortening of the apparent size of the proximity region. There is again
an associated decrease in the estimated Req, and thus a higher estimated Γbkg. However, the estimated values of
Req are substantially more robust than would be expected from the extreme shortening of the apparent extent
of the enhanced transmitted flux.

5.4 Effect of Lyman limit systems

Lyman limit systems (LLSs) are regions of neutral gas that are optically thick (τ > 1) to Lyman limit

photons (λrest = 912 Å), having a neutral hydrogen column density of NHI > 1.6× 1017 atom cm−2.

These are important for setting the intensity of the UVB, as their abundance limits the mean free

path of ionizing photons (e.g. Storrie-Lombardi et al., 1994; Miralda-Escudé, 2003; Péroux et al., 2003;

Furlanetto and Mesinger, 2009). If a LLS lies along the line of sight to a quasar it can truncate the

extent of enhanced transmission in the spectrum. Fig. 5.4 demonstrates the case where a LLS has

shortened the apparent proximity region. As the shortening becomes more severe, our method un-

derestimates the true proximity region size [and thus overestimates the value of log(Γbkg)] because

the LLS modifies the assumed 1/r 2 fall-off from the quasar.

Studies counting the number of LLSs in spectra struggle at high redshift as, due to the ever increas-

ing blackness of the forest, features with τ> 1 are difficult to detect. Consequently, there are very few
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z = 5 z = 6

Redshift range N0 N3.5 γ nlls ǫ (ind) ǫ (bin) nlls ǫ (ind) ǫ (bin)

SL94 0.40 < z < 4.69 0.27+0.20
−0.13 – 1.55±0.45 0.2169 0.15 0.09 0.3459 0.17 0.08

P03 2.40 < z < 4.93 0.07+0.13
−0.04 – 2.45+0.75

−0.65 0.2810 0.20 0.12 0.5146 0.26 0.11

SC10
0 < z < 6 0.15a 2.80±0.33 1.94+0.36

−0.32
0.2441 0.17 0.10 0.4134 0.22 0.09

SC10 1σ 0.3022 0.21 0.12 0.5409 0.27 0.12

Table 5.1: Summary of the parameters of the different power laws used to investigate the effect of LLSs on both individual and grouped spectra. The number of
expected LLSs in a random sightline through Model C is calculated using Equation 5.1 with zmax equal to the simulation redshift and zmax − zmin corresponds to
20h−1 comoving Mpc. SC10 parametrise their power law with N0 evaluated at z = 3.5 such that instead of N (z) = N0(1+ z)γ they have N (z) = N3.5[(1+ z)/4.5]γ. The
shifts, ǫ, quoted are the average overestimation in log(Γbkg) due to the presence of LLSs. For the individual spectra, those at z = 6 have HIRES resolution, and those at
z = 5 have MIKE resolution. For the grouped spectra the shifts correspond to the z ∼ 5 and z ∼ 6 redshift bins, as described in Section 4.4.1. The final row represents
the results based upon a power law consistent with the 1 σ upper limit of the SC10 parameters.
a Derived from their N3.5 and γ values.
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studies that provide measured LLS frequency at the redshifts covered in Chapter 4. LLSs can lead to

dramatic shortening of the region of enhanced transmission (see Fig. 5.4) and so, if abundant at high

redshift, they could be a substantial source of systematic errors.

We inserted LLSs into our simulations following the method presented in Bolton and Haehnelt

(2007b). A density threshold, ρthresh, was chosen such that the average number of regions in a spec-

trum with ρ ≥ ρthresh was the same as a chosen number of LLSs expected per sightline. The neu-

tral fraction within those regions was then set to unity (i.e. they became self-shielded). As such,

they absorb all the ionizing flux of the quasar; so further out in the spectrum the transmission in

the forest is from the UVB alone. The expected number of LLSs in a particular sightline, nlls, was

calculated from the power laws presented by Storrie-Lombardi et al. (1994), Péroux et al. (2003) and

Songaila and Cowie (2010) (hereafter SL94, P03 and SC10, respectively), where N (z) ≡ d N /d z = N0(1+

z)γ. SL94 used quasars covering the range 0.40 < z < 4.69, and suggest that, for a sightline covering

the redshift range zmax to zmin,

nlls =

∫zmax

zmin

N0(1+ z)γ , (5.1)

where N0 = 0.27 and γ = 1.55. For a particular random sightline in Model C, zmax was taken to be

the redshift of the simulation and zmax − zmin corresponds to the simulation box size. This meant

that nlls = 0.2169 and 0.3459 at redshifts z = 5 and 6, respectively. From this (using only the random

sightlines) the threshold densities were derived as log(∆thresh) = 1.6310 and 1.4080 (where ∆thresh ≡

ρthresh/
〈

ρ
〉

). Regions above these densities were then presumed to be self-shielded. Similar calcula-

tions were also done for the power laws of P03 and SC10, and a worst-case scenario was investigated

using the 1σ upper limits of SC10. The expected overestimations in log(Γbkg) for each of these power

laws are presented in Table 5.1 for both individual spectra and grouped spectra. Consequently, as-

suming the predictions of SC10 to be the most reliable, as this is the only study probing the redshift

range we are interested in, the effect would be to shift the results of the individual quasars down by

0.17 (0.22) dex at z = 5 (6), or 0.21 (0.27) dex in the 1σ limiting case.

SC10 is the only study into the actual spatial frequency of LLSs at z = 6. In both SL94 and P03

they found that towards higher redshifts, N (z) starts to evolve rapidly, and so extrapolations become

much more uncertain. Prochaska et al. (2010) note that both of those papers are subject to biases that

may not have been adequately compensated for, and so they may have overestimated N (z) by up to a

factor of 3. Clearly if nlls is a factor of 3 smaller then the effect on Γbkg would be greatly reduced. SC10

themselves also warn against extrapolating to z > 6 due to the potential rapid change in the mean

free path of ionizing photons if reionization is being probed. Taking all these factors into account,

and treating SC10 as the most reliable power law, we cautiously estimate using their 1σ upper limits

on nlls, that the binned data points in Fig. 4.10 are possibly overestimated by ≤ 0.12 dex.

Judging by visual inspection, none of our observed spectra appears to be influenced by LLSs to

the degree presented in the bottom panel of Fig. 5.4. It is, however, difficult to determine if any of

the sightlines contained LLSs far from the quasar redshift, as in the middle panel of Fig. 5.4. SDSS

J1148+5251 has a very short region of enhanced transmitted flux (Fig. 4.9) and is a possible candidate

for being affected by a LLS.
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Figure 5.5: Demonstration of a thermal proximity effect within the classical proximity effect. Top panel: The IGM
temperature for a 40h−1 sightline in Model C. The black line is the underlying temperature field, whilst the red
line shows our toy model where the temperature within the 5 proper Mpc closest to the quasar has been raised
by 104 K, similar to what is expected if He II in that region had been ionized. Bottom panel: The resulting spectra
for both a classical proximity effect that ignores heating (black line), and one that includes the heating in our toy
model (red line). The transmission within the closest 5 Mpc is higher for our toy model, so the derived proximity
size will be greater, and thus Γbkg will be underestimated.

5.5 Thermal proximity effects

We have implicitly assumed that the temperature of the quasar proximity region is comparable to that

of the general IGM. This may be not true, particularly prior to He II reionization when the ionization

of He II by the quasar may heat the local IGM (e.g Bolton et al., 2010). This temperature gradient will

cause higher mean flux in the proximity region, and so the proximity region size will be overestimated

and the UVB underestimated (i.e. opposite to all the other environmental biases). We constructed

a toy model in the simulations with the change in temperature as a step function, such that the gas

within 5 proper Mpc of the quasar was 104 K hotter than that in the general IGM (see Fig. 5.5). This

is similar to the result of Bolton et al. (2010), assuming general IGM temperatures at z = 5− 6 of ∼

104 K (Becker et al., 2011a). In individual sightlines this caused log(Γbkg) to be underestimated by

0.10 (0.11) dex at z = 5 (6), and in the binned data by 0.14 (0.21). Consequently, we find that the hotter

temperatures of gas close to the quasar could cause an underestimation in log(Γbkg) comparable to

the overestimations from other environmental effects at the redshifts of our study.

5.6 Conclusions

In Chapter 4 we presented the intensity of the UVB at z ∼ 5−6 as measured from the proximity effect

in quasar spectra. Here, we have investigated the sensitivity of these results to sources of systematic

bias from the environment of quasars.
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Errors in the systemic redshift are of greater importance than errors in the ionizing luminosity

caused by an unknown UV continuum power-law slope. An error in the assumed luminosity of the

quasar of up to 40 per cent would still have a smaller effect than the typical redshift errors. Also,

proximity regions are of order ∼ 10 Mpc at z & 5, which is larger than the shift from even substantial

errors in the systemic redshift.

Systematic uncertainties caused by the overdensity of matter close to the quasar were found to

be smaller at z > 5 than at lower redshifts. The effect of the quasars lying in large-scale overden-

sities was found to be small for host halo masses of M ≤ 1012.2M⊙, the most massive haloes in our

largest (80h−1 comoving Mpc) simulation. Even in a toy model emulating the density distribution

surrounding a 1013M⊙ halo at z = 6 (and therefore as massive as the most massive haloes in the Mil-

lennium Simulation at this redshift), large-scale overdensities do not dominate the error budget. This

is due to the proximity regions (as defined in Chapter 4) being substantially larger than the scale of

the overdensities. It is however noted that at lower redshifts, where the UVB intensity and the mean

flux level are higher, proximity regions may well be of similar size to the local overdensity. This effect

is therefore likely to be important at z ∼ 2−3, where discrepancies between measurements from flux

decrements and the proximity effect have been noted (Rollinde et al., 2005; Guimarães et al., 2007).

Clustering of ionizing sources such as low-luminosity galaxies around quasars, as expected if the

quasars reside in massive dark matter haloes, was also investigated. For realistic assumptions about

the number and brightness of such sources, the quasar still dominates the ionizing photon budget

within the proximity region. Consequently, the effect on our estimates of Γbkg from such galaxies is

likely to be small.

We also tested the effect of LLSs. Using the recent measurements of the frequency of LLSs at high

redshift from SC10, we found that LLSs also only have a small effect on our analysis, potentially caus-

ing us to overestimate Γbkg in our combined samples at z ∼ 5 and 6 by roughly 0.1 dex.

Our measurements further assume that the gas temperature within the proximity region is similar

to that in the general IGM. If present, a thermal proximity effect could have a sizeable impact on

our estimates of the UVB intensity. For example, if the gas in the ∼ 5 proper Mpc of the proximity

region closest to the quasar were on average 104 K hotter than the general IGM, then the UVB will be

underestimated by 0.14 (0.21) dex at z = 5 (6). This is comparable in magnitude to the biases from

other environmental factors, although opposite in sign.

Overall we find that the environmental biases that plague proximity-effect measurements of Γbkg

at lower redshift only produce small biases at z & 5. Consequently, our high-redshift estimates of

Γbkg from the proximity effect presented in Chapter 4 are likely to be robust. Differences between

our estimates and those from flux decrements are therefore unlikely to be due to the quasar environ-

ment, and can instead be linked to assumptions used in the conversion of a flux decrement into a

photoionization rate, such as the IGM temperature at the mean density.
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6
Measurements of the IGM temperature at

3.8 < z < 5.8

THE temperature of the intergalactic medium (IGM) provides a unique insight into the process

behind the reionization of the Universe. Here we present the first measurements of the IGM

temperature near the mean density, T0, for z > 5 from high-resolution spectra of the Lyα forest. The

small-scale structure of the forest is quantified using two independent statistics; the curvature, which

has been successfully applied at z < 5, and the “peakiness”, which we have developed for analysing

the z > 5 forest. Both indicate a possible increase in T0 between z ∼ 5 and 6; however, the ampli-

tude of this increase is sensitive to the smoothness of the underlying gas density distribution, which

in turn depends on the thermal history spanning hydrogen reionization. Earlier or more extended

reionization histories produce smoother gas distributions at z ∼ 5− 6, which can mimic the effects

of higher instantaneous temperatures in the Lyα forest. If there is a sufficiently early period of reion-

ization, then correcting for this effect can give temperatures that actually decrease from z ∼ 5 to 6.

The temperatures as derived by the curvature, after correction, are consistent with a wide range of

possible thermal histories. This emphasises the need for independent measures of the smoothness

of the gas density distribution at high redshift. On the other hand, the temperatures measured us-

ing the peakiness at z ∼ 4− 5, even with minimal corrections, are consistent with those expected if

H I reionization was carried out by sources with soft spectra, such as Pop II stars. Large temperature

corrections would lower these temperatures, requiring the spectra of the ionizing sources to be im-

plausibly soft. As such, small corrections are preferred. Since reionization is likely to be extended, this

suggests a late reionization scenario. When corrected for such a scenario, the temperatures at z > 5

drop by a factor of ∼ 2 from z = 5.6 to z = 4.8, suggesting we may be witnessing the adiabatic cool-
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ing expected after the end of hydrogen reionization. Assuming this temperature evolution continues

to higher redshift, reasonable peak temperatures expected at the end of reionization are reached at

z ∼ 6−7. This implies the end of reionization may have occurred in this redshift range.

a

6.1 Introduction

Cosmic reionization was the last major phase change in the Universe’s history. Transmission in the

Gunn-Peterson troughs (Gunn and Peterson, 1965) of quasar spectra indicate that hydrogen was reion-

ized at z > 6 (Fan et al., 2006c), and that helium is fully ionized at z . 3 (Kriss et al., 2001; Worseck et al.,

2011). Photoionization heats the gas in the intergalactic medium (IGM), and so the thermal history

of the IGM provides important constraints on the duration of reionization, as well as the ionizing

sources (Miralda-Escudé and Rees, 1994; Gnedin, 2000; Hui and Haiman, 2003; Tittley and Meiksin,

2007).

Prior to hydrogen reionization, the temperature of the IGM was determined by adiabatic cooling

(T ∝ (1+z)2) due to cosmic expansion, likely reaching ∼ 30 K before the first structures formed. How-

ever, ionizing photons from the first stars and galaxies, responsible for the reionization of hydrogen,

photoheated the IGM to a peak temperature of ∼ 1.5−3×104 K, as constrained by both theoretical

motivations and simulations of the formation of cosmic structure (Miralda-Escudé and Rees, 1994;

Hui and Gnedin, 1997; Hui and Haiman, 2003; Furlanetto and Oh, 2009; Benson and Bower, 2010). A

similar maximum temperature is expected during He II reionization by quasars (Abel and Haehnelt,

1999; Gleser et al., 2005; Furlanetto and Oh, 2008b; Bolton et al., 2009; McQuinn et al., 2009). These

peak temperatures occur as the ionized fraction approaches unity (e.g. McQuinn et al., 2009), and

once reionization has finished the IGM cools adiabatically once more.

Since H I and He II reionization occur at distinct redshifts, each should be responsible for a recog-

nisable peak in the IGM thermal history, corresponding roughly to its conclusion. The temperature

of the IGM affects many of the observable properties of the Lyα forest, such as the width of indi-

vidual absorption features, the power spectrum of the transmitted flux, the flux probability distribu-

tion function, and the effective optical depth (Hui and Gnedin, 1997; Haehnelt and Steinmetz, 1998;

Dijkstra et al., 2004; Paschos et al., 2007; Bolton and Haehnelt, 2007b; Cen et al., 2009). The lower red-

shift of He II reionization means there are a large number of quasar sightlines that illuminate the IGM

in the redshift range of interest. There have been several studies carried out on the z ∼ 2−4 Lyα forest

to detect this thermal evolution (Ricotti et al., 2000; Schaye et al., 2000; Theuns and Zaroubi, 2000;

McDonald et al., 2001; Zaldarriaga et al., 2001; Theuns et al., 2002a,b; Zaldarriaga, 2002; Lidz et al.,

2006a; Viel et al., 2009; Lidz et al., 2010; Becker et al., 2011a), although with somewhat mixed success.

Attempts to carry out similar measurements at z > 6 to detect the peak associated with hydro-

gen reionization are hampered by both a steep drop in the number density of bright quasars at

high redshift (e.g. Hopkins et al., 2007), and the decreasing transmission of the Lyα forest (Songaila,

2004). Consequently, other probes have been used. After the temperature boost that accompa-

nies reionization, the IGM initially cools adiabatically (∝ (1+ z)2), before reaching equilibrium with
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sources of photoheating and cooling at a slower rate (∝ (1 + z)0.53). This well-defined late-time

asymptote is essentially independent of the details of reionization and only dependent on the spectra

of the ionizing sources (Miralda-Escudé and Rees, 1994; Hui and Gnedin, 1997; Theuns et al., 2002a;

Hui and Haiman, 2003). Thus by measuring the temperature at redshifts approaching that of hydro-

gen reionization, one can learn about the sources responsible. If the measured temperature is higher

than the asymptote for a reasonable ionizing spectrum, this can be used to place some upper lim-

its on when it happened (Hui and Haiman, 2003). Indeed, in lieu of direct temperature measure-

ments, the Lyα forest at z ∼ 4−5 may provide the best restrictions on the ionizing sources that caused

H I reionization, as there are a sufficient number of quasar sightlines for statistically significant con-

straints, as well as relatively high transmitted flux, and little contamination from He II reionization

(Cen et al., 2009).

The main obstacle that hinders direct temperature measurements from the Lyα forest at z & 5 is

the decreasing transmission. The near-zones of quasars, however, have enhanced transmission com-

pared to the forest. This allows the widths of individual absorbers to be measured, as can be done in

the forest at lower redshift, and so in principle enables a temperature measurement, even at z & 6 for

which the forest is saturated (Bolton and Haehnelt, 2007b). Bolton et al. (2010) used this technique to

measure the IGM temperature at mean density, T0, within 33 comoving Mpc of a z ∼ 6 quasar to be

T0 = 23600±5000
6900 K. This rather high temperature includes a boost due to local He II reionization and

is suggestive of a relatively recent period of reionization. Since it is from just a single quasar, how-

ever, it is hard to draw conclusions about the global reionization history. Future measurements from

the near-zones of other bright high-redshift quasars may be the best way of determining the thermal

state of the IGM at z & 6.

For the regime z ≤ 5, Becker et al. (2011a) present some of the most robust IGM temperature mea-

surements to date. They use a statistic called the curvature, which is well suited to quantifying the

small-scale structure of the Lyα forest. Importantly, they only measure the temperature at a well-

chosen overdensity, rather than trying to constrain the entire temperature-density (T −∆) relation.

Assuming a T −∆ relation of the form T (∆) = T0∆
γ−1, where T0 is the temperature at the mean den-

sity and ∆ = ρ/
〈

ρ
〉

(Hui and Gnedin, 1997), they can convert their temperatures into T0 for an as-

sumed γ. They find that T0 increases from ∼ 8000 K at z = 4.4 (assuming γ ∼ 1.5) to ∼ 15000 K at

z = 2.8 (assuming γ= 1.3, which is appropriate for the end of He II reionization; McQuinn et al., 2009),

followed by cooling if γ returns to the asymptotic value of ∼ 1.5. This thermal evolution is consis-

tent with theoretical predictions of the peak in T0 expected due to He II reionization, and suggests

that the process was rather extended. It should be noted that during reionization γ could be < 1.3,

and the T −∆ relation may not even be monotonic if the contributions of high-energy blazars are

significant (Broderick et al., 2011; Chang et al., 2011; Puchwein et al., 2011). There is some observa-

tional evidence for an inverted T −∆ relation at these redshifts (Becker et al., 2007; Bolton et al., 2008;

Viel et al., 2009), so the peak T0 during He II reionization may be substantially higher.

In this Chapter, we extend the use of the curvature statistic to higher redshift to look for simi-

lar thermal evolution due to H I reionization. We also introduce an independent statistic called the

peakiness. This is less precise than the curvature as it can only take information from rare features in



106 Chapter 6. The temperature of the IGM at high redshift

the forest, but it does not require a continuum normalised spectrum, sidestepping one of the most

challenging issues posed by the z > 5 Lyα forest.

The rest of this Chapter is organised as follows. In Section 6.2 we describe the observational

data and the hydrodynamical simulations used. In Section 6.3 we outline the curvature and peak-

iness statistics, as well as their sensitivity to the underlying density field and Jeans smoothing. We

present our results using both statistics and discuss the implications for hydrogen reionization in

Section 6.4. Finally, we give our conclusions in Section 6.5. Throughout this paper we use the cosmo-

logical parameters taken from the mean of the Wilkinson Microwave Anisotropy Probe (WMAP) 5-yr

data set (Komatsu et al., 2009), with Hubble constant H0 = 72 kms−1 Mpc−1 and density parameters

(Ωm,ΩΛ) = (0.26,0.74).

6.2 Data and models

6.2.1 Observed spectra

The data consists of 23 high-resolution quasar spectra, taken with either the Keck or Magellan tele-

scopes. Almost all of those at z > 5 were observed with the High Resolution Echelle Spectrograph

(HIRES; Vogt et al., 1994) on the 10-m Keck I telescope. The spectra were reduced using a custom

set of IDL routines and optimal sky-subtraction techniques (Kelson, 2003), as detailed in Becker et al.

(2006, 2007). The observations were made with the 0.86-arcsec slit with R = 40000, so the full width

at half-maximum (FWHM) velocity resolution is 6.7 kms−1. The pixel resolution is 2.1 kms−1.

Most of the spectra at z < 5 were observed with the Magellan Inamori Kyocera Echelle spectro-

graph (MIKE; Bernstein et al., 2003) on the 6.5-m Magellan-II Clay telescope, and reduced with a

similar custom pipeline. A 1-arcsec slit was used with R = 22000 in the red, so the FWHM velocity

resolution is 13.6 kms−1. The pixel resolution for this instrument is 5.0 kms−1. The list of targets is

given in Table 6.1.

The spectra were all normalised using the procedure described in Bolton et al. (2010). The spec-

trum is first divided through by a power law fν ∝ ν−0.5, normalised at 1280(1+z) Å, and the Lyα emis-

sion line is then fitted with a slowly varying spline. It is very difficult to fit the continuum over the

forest at z > 5 due to the low flux levels, and so the sensitivity to continuum placement is discussed

in Section 6.3.4. The 5000 kms−1 bluewards of the Lyα transition and the 2000 kms−1 redwards of

the Lyβ transition were excluded from the analysis, with the intervening Lyα forest divided up into

consecutive sections 10h−1 comoving Mpc long. Out of these short sections, only those with S/N > 5

were used.

6.2.2 Simulated spectra

A total of 17 cosmological hydrodynamical simulations were used for this work, and they are sum-

marised in Table 6.2. The majority of them are the same as those described in Becker et al. (2011a)

and were performed using a customised version of the parallel Tree-SPH code GADGET-3, an updated
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Name zq Inst. Dates texp (hrs) Ref. S/N
SDSS J1148+5251 6.42 HIRES Jan 2005 - Feb 2005 14.2a 1 10.1
SDSS J1030+0524 6.31 HIRES Feb 2005 10.0 1 6.5
SDSS J1623+3112 6.25 HIRES Jun 2005 12.5 1 5.7
SDSS J1048+4637 6.23 HIRES Feb 2006 5.0 5 5.8
SDSS J0818+1722 6.02 HIRES Feb 2006 8.3 2 8.4
SDSS J1306+0356 6.02 MIKE Feb 2007 6.7 4 6.9
SDSS J0002+2550 5.82 HIRES Jan 2005 - Jul 2008 14.2 1,4 9.3
SDSS J0836+0054 5.81 HIRES Jan 2005 12.5a 1 10.0
SDSS J1044-0125 5.80 MIKE Feb 2007 - Mar 2008 7.5 5 8.6
SDSS J0231-0728 5.41 HIRES Jan 2005 - Feb 2005 10.0 1 7.7
SDSS J1659+2709 5.33 HIRES Sep 2007 - Jul 2008 11.7 3 19.2
SDSS J0915+4924 5.20 HIRES Feb 2005 10.0 1 11.8
SDSS J1204-0021 5.09 HIRES Jan 2005 - Feb 2005 6.7 1 8.5
SDSS J0040-0915 4.98 MIKE Oct 2007 8.3 3 24.4
SDSS J0011+1440 4.97 HIRES Sep 2007 6.7 3 25.0
SDSS J2225-0014 4.89 MIKE Oct 2007 5.0 4 11.6
SDSS J1616+0501 4.88 MIKE Mar 2008 3.3 4 11.1
SDSS J2147-0838 4.59 MIKE Oct 2007 8.3 3 25.6

BR 0353-3820 4.59 MIKE Nov 2006 - Oct 2007 9.2 3 43.5
BR 0006-6208 4.52 MIKE Nov 2006 1.7 6 8.0
BR 1033-0327 4.52 MIKE Nov 2005 4.2 6 10.5
BR 0714-6449 4.49 MIKE Feb 2007 6.7 3 20.4
BR 0418-5726 4.48 MIKE Nov 2005 - Nov 2006 15.8 3 28.6

Table 6.1: The list of quasars included in this Chapter. Columns give the quasar name and redshift, details of
the observations and the average signal-to-noise ratio (S/N) per pixel in the 10h−1 comoving Mpc sections of
Lyα forest used, after masking out skyline residuals and throwing out sections with S/N ≤ 5 (see Section 6.3.3).
a The present reductions include only data taken with the upgraded detector.
References: (1) Becker et al. (2006); (2) Becker et al. (2007); (3) Becker et al. (2011a); (4) Calverley et al. (2011);
References: (5) Becker et al. (2011b); (6) This work.

version of the publicly available code GADGET-2 (Springel, 2005). The simulations assume the cosmo-

logical parameters (Ωm,ΩΛ,Ωbh2,h,σ8,ns) = (0.26,0.74,0.023,0.72,0.80,0.96), have both dark matter

and gas components and were started at z = 99 with initial conditions generated with the transfer

function of Eisenstein and Hu (1999). The baryons in the simulations are photoionized and heated

by a spatially uniform ultraviolet background (UVB), and are in ionization equilibrium. Each simu-

lation uses the UVB model of Haardt and Madau (2001) with contributions from both galaxies and

quasars. The UVB is switched on at z = 9 and applied in the optically thin limit, except for models

TZ12 and TZ15 where the UVB is turned on at z = 12 and z = 15 respectively. The particle mass reso-

lution is chosen specifically to resolve the Lyα forest at high-redshift (Bolton and Becker, 2009). Star

formation is included, where all particles with an overdensity∆> 103 and T < 105 K are converted into

collisionless stars. The IGM is assumed to consist of primordial gas with a helium fraction by mass

of Y = 0.24 (Olive and Skillman, 2004). Simulation outputs were at 1.831 ≤ z ≤ 6.010, although only

those at z ≥ 3.713 were used for the analysis of the data. Gas with ∆. 10 follows a tight temperature-

density relation of the form T = T0∆
γ−1, where T0 is the temperature at the mean density and γ is the
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slope of the relation (Hui and Gnedin, 1997).

The implicit Haardt and Madau (2001) photoheating rates of the simulations, ǫHM01, were rescaled

such that ǫ= ζ∆ξǫHM01, where ζ and ξ are the constants shown in Table 6.2, in order to have a variety

of thermal histories with different T0(z) and γ(z). The fiducial γwas∼ 1.5 (models A15-G15), although

flattened (γ∼ 1.3), isothermal (γ∼ 1.0), and inverted (γ∼ 0.7) temperature-density relations were also

investigated. Additional models (T15S, T15F, TZ9, TZ12 and TZ15) use a density-independent scal-

ing which varies with redshift. All feature heating due to both H I and He II reionization, and so have

thermal histories that are significantly different from that of the HM01 reference model. The thermal

history due to H I reionization is the most relevant in this work. In T15S and T15F the reionization

is instantaneous at z = 9, whilst in TZ9, TZ12 and TZ15 it is more extended, starting at a variety of

redshifts. This allows us to test the impact of the thermal history on the results, and is discussed in

detail in Section 6.3.7.

Simulated Lyα spectra were constructed from line-of-sight density, peculiar velocity, neutral hy-

drogen fraction and temperature fields, drawn for 1024 random sightlines parallel to the box bound-

aries (e.g. Theuns et al., 1998). Each sightline is 1024 pixels long. The spectra were convolved with

a Gaussian with FWHM equal to the velocity resolution of the instrument that was being modelled

(6.7 kms−1 for HIRES and 13.6 kms−1 for MIKE), before being resampled at the instrument pixel res-

olution (2.1 and 5.0 kms−1, respectively). Gaussian-distributed noise could then be added.

6.3 Method

6.3.1 The curvature statistic

Becker et al. (2011a) introduced a new statistic to measure the small-scale structure of the Lyα forest,

called the curvature, κ. It is defined as

κ≡
F ′′

[

1+ (F ′)2
]3/2

, (6.1)

where the flux derivative is calculated with respect to the velocity separation between pixels, mea-

sured in kms−1. There are few rapid changes in the flux from pixel to pixel, so F ′ is normally small.

The curvature can then be well approximated as κ ≈ F ′′. The small-scale structure in the forest is

quantified by computing the mean absolute curvature, 〈|κ|〉, among pixels within a fixed range of flux

(see Section 6.3.4), for a stretch of forest 10h−1 comoving Mpc long. This is then converted into a

temperature by comparison to the simulations.

The main advantages of using the curvature statistic are that it is very quick to compute for an

entire stretch of forest, and does not rely upon the identification of individual absorption lines, which

is difficult at z > 4 due to line-blending. The main drawbacks are that κ will be dominated by the

presence of noise in the data, and is linearly dependent on the amplitude of the flux, and thus on

the fitted continuum, which is highly uncertain at z > 5. Both of these issues are discussed further in

Sections 6.3.3 and 6.3.4 respectively.
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Model L N Mgas ζ ξ T z=3
0 γz=3 Ref.

[h−1 Mpc] [h−1 M⊙] [K]
A15 10 2×5123 9.2×104 0.30 0.00 5100 1.52 1
B15 10 2×5123 9.2×104 0.80 0.00 9600 1.54 1
C15 10 2×5123 9.2×104 1.45 0.00 14000 1.54 1
C10 10 2×5123 9.2×104 1.45 -1.00 13700 1.02 1
D15 10 2×5123 9.2×104 2.20 0.00 18200 1.55 1
D13 10 2×5123 9.2×104 2.20 -0.45 18100 1.32 1
D10 10 2×5123 9.2×104 2.20 -1.00 18000 1.03 1
D07 10 2×5123 9.2×104 2.20 -1.60 17900 0.71 1
E15 10 2×5123 9.2×104 3.10 0.00 22500 1.55 1
E10 10 2×5123 9.2×104 3.10 -1.00 22200 1.04 1
F15 10 2×5123 9.2×104 4.20 0.00 27000 1.55 1
G15 10 2×5123 9.2×104 5.30 0.00 31000 1.55 1
T15S 10 2×5123 9.2×104 Varied 0.00 18200 1.53 1
T15F 10 2×5123 9.2×104 Varied 0.00 18600 1.54 1
TZ9 10 2×5123 9.2×104 Varied 0.00 17800 1.56 2

TZ12 10 2×5123 9.2×104 Varied 0.00 17500 1.57 2
TZ15 10 2×5123 9.2×104 Varied 0.00 17500 1.57 2

Table 6.2: The properties of the hydrodynamical simulations used in this Chapter. Columns give the model
name, the size of each box in comoving Mpc, the total particle number N , the particle mass resolution, the
scaling factors for the UVB photoheating rates (see the main text for details), the median volume-weighted gas
temperature at the mean density, T0, and power-law slope of the temperature-density relation, T = T0∆

γ−1, at
z = 3, and references to the paper in which they are first described. The values of T0 and γ are given to three
significant figures.
References: (1) Becker et al. (2011a); (2) This work.

Fig. 6.1 demonstrates the sensitivity of the curvature to the temperature of the IGM. We plot noise-

less simulated spectra at z = 4.282 and z = 5.260 drawn from the B15 and D15 simulations, where the

temperature at mean density is different by a factor of two, but the slope of the T−∆ relation is roughly

the same. For both redshifts there is a marked difference between the colder and hotter simulations in

their flux profile, with greater contrast between maxima and minima in the former. This corresponds

to high curvature values in the colder simulation.

6.3.2 The peakiness statistic

To complement the temperature measurements from the curvature, we introduce a new independent

statistic for measuring small-scale structure in the Lyα forest, called the ‘peakiness’. For a feature

within the forest that contains two maxima with fluxes Fmax,1 and Fmax,2 separated by xsep kms−1,

and a minimum between them with flux Fmin, then the peakiness, ̟, is

̟=
Fmax,av −Fmin

Fmax,av
, where Fmax,av =

Fmax,1 +Fmax,2

2
. (6.2)

It is essentially the relative depth of a minimum compared to the average height of the maxima that

enclose it. The fluxes of the maxima and of the pixels inbetween must all lie within a fixed range
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Figure 6.1: A demonstration of the curvature and peakiness statistics to the temperature of the IGM. Top panels:
Noiseless simulated Lyα forest, 10h−1 comoving Mpc in length, drawn at z = 4.282 (left) and z = 5.260 (right).
The same sightline was taken from the B15 (blue) and D15 (red) simulations, which have T0 that differ by a
factor of two, but a similar γ. Middle panels: The curvature for both the hot and cold spectra at each redshift, as
calculated by Equation 6.1. The amplitude of the curvature is greater for the colder simulation at both redshifts.
Bottom panels: The peakiness as measured from maximum-minimum-maximum groupings using Equation 6.2,
with the length of each line representing the velocity separation between the two maxima, xsep kms−1. Suitable
features for measuring this statistic becoming increasingly rare at high redshift.

of flux (see Section 6.3.4) for the feature to be used. Fig. 6.1 demonstrates how it is calculated from

Lyα forest spectra. For each maximum-minimum-maximum grouping in a stretch of forest, both

the separation, xsep, and peakiness, ̟, are measured. The average values of both parameters from

all the features found are then compared to simulations to convert them into a temperature. We

demonstrate where individual features lie for a xsep and ̟ measured from simulated spectra drawn

through our coldest and hottest runs in the left-hand panel of Fig. 6.2. In the right-hand panel, it is

clear that with a sufficient number of detected features, the mean of each parameter can be used to

accurately determine a value of T0.

Like the curvature, it does not depend upon identification of individual absorption lines, just the

overall composite shape. The dependence on identification of well resolved maxima means it is op-

timised for use at high redshifts, where line-blending is significant. In comparison, at lower redshift,

stretches of forest that are relatively flat and with fluxes very close to the continuum would dilute the

sensitivity of the statistic. An important advantage of this method over the curvature is that since the

peakiness measures the relative depth, it is not dependent upon correctly fitting the continuum level,
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Figure 6.2: Derived values of separation and peakiness for features in the Lyα forest for different values of T0,
from noiseless simulated HIRES spectra at z = 4.915. Left-hand panel: The location of individual features in
a plot of separation against peakiness for the coldest simulation, A15 (purple), and the hottest, G15 (red). For
a given separation, the colder features have a higher peakiness. Right-hand panel: The mean separation and
mean peakiness of a subset of 335 features, extracted at random 1000 times, from simulations A15 (left) to G15
(right). This is the number of features detected in the HIRES spectra at 4.6 < z < 5.0. Such a sample should allow
discrimination between the different T0, particularly for low temperatures.

removing a source of potentially significant systematic bias at high-redshift (see Section 6.3.4). The

peakiness does, however, have some disadvantages too. Unfortunately, like the curvature, it is highly

susceptible to noise in the data. This is discussed further in Section 6.3.3. Also, the peakiness can only

be measured for features in the Lyα forest with two maxima and a well defined minimum between

them. These features become increasingly rare at high redshift, and so the majority of transmission

features at z & 5.4 (which have only a single, well-defined maxima) are ignored. This means temper-

atures are based on only a very small percentage of pixels for z & 5.4, from transmission from highly

biased sections of the IGM.

6.3.3 Treatment of noisy spectra

As mentioned above, both the curvature and peakiness statistics are dominated by noise, even for

spectra with very high S/N. To address this issue we follow the procedure described in Becker et al.

(2011a) wherein we fit a smoothly varying b-spline to the flux, and both statistics are then computed

from this fit. We ensure that the first and second derivatives of the flux (and hence the curvature)

are continuous across the spectrum by using cubic polynomials for the piece-wise fits. We use an

adaptive b-spline fitting algorithm, with an initial break point separation of 50 kms−1. Additional

break points are added to sections of spectra for which the fit is poor (as determined by a high chi-

squared) until the fit converges, or the break point separation matches the instrumental resolution

(6.7 kms−1 for HIRES and 13.6 kms−1 for MIKE). All of the observed spectra were fit in this way, as

well as simulated spectra with similar noise properties with which comparisons were made.

Fig. 6.3 demonstrates our b-spline fits to observed Lyα forest spectra. As found by Becker et al.
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Figure 6.3: Top panels: Observed Lyα forest spectra at z = 4.087 (left) and z = 5.315 (right), taken with MIKE
and HIRES respectively. Both sections of forest are 10h−1 comoving Mpc in length. The histograms are the
normalised spectra, the red continuous line is the flux error array, and the blue continuous line is the b-spline
fit. Middle panels: The curvature computed from the b-spline fits. Bottom panels: The peakiness as measured
from maximum-minimum-maximum groupings in the b-spline fit.

(2011a), a distinct advantage of an adaptive b-spline fitting scheme is that both statistics are only

moderately sensitive to noise, as the underlying shape is recovered well even for relatively noisy data.

Despite this, Becker et al. (2011a) limited their analysis to 10h−1 comoving Mpc sections with errors

in the normalised flux of < 0.06 per 2.1kms−1 bin, in order to maximise the contrast between the

curvature from different simulation runs. Such a strict limit on noise, however, would exclude the

majority of our Lyα forest spectra at z > 5, and so to adequately sample these redshifts we must make

use of the noisier data. We therefore instead use the much higher noise limit of < 0.2 per 2.1kms−1

bin. This allows a far larger number of sightlines to contribute to our highest redshift bins, although

the b-spline fit to such noisy spectra is no longer highly constrained. The main areas affected by a

poor fit are near zero flux and the continuum, so these areas are masked out before measuring each

statistic (see Section 6.3.4).

6.3.4 Mean flux and continuum estimation

Continuum fitting at high redshift is challenging due to the blending of individual absorption lines,

leaving few pixels near the continuum. Since the curvature is linearly dependent on the normalised

flux, errors in the placement of the unabsorbed continuum could lead to substantial systematic er-
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Figure 6.4: Our adopted fit to the evolution of τeff with redshift. The blue triangles are from measures of the
flux in the forest from Songaila (2004), whilst the red diamonds are the binned values from Fan et al. (2006b).
The solid line gives the Becker et al. (2007) relation for the evolution of τeff with redshift, which we adopt for this
study.

rors. Becker et al. (2011a) dealt with this issue by renormalising the spectra in each 10h−1 comoving

Mpc section of forest, by dividing through by the highest flux in the b-spline fit. They did this for both

the real and simulated spectra, and though it lowered their sensitivity to different temperatures, it

meant that any continuum placement errors were handled objectively. Unfortunately, the high satu-

ration of the z > 5 Lyα forest makes this renormalisation procedure untenable at the highest redshifts.

Thus, to keep as much temperature sensitivity as possible, we sacrifice this robust approach to con-

tinuum errors, and instead rely upon our initial continua. We note that since the peakiness measures

the relative depth of a minimum to the maxima around it, it is unaffected by continuum placement

errors. Comparison between the temperatures returned by the two methods will therefore give some

indication as to how (in)correct our initial continua may be.

Since our curvature measurements are dependent upon the mean flux, we scale the ionizing back-

ground in the simulations until the mean flux matches that observed in the Lyα forest. We use the fit

to the measured effective optical depths, τeff = − ln〈F 〉, from Becker et al. (2007). The fit is repro-

duced along with some observed values of τeff from the literature in Fig. 6.4. It assumes a simple

evolution of a lognormal distribution of optical depths and matches the observed values excellently

from 2 < z < 6. It should be noted that unlike Becker et al. (2011a), we make no correction for metal

lines. Their presence will lower the mean flux and bias us towards low temperatures. The absorption

in the forest at z > 4, however, is dominated by Lyα lines, and so any bias from unidentified metal

lines will be small.

In order to provide sufficient coverage at high redshift, we had to use sections of forest with S/N as

low as 5. A consequence of this is that the b-spline fit to such noisy data is poorly constrained, espe-

cially around zero flux and the continuum. Often the fit will contain wide undulations (see Fig. 6.5),

so both statistics could be biased to high temperatures. In order to still extract useful information, we
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Figure 6.5: Top panel: A simulated spectrum taken from the B15 simulation at z = 5.620. Gaussian-distributed
noise has been added to reduce the S/N ratio to 6.7 (i.e. ε = 0.15). Bottom panel: The b-spline fit to the noisy
spectrum (black solid line) and the noiseless spectrum (red solid line). Around zero flux the b-spline fit struggles
to reproduce the underlying spectrum from such noisy data, and instead contains wide undulations that would
bias both the curvature and separation-peakiness statistics to high temperatures. To circumvent this issue we
mask pixels with F < ε+0.01 (lower dashed line) and F > 1− (ε+0.01) (upper dashed line). Although that elim-
inates many of the pixels at high redshift, those that remain have b-spline fits that recover the underlying shape
well. This enables us to use even relatively noisy spectra, as required for good coverage at our highest redshifts.

mask pixels from the fit with a normalised flux of F < ε+0.01 and F > 1− (ε+0.01), where ε is the rms

error in the normalised flux. The additional 0.01 is chosen to provide a conservative buffer against

errors in the estimates of the noise from the flux error array. This limits the impact of the b-spline fit’s

difficulty to recover sections of the spectrum with a very flat profile from noisy data. By comparison,

Becker et al. (2011a) mask out pixels with a renormalised flux of Frenorm < 0.1 and Frenorm > 0.9. Con-

sequently for very high S/N data, we mask fewer pixels. Although, as they point out, pixels close to

the continuum or to zero flux contribute little to the curvature measurement, such pixels may con-

tain well-resolved tall maxima or deep minima, and hence will improve the sensitivity of peakiness

measurements. For the observed data, ε at each pixel was taken from the flux error array, which we

estimate to be generally accurate to 10−20%. The flux error array was also used to identify skyline

residuals, which were then masked. The mean absolute curvature, 〈|κ|〉, was then measured from

all the unmasked pixels in each 10h−1 comoving Mpc section. The peakiness was only measured for

features for which there were no masked pixels between the two maxima.

6.3.5 Identifying optimal overdensities

Care must be taken when measuring the temperature of the IGM, as it varies with density. Photoion-

ization equilibrium of the IGM is reached after reionization, and competing heating and cooling pro-

cesses produce a tight power-law T −∆ relation in low density (∆. 10) gas of the form T (∆) = T0∆
γ−1,

where T0 is the temperature at mean density (Hui and Gnedin, 1997). Long after reionization, the

slope is expected to asymptotically reach γ ≈ 1.6. However, during reionization, the photoheating
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is roughly independent of density, and so for an instantaneous and homogeneous reionization, one

would expect γ ≈ 1. Reionization is likely an extended and highly inhomogeneous process, though,

so γ can only be constrained to . 1.6, and there will be substantial spatial variations in both T0 and

γ (Gleser et al., 2005; Furlanetto and Oh, 2008b; Bolton et al., 2009). What is desired, therefore, are

volume-averaged quantities that follow the thermal history of a given population of baryons in the

IGM. A parcel of gas at mean density will tend to remain near the mean density (Hui and Gnedin,

1997), and so the redshift evolution of T0 is ideal for this purpose. The Lyα forest, though, can only

give meaningful information for densities that produce measurable, but non-saturated absorption.

Since the Lyα optical depth for a given density scales strongly with redshift as τ∝ (1+ z)4.5 (assum-

ing z > 3 and a constant ionization rate and temperature), the forest does not trace gas at constant

density, and at lower redshifts it is mild overdensities that are being probed. To convert from these

temperatures to T0 would then require a knowledge of γ, which is poorly constrained.

To compensate for this difficulty, we measure the temperature at an optimal overdensity, ∆, for

which we are independent of γ. We determine ∆ at each redshift empirically for both statistics, fol-

lowing the method of Becker et al. (2011a). This approach is demonstrated in Fig. 6.6. In the upper

panels we plot T0 against log〈|κ|〉,
〈

xsep
〉

and 〈̟〉. Our calibration simulations (A15-G15) with γ∼ 1.5

form a well-defined relationship with temperature, whilst those with different γ lie somewhat off this

line. The density is then varied until all points lie as close to this line as possible, as shown in the

lower panels of Fig. 6.6. This leads to a near one-to-one relationship between T (∆) and log〈|κ|〉, as

found by Becker et al. (2011a). For the separation and peakiness the calculation was done in three-

dimensional T (∆)− xsep −̟ space, but we show the two-dimensional projections on each axis for

convenience. At the optimal overdensity, there is also a near one-to-one relationship between T0 and

xsep, although the fit between T (∆) and ̟ is not substantially different to that of T0 and ̟. Conse-

quently the calculation of the optimal overdensity for the separation-peakiness statistic is driven by

the fit with the separation, and thus the peakiness retains some memory of the underlying γ even at

the optimal overdensity. We leave it to future work as to whether the separation can be used to con-

strain T (∆), and then used in conjunction with the peakiness to constrain γ. We do note, however,

that even though our calculated value of ∆ is dominated by the fit with the separation, the peakiness

does influence it. The lower quality of the T (∆)−̟ fit compared with the T (∆)− xsep fit means that

for 0.7 . γ. 1.5 we find an error in the recovered T (∆) of ± ∼ 0.05 dex. In comparison, the error in

the recovered T (∆) from the T (∆)−〈|κ|〉 fit is ± ∼ 0.02 dex. Our error bars in the next section do not

include this effect, although at z ∼ 4 this corresponds to ∼ 700 K and so is smaller than the change

we measure. Our ∆ can be seen as the characteristic overdensity probed by the forest, although both

statistics are calculated from a range of densities within the IGM. Importantly though, these allow us

to specify a temperature of the IGM without knowing the full T −∆ relation.

We plot our ∆ as a function of redshift for both statistics in Fig. 6.7. We calculate them from noise-

less simulated spectra and spectra with S/N = 20, at both HIRES and MIKE resolution, to test the de-

pendence on noise and spectral resolution. With the curvature we find that ∆ evolves smoothly with

redshift, from mild overdensities at low redshift to roughly the mean density at z ∼ 5, before increas-

ingly slowly at z > 5. Increasing the noise or decreasing the spectral resolution introduces a small bias
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Figure 6.6: Demonstration of our approach to calculating the optimal overdensities probed by the Lyα forest.
We show our approach for noiseless spectra with HIRES resolution at z = 4.282 (top set of panels) and z = 5.260
(bottom set of panels). In the upper panels of each set we show T0 as a function of the curvature, separation
and peakiness. Our calibration simulations (A15-G15) each with γ∼ 1.5 are shown as solid diamonds (coloured
purple to red, respectively) and form a smooth relationship with T0. Other values of γ are represented by other
symbols. Triangles represent γ ∼ 1.3, open diamonds represent γ ∼ 1.0, and squares represent γ ∼ 0.7. In the
lower panels we measure the temperature at an overdensity ∆ that has been chosen so that each point lies as
close to the smooth relationship of the calibration simulations as possible, regardless of γ. For the separation-
peakiness statistic, the calculation was done in three-dimensional T (∆)− xsep −̟ space, but we show the two-
dimensional projections on each axis for convenience. This process produces near one-to-one relationships for
the curvature and the separation, although the peakiness retains some memory of the underlying γ even at this
optimal overdensity.
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Figure 6.7: The optimal overdensity at which each statistic is independent of γ. Left-hand panel: The optimal
overdensity for the curvature, as measured from the simulations. The solid lines represent noiseless spectra, and
the dashed lines represent spectra with S/N = 20. The densities probed by HIRES are red, and those by MIKE
are blue. For both lower resolution or lower S/N, higher overdensities are being probed. The black diamonds
represent the densities being probed for a sample of spectra with noise and instrumental properties similar to
the data in each of our redshift bins. Right-hand panel: The same, but for the separation-peakiness statistic. In
noiseless spectra it traces the voids (∆ < 1). A small amount of noise, however, masks their contribution to the
small-scale structure at low redshift, and instead it becomes sensitive to the maxima with intermediate fluxes,
corresponding to denser gas.

to larger ∆. The parts of the spectrum that contribute the most to the curvature signal are where the

second flux derivative is varying rapidly from pixel to pixel, namely the tops of transmission peaks and

the bottoms of absorption troughs. At high redshift, the peaks in transmission correspond to voids

and the troughs correspond to mildly overdense filaments. The average density contributing to the

curvature will therefore be close to the mean density. On the other hand, at low redshift the absorp-

tion lines correspond to dense filaments, and the transmission peaks saturate near the continuum,

thus the average density increases to mild overdensities. The evolution for the separation-peakiness

statistic is somewhat more complicated. As just discussed, the optimal overdensity of the statistic is

driven by the fit between T (∆) and the separation, rather than the peakiness. Thus, ∆ will be most

dependent upon the identification and fluxes of the maxima. At high redshift, the most well-resolved

transmission peaks will correspond to the lowest density voids. At lower redshift these voids corre-

spond to fluxes ≈ 1. In noiseless spectra though, they can still be resolved as tiny undulations within

pixels very close to the continuum. These features dominate the maximum-minimum-maximum

groupings detected in low redshift spectra, and so the voids are still the main contributors. However

when noise is added, the tiny undulations in pixels near the continuum are no longer distinguishable,

and our approach also masks pixels near the continuum (see Section 6.3.4). This has little effect at

high redshift where there are few pixels near the continuum, but at lower redshift this pushes the av-

erage flux of the maxima to < 0.9. The strong dependence of the optical depth with redshift therefore

means that the range in fluxes of the maxima is higher than the fluxes of pixels contributing the most

to the curvature (the maxima and minima of transmission and absorption features), and thus ∆ is
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slightly lower. At z . 2.5 though, the peakiness can only be measured for deep features in the spectra

whilst the curvature is dominated by shallower absorption lines, and so the peakiness actually traces

denser gas than the curvature.

6.3.6 Sensitivity to changes in the gas density field

Both statistics are primarily sensitive to the shape of individual absorption and transmission features.

This shape is determined by a combination of thermal broadening, turbulent broadening, and the

small-scale structure of the underlying gas density distribution. If the IGM is smooth then the denser

regions responsible for a particular absorption feature will be more spatially extended, and so Hubble

flow broadening will be more significant (Weinberg et al., 1997). This effect of smoothing out the

small-scale structure in the IGM density field is known as Jeans smoothing. Ideally most of our signal

should be coming from the instantaneous temperature, as the small-scale structure of the IGM is

poorly constrained. It is important, therefore, to test the sensitivity of our statistics to changes in both

the instantaneous temperature, and in the small-scale structure of the gas density field.

We approach this issue with our B15 and D15 simulations by constructing spectra after swapping

the gas density profiles for each sightline. The statistics are then measured for these new spectra,

and converted into a temperature. We plot our results from the curvature statistic in Fig. 6.8. The

red dashed line is for spectra constructed from the B15 simulation outputs, except with temperature

fields from the D15 simulation. An ideal statistic that is sensitive to only the instantaneous tempera-

ture should follow the red line in Fig. 6.8, calculated for unmodified spectra from the D15 simulation.

However, the greater small-scale structure in the B15 density field narrows the absorption and trans-

mission features in the spectra in comparison to their D15 counterparts, so T0 is underestimated.

This underestimation is only minor at z ∼ 2 since the width of absorption lines is largely determined

by thermal broadening, however the discrepancy increases with redshift as the forest becomes sen-

sitive to lower density gas. Similarly, the blue dashed line is for spectra constructed from the D15

simulation outputs, but with temperature fields from the B15 simulation. Ideally they should fol-

low the blue line in Fig. 6.8, calculated from unmodified spectra from the B15 simulation, however

the smooth D15 density fields mean that T0 is overestimated. Again, the overestimation is small at

z ∼ 2, but increases with redshift. At high redshift therefore, these two effects become degenerate, as

both a smooth density field with cold instantaneous temperature, and a coarse density field with hot

instantaneous temperature have the same curvature. The redshift at which this occurs lowers with

increasing noise, and decreasing spectral resolution.

Fig. 6.9 is the equivalent for T0 calculated with the separation-peakiness statistic. This statistic

is slightly more resilient to Jeans smoothing at z > 4 for high S/N data than the curvature, but suf-

fers from the same problem of degeneracy at z > 5, particularly in noisy, low-resolution data. Both

statistics are therefore not only sensitive to the instantaneous temperature, but also to the small-scale

structure of the underlying density field, and therefore to any Jeans smoothing. This issue is explored

further in the next section.
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Figure 6.8: Sensitivity of the curvature to changes in the density field. Top panels: The temperatures returned by
the curvature for a variety of combinations of instantaneous temperature and density field, for HIRES resolution
(left) and MIKE resolution (right) noiseless simulated spectra. The blue line shows T0 for the B15 simulation,
and the red line is for the D15 simulation. The difference in T0 is about a factor of 2. The blue dashed line is
the returned T0 for spectra constructed using the B15 instantaneous T0, but the smoother D15 density field, and
vice versa for the red dashed line. At high redshift the curvature becomes increasingly degenerate between high
instantaneous temperatures and smooth density fields. Middle panels: Same as top panel but for S/N = 20. The
confusion between the two effects becomes completely degenerate at z > 5. Bottom panels: Same as top panel
but for S/N = 10. The two effects are essentially degenerate at z > 3.5.



120 Chapter 6. The temperature of the IGM at high redshift

Figure 6.9: Sensitivity of the separation-peakiness statistic to changes in the density field. Top panels: The tem-
peratures returned by the statistic for a variety of combinations of instantaneous temperature and density field,
for HIRES resolution (left) and MIKE resolution (right) noiseless simulated spectra. The blue line shows T0 for
the B15 simulation, and the red line is for the D15 simulation. The difference in T0 is about a factor of 2. The
blue dashed line is the returned T0 for spectra constructed using the B15 instantaneous T0, but the smoother
D15 density field, and vice versa for the red dashed line. Similar to the curvature, at high redshift the statistic
becomes increasingly degenerate between high instantaneous temperatures and smooth density fields. Middle
panels: Same as top panel but for S/N = 20. The separation-peakiness statistic maintains some distinction be-
tween the cases even at z > 5. Bottom panels: Same as top panel but for S/N = 10. The two effects are essentially
degenerate at z > 2.5.
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Figure 6.10: The thermal histories of the simulations that include photoheating due to hydrogen reionization.
Left-hand panel: The simulations T15S (solid line) and T15F (dotted line). Both have instantaneous hydrogen
reionization at z = 9, although helium reionization in T15F is much less extended. Right-hand panel: The simu-
lations TZ9 (solid line), TZ12 (dotted line), and TZ15 (dotted line). They all have an extended (∆z ∼ 3) hydrogen
reionization beginning at z = 9, 12 and 15 respectively, corresponding to late, middling and early reionization
scenarios. We measure both statistics from artificial spectra drawn from all these simulations to test the impact
of the thermal history on measurements of the instantaneous temperature.

6.3.7 Sensitivity to different thermal histories

As we have just demonstrated, both of our statistics are sensitive to the level of Jeans smoothing in

the spectra. However, for that test we assumed non-evolving ‘hot’ and ‘cold’ density fields across

the whole redshift range. In practice, assuming the instantaneous temperature stays cool then the

‘hot’ density field would relax into the ‘cold’ density field over time. Similarly, if the instantaneous

temperature rises significantly, then the density field will undergo Jeans smoothing accordingly, and

the discrepancy between the instantaneous temperature and the small-scale structure of the density

field will eventually be erased. However the time scales over which this can happen are of order

a Hubble time for mean density gas, which is significantly longer than the time scales over which

reionization occurs. Consequently, the level of Jeans smoothing from the photoheating associated

with reionization will still be a significant consideration at z > 4.

To test the sensitivity of our statistics to different thermal histories, and thus different levels of

Jeans smoothing, we measured them from spectra drawn from simulations with a wide variety of

thermal histories, designed to mimic the effects of H I and He II reionization. The thermal histories

for these simulations are shown in Fig. 6.10. Two of them, T15S and T15F, include heating to imitate

an instantaneous H I reionization at z = 9, and both an extended and quick He II reionization, respec-

tively. The other three imitate rather extended H I reionization scenarios (∆z ∼ 3), representing late

reionization finishing at z ∼ 6 (TZ9), a middling reionization finishing at z ∼ 9 (TZ12), and an early

reionization finishing at z ∼ 12 (TZ15). We hold γ to its fiducial value of ∼ 1.5 in each of these runs for
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Figure 6.11: Temperature at the mean density for the fiducial γ∼ 1.5, recovered from our input thermal histories
using both the curvature (left) and separation-peakiness (right) statistics. The blue diamonds give the values we
measure using artificial spectra with resolution, noise properties and sample size similar to the real data. The
solid lines give the actual values measured directly from the simulation. All error bars are 2σ. We also plot the T0
that would be recovered from noiseless HIRES (dashed lines) and MIKE (dotted line) spectra. Differences in the
thermal history of the test runs and the comparison simulations cause T0 to be overestimated at z & 4.
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Figure 6.12: A demonstration of the degeneracy between the thermal history and instantaneous temperature.
The panels are similar to those in Fig. 6.1, except that we have used slightly higher redshifts and all the spectra
have HIRES resolution. Also, in the left panels we have replaced run D15 with TZ9 (which has a late reionization),
and in the right panels we have replaced run B15 with TZ15 (which has an early reionization). The spectra on the
left have very similar peakiness statistics despite rather different T0, meaning it is unable to distinguish between
a cool IGM and a recent reionization. Similarly, the spectra on the right have very similar curvature statistics yet
T0 varies by a factor of 2, so it is unable to distinguish between a hot IGM and an early reionization.

simplicity. Artificial spectra were then drawn from each simulation with similar redshifts, noise levels,

instrumental resolutions and sample sizes to the real data, from which both statistics were measured.

Our recovered temperatures are shown in Fig. 6.11 as blue filled diamonds. The value of T0 mea-

sured directly from the simulation is shown in each panel as a thick black line. For comparison we

also show the T0 that would be recovered from noiseless HIRES (dashed line) and MIKE (dotted line)

resolution spectra. Both statistics recover well the peak in T0 due to He II reionization, but struggle

with the Jeans smoothing in the high-redshift forest, particularly at z > 5. The earlier the period of

heating due to H I reionization, the greater the Jeans smoothing as the density structures within the

IGM are less massive and easier to smooth. Similarly, a more extended H I reionization also increases

the amount of Jeans smoothing. The curvature consistently overestimates T0 at z > 5, and this over-

estimation worsens with increasing Jeans smoothing (see left panel of Fig. 6.11). This is because the

transmission peaks will tend to be less sharp and spread on top of large scale undulations, and so

the curvature will be lower. Additional smoothing, either due to lower spectral resolution or dealing

with noise, strengthens this effect, and the overestimation increases. Also, within the instantaneous

H I reionization models, the curvature underestimates the peak in T0 from He II reionization, as found
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z
Curvature Separation-Peakiness

T15S T15F TZ9 TZ12 TZ15 T15S T15F TZ9 TZ12 TZ15
3.8−4.2 0.004 0.066 0.050 0.079 0.059 0.007 0.050 0.008 0.074 0.081
4.2−4.6 0.066 0.090 0.057 0.146 0.146 0.026 0.040 −0.013 0.088 0.134
4.6−5.0 0.111 0.116 0.057 0.207 0.247 0.029 0.032 −0.019 0.089 0.180
5.0−5.4 0.167 0.166 0.063 0.281 0.351 0.068 0.068 0.003 0.114 0.216
5.4−5.8 0.212 0.217 0.048 0.343 0.433 0.144 0.155 −0.045 0.194 0.253

Table 6.3: The offset between the returned T0 and input T0 for both statistics for each of the five tested thermal
histories, as measured from artificial spectra with resolution, noise properties and sample size similar to the real
data. All values are given in dex. These are used to correct the measured T0 for the Jeans smoothing of each type
of thermal history in Section 6.4.4 such that logT corr

0 = logT meas
0 −offset.

by Becker et al. (2011a). We note, however, that for all of the extended H I reionization scenarios this

behaviour is not present.

By contrast, T0 is underestimated at z > 5 from separation-peakiness measurements taken from

the noiseless spectra. This is due to the small-scale structure that imprints itself upon the wider un-

dulations leading to many closely spaced maxima. As such, the average separation is smaller than

would be expected just from maxima of the undulations, and so low values of T0 are returned. How-

ever, upon any smoothing due to the addition of noise, or lower resolutions, these small features are

lost, leading to a wider average separation and thus higher T0. Due to the long time required for the

IGM to return to hydrostatic equilibrium, the Jeans smoothing influences the measurement of T0 at

lower redshift. Minima will be shallower at z . 3 from the Jeans smoothing of the filaments at higher

redshift, so peakiness values will be lower and the returned T0 higher. This overestimation at low

redshift increases with the amount of Jeans smoothing.

Fig. 6.12 demonstrates the degeneracy between spectra with very different thermal histories. In

the left-hand panel, we show how the peakiness struggles to differentiate between a cool IGM and a

late reionization, whilst in the right-hand panel we show how the curvature fails to distinguish be-

tween a hot IGM and an early reionization. It should be noted though, that when one statistic is

degenerate the other is not, and so they can together provide complementary constraints on T0. The

offsets of our recovered T0 from the input T0 for artificial spectra with similar properties to the data

are shown (in dex) in Table 6.3. These are the shifts used to correct our measured points for Jeans

smoothing in Section 6.4.4.

6.4 Results

6.4.1 Temperature at the optimal overdensity

We have made no attempt in this work to specify the whole T −∆ relation, and so our primary results

are the IGM temperatures at the optimal overdensity probed by the Lyα forest (see Section 6.3.5). Our

values of T (∆) are given in Table 6.4 and plotted in the top panels of Fig. 6.13. For each redshift bin we

also specify the optimal overdensity for which these temperatures were measured. All of the errors

are 2σ and have been estimated from the simulations.
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Figure 6.13: Top panels: The IGM temperature at the optimal density as a function of redshift as measured by the
curvature statistic (left) and the separation-peakiness statistic (right). Since we do not try and specify γ these are
our primary results. The optimal densities for each redshift bin are given along the bottom. The horizontal error
bars specify the range in redshift covered by each bin, and the vertical error bars are 2σ estimated from simulated
spectra with similar noise and instrumental properties. They do not account for errors due to incorrect continua
(although this will only affect our curvature based temperatures). Bottom panels: The IGM temperature at mean
density as a function of redshift for two assumed values of γ. The blue crosses give T0 for the fiducial γ∼ 1.5 from
the calibration simulations (listed in Table 6.4), whilst the orange crosses are for a flattened T −∆ relation with
γ= 1.3. Since we are probing densities near the mean density at z > 4, the values of T0 are highly insensitive to
the choice of γ.

Between z ∼ 4 and 5 the temperatures are relatively flat. At z > 5, however, there is a rapid rise

in T (∆) with increasing redshift. After hydrogen reionization the T −∆ relation is expected to be

rather steep, as the high density gas in the filaments collapses and heats up, whilst the voids cool

through adiabatic expansion. Since there is little variation in the optimal overdensity probed, this

rise in temperature can not be explained simply with a steep T −∆ relation, and instead suggests that

the gas at z > 5 was recently heated.

6.4.2 Temperature at the mean overdensity

To convert from T (∆) to T0 requires a knowledge of the slope of the T −∆ relation, γ. Although

we do not measure γ, T0 can be calculated based upon reasonable assumptions for γ. Long after
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Figure 6.14: Derived values of separation and peakiness for features in the Lyα forest, from simulated MIKE
spectra at z = 3.991 with S/N = 25, and the MIKE data with similar noise properties from the 3.8 < z < 4.2 bin.
Left-hand panel: the location of the 530 individual features measured in the real data (black), and a random
530 features from the best fitting simulation, A15 (purple). There is good agreement between the two. Right-
hand panel: analogous to the right-hand panel in Fig. 6.2, but also with the mean values from the data (black
diamond). The statistical error on this point is of comparable size to the simulations (coloured points). The
mean values suggest an IGM that is slightly warmer than the coldest simulation (A15, with T0 = 5240 K), but still
cool at ∼ 6000 K.

z 〈z〉 ∆ N γfid 〈ε〉 T (∆) T fid
0 T

γ=1.3
0

3.8−4.2 4.02 1.72 161 1.48 0.07 10550+570
−540 8150+440

−420 8980+490
−460

4.2−4.6 4.38 1.45 191 1.46 0.07 9600+450
−430 8100+380

−360 8590+400
−380

4.6−5.0 4.79 1.31 135 1.45 0.08 12980+839
−790 11500+740

−700 11970+770
−730

5.0−5.4 5.19 1.29 111 1.43 0.12 12980+1668
−1480 11650+1500

−1330 12030+1550
−1370

5.4−5.8 5.55 1.29 57 1.42 0.12 17500+7032
−5020 15730+6320

−4510 16220+6520
−4650

(a) Results from the curvature statistic.

z 〈z〉 ∆ N γfid 〈ε〉 T (∆) T fid
0 T

γ=1.3
0

3.8−4.2 4.02 1.57 769 1.48 0.06 6750+680
−610 5450+550

−500 5900+590
−540

4.2−4.6 4.38 1.24 844 1.46 0.06 6700+650
−600 6070+590

−540 6280+610
−560

4.6−5.0 4.78 1.15 443 1.44 0.08 6670+970
−850 6290+910

−800 6410+930
−810

5.0−5.4 5.15 1.14 135 1.43 0.10 10930+3290
−2530 10310+3110

−2390 10500+3170
−2430

5.4−5.8 5.53 0.92 43 1.42 0.12 12630+7450
−4680 13090+7720

−4860 12960+7640
−4810

(b) Results from the separation-peakiness statistic.

Table 6.4: Temperature results. Columns give the redshift interval, mean redshift of the bin, optimal overdensity
total amount of data in the bin, fiducial value of γ, mean rms noise, temperature at the optimal overdensity,
temperature at the mean density for the fiducial γ, and the temperature at the mean density for γ = 1.3. For
the curvature statistic, 〈z〉 is the path-length-weighted mean redshift and N is the total number of 10h−1 Mpc
sections included. For the separation-peakiness statistic, 〈z〉 is the mean redshift of all the individual features,
N is the total number of features included, and 〈ε〉 is the mean of the rms noise values in the flux error array
beneath each individual feature. All errors are 2σ, and are symmetric in log temperature.
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hydrogen reionization, γ is expected to asymptote towards ∼ 1.5 (Hui and Haiman, 2003). During

reionization though, the inside-out nature of the process means that high density regions are heated

first, later followed by the voids. Consequently the voids are only heated after the initial gas has had

chance to cool, and thus the T −∆ relation flattens, with γ< 1.5. Numerical simulations suggest that

γ = 1.3 may be reasonable at the end of reionization (McQuinn et al., 2009), although an isothermal

(γ= 1) or even inverted (γ< 1) T −∆ relation are other possibilities (Furlanetto and Oh, 2008b, 2009;

Chang et al., 2011), for which there is some observational evidence (Becker et al., 2007; Bolton et al.,

2008; Viel et al., 2009, although see Lee (2011)).

We plot T0, as measured by both statistics, for two different assumptions of γ in the bottom panels

of Fig. 6.13. The first of those takes the γ from our fiducial (A15-G15) simulations, where γ increases

from ∼ 1.4 at z = 5.6 to ∼ 1.5 at z = 4.0. The second assumes a flattened T −∆ with γ= 1.3, representa-

tive of a possible slope at the end of reionization. Both statistics, however, probe densities very close

to the mean density across our redshift range, and so they are largely insensitive to our choice of γ.

Our measurements of T0 therefore avoid a significant uncertainty that could otherwise have been a

substantial source of systematic bias.

Our T0 as derived by the curvature are relatively flat for z < 4.6, before a large increase with in-

creasing redshift, going from ∼ 8000 K at z = 4.4 to ∼ 16000 K at z = 5.6. There is a similar pattern

amongst the T0 derived by the separation-peakiness statistics, although the strong increase is only

at z > 5. Also all the values are lower than those from the curvature by ∼ 2000−3000 K, with a cool

IGM favoured at z ∼ 4 (see Fig. 6.14), and rising from ∼ 6000 K at z = 4.4 to ∼ 13000 K at z = 5.6.

Both statistics detect this rise, suggesting that we are seeing the adiabatic cooling of the IGM after the

completion of hydrogen reionization. However, as mentioned in Section 6.3.7, measurements of the

instantaneous T0 in this redshift range can be biased by the Jeans smoothing of an earlier epoch of

heating, and so our T0 are likely overestimates. The robustness of our increase in T0 at z > 5 to a range

of different thermal histories is therefore carefully investigated in Section 6.4.4.

6.4.3 Comparison to previous work

The measurements of the temperature of the IGM presented here are the first at z > 5 from the Lyα for-

est, and so there are no direct comparisons to made in this redshift range. For 3.8 ≤ z ≤ 5.0 however,

the most precise results are from Becker et al. (2011a), and they are used for comparison in Fig. 6.15.

Despite the slight differences in our measurement of the curvature compared to theirs (no renormal-

isation of the stretches of forest, and pixels contributing from a slightly different ranges of fluxes),

there is still very good agreement between our temperature measurements based on that statistic.

We note, however, that agreement should be expected as we used the same simulations, and there is

also some crossover in our data sample. Even so, at z ∼ 4 our T0 measurement is lower than theirs at

the 2σ level. This may be due to the fact that we make no corrections for metal lines, which will bias

curvature measurements to lower temperatures (Becker et al., 2011a).

More noticeably though, our T0 at z ∼ 4.8 is somewhat higher than that of Becker et al. (2011a).

This is potentially due to a combination of two factors: poor continuum placement, and the inclu-
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Figure 6.15: Comparison of our results to selected results from the literature. In the left-hand panel we com-
pare our T0 from the curvature for both our fiducial γ and γ = 1.3 to those of Becker et al. (2011a), the high-
est redshift bins of Lidz et al. (2010) (green star) and Schaye et al. (2000) (red cross), the temperature measured
close to a quasar from Bolton et al. (2010) (purple square), and estimates of T0 based on the UVB measured by
Calverley et al. (2011) (black triangles). In the right panel we compare our T0 from the separation-peakiness
statistics to the same literature values. All error bars are 2σ, except those of Schaye et al. (2000) and those esti-
mated from the Calverley et al. (2011) ultraviolet background (UVB) measurements.

sion of noisier stretches of forest. The renormalisation of the forest by Becker et al. (2011a) allows

uncertainties in the continuum to be handled objectively and consistently, whilst here we assume the

continuum to be correct, potentially making our measurements susceptible to a significant source of

systematic bias. The difference in T0 is ∼ 3500 K though, which would require an error in continuum

placement of ∼ 30%. This seems a rather large error considering that the transmission in the forest

is high enough for a reasonable fraction of pixels to be near the continuum. The other possibility

is that since Becker et al. (2011a) required the rms noise to be ≤ 0.06 per 2.1 kms−1 bin, only a very

small number of sightlines contributed to their measurement, whilst our requirement of rms noise

≤ 0.20 per 2.1 kms−1 allows more sightlines to contribute. The Becker et al. (2011a) result should

thus be more sensitive to cosmic variance than our own, such as if the sightlines with the least noise

also happen to be cooler than average at that redshift. This seems to indeed be the case, as raising

their noise requirement to allow noisier stretches of forest (and thus more quasar sightlines) increases

the measured temperature (G. Becker, private communication). Thus the discrepancy between our

z ∼ 4.8 temperature and that of Becker et al. (2011a) can be eased if continuum placement errors bias

our T0 high, and cosmic variance bias their T0 low.

In the right-hand panel of Fig. 6.15 we compare the results of Becker et al. (2011a) to our results

from the separation-peakiness statistics. There is little variation in T0 across 3.8 < z < 5.0 in both.

Since the peakiness is unaffected by continuum placement errors, and the Becker et al. (2011a) mea-

surements handle the continuum in such a way as to minimise the effect of continuum placement

errors, this supports the idea that our z ∼ 4.8 measurement from the curvature is affected by contin-



6.4 Results 129

uum effects. Although the shape of the evolution over 3.8 < z < 5.0 is very similar, our temperature

measurements are somewhat lower, by ∼ 2000 K. Becker et al. (2011a) note, however, that their high-

est redshift temperatures may be overestimated by roughly this amount when Jeans smoothing by an

earlier epoch of heating (such as that associated with hydrogen reionization) is taken into account.

As demonstrated in Section 6.3.7, the thermal history assumed can have a large effect on where these

points lie. The full impact of different thermal histories on our results is discussed in more detail in

Section 6.4.4.

The Becker et al. (2011a) temperatures at z ∼ 4−5 are lower than those at similar redshifts in the

literature. Since we are lower still, the discrepancy with our results is even greater (see Fig. 6.15). Using

the distribution of widths of Lyα absorption lines, Schaye et al. (2000) find that T0 = 11480+8470
−2150 (1σ

errors) at z ∼ 4.3, whilst Lidz et al. (2010) use wavelet analysis to derive T0 = 19570+9550
−10270 (2σ errors)

at z ∼ 4.2, although they emphasise this point is highly sensitive to errors in the mean flux. Similarly,

using the flux power spectrum of the forest, Zaldarriaga et al. (2001) measure T0 = (2.2±0.4)×104 K (2σ

errors) at z = 3.9. The temperatures measured from the curvature are the lowest amongst literature

values of T0 at z ∼ 4, and our temperatures from the separation-peakiness statistics are lower still.

We leave a full comparison of different methods for measuring the small-scale structure at z ∼ 4 for

future work.

Whilst these are the first measurements of T0 at z > 5 from the Lyα forest, some consistency checks

can be made with other observations. Bolton et al. (2010) measured the temperature of the IGM close

to a z ∼ 6 quasar to be T0 = 23600+9200
−9300 (2σ errors). The hard spectrum of the quasar means that

in this region He II has been reionized, whilst in the general IGM at this redshift it is likely that only

H I and He I reionization has occurred. The IGM close to the quasar should therefore have received

an extra boost in temperature. The amplitude of this boost is dependent on the optical thickness of

the gas (Abel and Haehnelt, 1999), and the volume-averaged boost will be smaller than the boosts

experienced by individual parcels of gas. Despite the unknown size of this boost, their T0 provides an

upper limit, as the general IGM should not be hotter than the gas close to a quasar. Our T0 measured

at z > 5 are consistent with being below this limit, which is an important check.

Finally, weak limits on the temperature of the IGM can come from measurements of the ampli-

tude of the ionizing background, Γbkg. Wyithe and Bolton (2011) used the effective optical depth of

the Lyα forest to deriveΓbkg = 0.47+0.3
−0.2×10−12 s−1 andΓbkg = 0.18+0.18

−0.09×10−12 s−1 at z = 5 and 6, respec-

tively. For a given effective optical depth there is a degeneracy between Γbkg and the assumed param-

eters of the T −∆ relation, which for their measurements were T0 = 104 K and γ = 1.3. The relation-

ship between these parameters is such that the derived Γbkg ∝ T −0.57
0 γ0.81 and Γbkg ∝ T −0.61

0 γ1.07 at

redshifts 5 and 6, respectively (Bolton and Haehnelt, 2007c). Consequently, for an independent mea-

surement ofΓbkg and an assumed value of γ, constraints can be placed on T0. Recently, Calverley et al.

(2011) used the quasar proximity effect to measure Γbkg at z > 5, independent of assumptions about

the T −∆ relation. They find Γbkg = 0.71+0.32
−0.22 ×10−12 s−1 at z ∼ 5, and Γbkg = 0.14+0.07

−0.05 ×10−12 s−1 at

z ∼ 6. Thus, assuming γ= 1.5, the results of Wyithe and Bolton (2011) can be scaled to match those of

Calverley et al. (2011) for T0 = 5970+5430
−2840 K at z = 5, and T0 = 18420+17920

−9080 K at z = 6. Therefore, the red-

shift evolution of Γbkg as measured by Calverley et al. (2011) prefers a relatively cool IGM at z = 5 and
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an increase in T0 from z ∼ 5−6, which is precisely what both the curvature and separation-peakiness

temperature measurements show. This gives us confidence that the increase may be real, although,

due to the large error bars associated with T0 from Γbkg, non-evolving thermal histories cannot be

ruled out.

6.4.4 Implications for hydrogen reionization

After the completion of H I reionization the IGM will have cooled rapidly via a combination of adia-

batic expansion and Compton cooling (Miralda-Escudé and Rees, 1994; Hui and Gnedin, 1997). The

IGM only retains a relatively short-term memory of this heating and cooling, and will reach an asymp-

totic temperature dependent only on the spectrum of the ionizing sources (Hui and Haiman, 2003).

Previous studies have used T0 at z ∼ 4 to try and constrain when H I reionization occurred, as a high

temperature would be inconsistent with the expected asymptote (for a reasonable spectrum), and so

suggest a recent reionization event.

Hui and Haiman (2003) find that the thermal asymptote can be fit to within ∼ 5% for a wide range

of input spectra by

T0 =
[

B(1+ z)0.9]1/1.7
(6.3)

where

B ≡ 18.8 K0.7

[
√

0.14

Ωmh2

Ωbh2

0.024

]

(

THI +
xHeII

16
THeI +

5.6xHeIII

16
THeII

)

, (6.4)

and

Ti ≡
1

kB

∫∞

νi

Jνσi (hν−hνi )
hν dν

∫∞

νi

Jνσi
hν dν

. (6.5)

Here kB is the Boltzmann constant, h is Planck’s constant, Jν is the ionizing intensity as a function of

frequency (in units of energy per frequency per time per area per steradian), σi is the ionization cross

section for the respective species (i = H I , He I and He II ), νi is the ionizing threshold frequency, and

xi is the fraction of that element in that species. If Jν ∝ ν−α then Equation 6.5 reduces to

Ti =
hνi

kB

1

2+α
. (6.6)

Assuming that He I reionizes at the same time as H I , with He II reionized later (i.e. xHeII = 1 and

xHeIII = 0), then Equation 6.3 can be recast as

T0 = 6.07×103
(

2+α

5

)−1/1.7 (

1+ z

5

)0.53

K . (6.7)

If H I reionization was carried out by Pop II stars in star-forming galaxies then α = 3 for ν > νHI (e.g.

Leitherer et al., 1999), and provided reionization happened early enough then T0 is expected to be

∼ 6000 K at z = 4. In comparison, for a harder, quasar-like spectrum with α = 1.5 (e.g. Telfer et al.,

2002) it would be ∼ 7500 K.

Early studies that measured the IGM temperature at z ∼ 4 found rather high values of T0 and
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so concluded that they were observing the cooling from a recent reionization event (Theuns et al.,

2002a,b; Hui and Haiman, 2003). However, Becker et al. (2011a) found lower temperatures at 4 < z <

5, consistent with the asymptote due to a quasar-like spectrum. This suggested that T0 had reached its

asymptotic limit at z ≥ 5, and thus there was no evidence for recent reionization. Turning to our own

results, we find that the T0 based upon curvature measurements at 4 < z < 4.6 are consistent with the

asymptote of a quasar-like spectrum, in agreement with the findings of Becker et al. (2011a). However

at z > 4.6 we find a marked departure from this asymptote, hinting that we may be witnessing the

cooling from H I reionization. As discussed in Section 6.4.3, however, our point at z ∼ 4.8 is likely

biased high due to our method’s sensitivity to continuum placement errors. Our measured increase

in T0 for z > 5, though, is hard to explain away using similar arguments. This is further emphasised

by the temperature evolution measured by the separation-peakiness statistic. Similar to Becker et al.

(2011a), it finds a smooth asymptotic evolution in T0 from 3.8 < z < 5, but is consistent with a stellar

ionizing spectrum. However, like our measurements with the curvature, it too suggests an increase in

T0 at z > 5. Since the peakiness is independent of continuum-fitting errors, it strongly suggests that

the overall temperature evolution measured by the curvature is not caused purely by poor continuum

placement.

Taken at face value, both the curvature and peakiness suggest that at z ∼ 5−6 the IGM is cooling

from H I reionization. Given the short-term thermal memory of the IGM, this implies a late reioniza-

tion scenario, ending at a redshift not much higher than 6. However, as demonstrated in Section 6.3.7,

Jeans smoothing due to early periods of heating can cause us to overestimate T0, particularly at z > 5.

Consequently, before we can make any firm conclusions about H I reionization, we must investigate

how robust these initial interpretations are to the Jeans smoothing from the heating itself. Fig. 6.16

shows how the measured T0 shift when correcting for the Jeans smoothing from a variety of ther-

mal histories. For the T0 based on the curvature there is a noticeable shift downwards in all bins

for all thermal histories, except that of late reionization (model TZ9). This correction suppresses the

apparent increase in T0 between z ∼ 5−6 seen in the raw measurements, and instead the results clus-

ter around the late-time thermal asymptotes of quasar-like (dotted line) and star-like (dashed line)

ionizing spectra. Models T15S and T15F show the limiting case of instantaneous reionization (at a

middling redshift) with and without a heat injection at z < 4.5 from He II reionization, respectively. By

looking at models TZ9, TZ12 and TZ15, we can compare how late, middling and early reionization

would appear in the data. If the redshift evolution of the corrected T0 disagrees qualitatively with that

required by the assumed thermal history, then that model can be tentatively discarded. Based upon

the curvature-derived T0, a middling reionization redshift is preferred (model TZ12, where reioniza-

tion ends at z ∼ 9), as the corrected temperatures are then all consistent with a single asymptote -

that of Pop II stars. Instantaneous reionization, such as in models T15S and T15F, produces a smaller

correction, and so shifts the points onto the thermal asymptote of a harder spectrum. However, even

in the absence of a substantial population of high-redshift quasars, a hard ionizing spectrum could be

possible due to a reasonable contribution from metal-free Pop III stars, or hardening of the ionizing

spectrum as it is reprocessed by the IGM. As such, a short reionization epoch is difficult to rule out.

Similarly, a late reionization cannot be ruled out (since it need not reach the asymptote before heating
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(a) The T0 measurements from the curvature statistic when corrected for the Jeans smoothing
by a variety of thermal histories.

(b) The T0 measurements from the separation-peakiness statistic when corrected for the Jeans
smoothing by a variety of thermal histories.

Figure 6.16: Our measured T0 after applying a correction due to the Jeans smoothing by an earlier epoch of
heating, for several different thermal histories. The dotted line is the thermal asymptote expected from hard
quasar-like ionizing sources with α= 1.5, whilst the dashed line is that expected from star-like ionizing sources
with α= 3.0. All error bars are 2σ. Top: The corrected T0 from the curvature statistic. Assuming only the fiducial
heating of our calibration simulations (top left) the points cool from z = 5.6 to z = 4.4 and asymptote at the tem-
peratures expected for a hard ionizing spectrum. However, correcting for the Jeans smoothing from an earlier
period of heating lowers the T0, particularly at z > 5 where the strong evolution can be completely suppressed.
Bottom: The corrected T0 from the separation-peakiness statistic. Assuming only the fiducial heating of our cali-
bration simulations (top left) the points cool from z = 5.6 to z = 4.8 and asymptote at the temperatures expected
for a soft, star-like ionizing spectrum. Similar to the curvature, correcting for the Jeans smoothing from an ear-
lier period of heating lowers the T0, particularly at z > 5, although this leads to thermal asymptotes that require
very soft ionizing spectra. As such, scenarios with little Jeans smoothing are preferred, which for these thermal
histories is best satisfied by a late reionization (bottom left).
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again with He II reionization), nor can an early reionization (see Model C in Fig. 2 of Hui and Haiman,

2003). Overall, even though an extended (∆z & 3) reionization completing at z ∼ 9 is marginally pre-

ferred by the corrected T0 from the curvature, neither the redshift evolution nor the absolute values

can reject any of the other possible reionization histories.

To try and break this degeneracy between temperature and Jeans smoothing, we turn to the al-

ternate measurements of the small-scale structure provided by the separation-peakiness statistic.

As demonstrated in Fig. 6.12, the statistics suffer from somewhat different degeneracies in differ-

ent temperature-Jeans smoothing regimes, so together they may provide complementary constraints.

The corrections for Jeans smoothing are smaller than those based on the curvature, and so the points

at 3.8 < z < 5.0 keep their asymptotic behaviour. This provides a useful handle with which to test

models. The instantaneous reionization models (T15F and T15S) shift the temperatures onto a ther-

mal asymptote for an ionizing spectrum softer than a stellar source. This is the opposite problem to

that faced with the corrected temperatures from the curvature. As discussed earlier, whilst several

processes may harden the ionizing spectrum, softening it is difficult to achieve theoretically. We use

this behaviour to argue against a short reionization. Similarly, for a middling reionization the thermal

asymptote requires α ∼ 4.5, which is an implausibly soft ionizing spectrum. The T0 corrected for an

early reionization demonstrates a dip at z ∼ 5. Whilst this behaviour does not by itself automatically

eliminate the possibility (T0 will approach the asymptote from below for early reionization scenarios),

such a dip would be expected at z & 10, and so it is inconsistent with that expected for an early reion-

ization. We note too that an early reionization with a lower peak temperature than in model TZ15

would create less smoothing (and thus a smaller correction). However, in such a scenario, the mea-

sured increase in T0 at z & 5 remains, and this is again inconsistent with the expected thermal history

for an early reionization. Our raw measured T0 at z ∼ 4− 5 already imply a soft ionizing spectrum,

so any thermal histories that would entail large temperature corrections due to Jeans smoothing are

disfavoured. Out of our tested thermal histories, the smallest corrections are for a late reionization

scenario. Within this model, the corrected T0 at z ∼ 4−5 lie upon the thermal asymptote expected

from the ionizing spectrum of Pop II stars, and there is a factor of ∼ 2 increase in T0 from z ∼ 5.0 to

z ∼ 5.6. This increase is consistent with that suggested by the drop in Γbkg measured by Calverley et al.

(2011) over the same redshift range, and could be interpreted as the temperature evolution expected

after an extended, late hydrogen reionization. However, we have not tested the sensitivity of the peak-

iness statistic to spatial fluctuations in the UV background, variations in σ8, nor have we carried out

any box size or resolution convergence tests. We leave it to future work to establish the importance

of these parameters, although they could have a noticeable impact on the size of our error bars, and

thus increase the range of permitted reionization scenarios.

Upon the completion of reionization the temperature drops rapidly due to the adiabatic expan-

sion of the Universe, before reaching thermal equilibrium with sources of photoheating. During this

initial cooling, the temperature should vary as T0 ∝ (1+ z)2. Fitting this model to our measured red-

shift evolution in T0 at z ≥ 5 should therefore constrain the redshift the Universe was last at a given

temperature. Thus for an assumed peak temperature, this can give a rough indication of when reion-

ization ended. Using the T0 from the separation-peakiness statistics, corrected for the Jeans smooth-
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Figure 6.17: Suggested thermal evolution at higher redshift based upon the measured separation-peakiness
statistics, assuming our fiducial γ and Jeans smoothing consistent with late reionization. The points at z & 4.8
are well fit by a line that varies as (1+ z)2, suggesting adiabatic cooling. The solid line represents the best fit
through the points. If T0 peaks at a value of 2−3×104 K at the end of reionization (Furlanetto and Oh, 2009),
and cools only adiabatically afterwards, then these temperatures would be reached at z ∼ 6−7, suggesting a late
reionization. The dashed lines represent other allowed thermal evolutions consistent with our 2σ errors, and
the dash-dotted line is the late-time thermal asymptote expected from H I and He I reionization by a soft stellar
ionizing spectrum.

ing expected from late reionization, the points at z & 4.8 are well described by adiabatic cooling (see

Fig. 6.17). Within a simple model where this evolution continues to higher redshift, then T0 = 2×104 K

at z = 6.0 and T0 = 3×104 K at z = 6.8. Thus, for reasonable peak temperatures for H I reionization (see

Furlanetto and Oh, 2009) our toy model suggests reionization ended at 6 . z . 7, although the large

error bars on our z > 5 points mean they are consistent with a wide range of other thermal histories.

We caution that our model is highly simplified and ignores any deviations from pure adiabatic cooling

after the peak T0. Such deviations might be expected from an extended, inhomogeneous reionization

(Gleser et al., 2005; McQuinn et al., 2009), and would push the peak temperature to higher redshift.

Improving the precision of our z > 5 temperatures with more quasar sightlines is the best way to

further constrain the allowed thermal histories, combined with independent measurements of the

amount of Jeans smoothing using close quasar pairs (Peeples et al., 2010).

6.5 Conclusions

We have presented measurements of the temperature of the intergalactic medium (IGM) at 3.8 <

z < 5.8 using the small-scale structure in the Lyα forest. These are the first measurements of the

temperature in the general IGM at z > 5.

The small-scale structure of the forest was quantified using two independent statistics: the curva-
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ture, which has been used successfully by Becker et al. (2011a) at lower redshifts, and a new statistic

called the peakiness. Importantly, the peakiness does not require accurate continuum fitting, which is

a difficult procedure at z > 5. These parameters were measured for sections of forest 10h−1 comoving

Mpc long, and then compared with simulations in order to convert them into a temperature.

We measured the temperature at an optimal overdensity, T (∆), where the temperature is a near

one-to-one function of both statistics. From this we inferred the temperature at mean density, T0, for

an assumed slope of the temperature-density relation, γ. Each statistic traces gas near the mean den-

sity, meaning that T (∆) ≈ T0 at z > 5, and so we avoid systematic biases due to the large uncertainties

in γ at high redshift.

Both statistics measure a decline in T (∆) from z = 5.6 to 3.8. Since we are largely independent

of γ, our redshift evolution of T0 is very similar. The T0 as measured with the curvature are roughly

∼ 2− 3× 103 K higher than those measured with the separation-peakiness statistics. The curvature

measurements suggest temperatures at z < 4.6 that are consistent with the thermal asymptote ex-

pected if the sources responsible for H I reionization had a hard quasar-like spectrum. Those from the

separation-peakiness measurements are instead consistent with the thermal asymptote of a stellar-

like spectrum. The value of T0 at z ∼ 4 as measured with the separation-peakiness statistic is lower

than any equivalent value of T0 reported at similar redshifts in the literature.

Heating associated with H I reionization can smooth out the underlying gas density distribution.

This is known as Jeans smoothing, and can introduce a substantial bias into our T0 measurements,

particularly at z > 5. The apparent decrease in T0 from z = 5.6 to 4.8 can be reproduced by a non-

evolving T0 combined with an IGM smoothed by a period of extended heating at z > 9. The T0 mea-

surements derived from the curvature, corrected for the Jeans smoothing by a number of possible

thermal histories, do not favour any one model. The measurements from the separation-peakiness

statistic favour only small corrections for Jeans smoothing, as otherwise the corrected T0 at z ∼ 4−5

suggest an implausibly soft ionizing spectrum. Out of the models tested, this constraint is only sat-

isfied by a late reionization scenario. In that case, we recover a thermal evolution at z & 5 suggestive

of the rapid adiabatic cooling expected after the end of H I reionization. This measured change in

temperature from z ∼ 5 to z ∼ 6 by a factor of ∼ 2−3 is consistent with the drop in the ionizing back-

ground by a factor ∼ 5 measured by Calverley et al. (2011) over the same redshift range. Extrapolating

this thermal evolution to higher redshifts within a simple model suggests that for a range of realistic

peak IGM temperatures, H I reionization may have completed at 6 . z . 7. The large uncertainty in

our T0 at z > 5 does however allow for a range of other possible reionization histories, and so we hope

to improve the constraints on these points via more quasar sightlines, and independent measure-

ments of the Jeans smoothing with close quasar pairs.

The results presented here represent the highest redshift measurements of the temperature of the

IGM to date, and offer a tantalising glimpse of one of the smoking guns of hydrogen reionization.

Future observations with the next generation of optical and near-infrared telescopes will be able to

take many high-S/N, high-resolution spectra of faint quasars at z ∼ 5−6, vastly improving the data

set available for this kind of measurement, and so help us to formulate a more robust picture of both

when and how H I reionization occurred.
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7
Conclusions

QUASARS are highly luminous objects, and their spectra provide a wealth of information about

the gas between them and the Earth. This gas is known as the intergalactic medium (IGM). It

holds a significant fraction of baryons in the Universe, and its diffuse nature means it is an excellent

tracer of large-scale structure. In this thesis, I have used high-resolution quasar spectra in conjunc-

tion with state-of-the-art hydrodynamical simulations to probe the IGM at high redshift, focusing on

the ionization and thermal state of the gas. In Section 7.1 I outline the main conclusions from my

thesis, and the constraints placed on hydrogen reionization. Finally, in Section 7.2 I look at where

future progress may be made in answering some of the unresolved questions in the field.

7.1 Main conclusions

After reionization, the ionization state of the IGM is set by the intensity of the metagalactic ultravi-

olet background (UVB), the net ionizing radiation field that pervades the Universe. In the literature,

the UVB intensity has been estimated using two different methods: measuring the mean flux within

the Lyα forest and comparing it to simulations, and measuring the strength of the ‘proximity effect’

blueward of the Lyα emission line in quasar spectra. Both of these methods are investigated in this

thesis.

In Chapter 3, the mean-flux method is tested against a new technique that uses the entire flux

probability distribution function (PDF). With this PDF, a probability is determined for the flux of each

pixel in a spectrum and a maximum-likelihood approach is used to calculate the best-fitting UVB

intensity, as measured by the hydrogen photoionization rate, Γbkg. This test is done on simulated
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spectra of the Lyα forest at z = 2−6, for which the gas density distribution and thermal state of the

gas are known. Comparison of the results shows that the likelihood function is driven by pixels near

the mean flux, and so it is the shape of the PDF near the mean that is the most important. The mean-

flux method implicitly assumes a flat PDF, so the maximum-likelihood technique can only improve

upon it when this is a poor approximation of the true shape. This is true when the flux PDF is sharply

peaked close to the mean, such as when the majority of pixels are near zero flux or the continuum.

However, noise smoothes out these steep gradients so that for spectra with a signal-to-noise ratio

S/N ≤ 20 this advantage is essentially eliminated. Consequently, the precision of estimates of Γbkg are

only marginally increased for very high S/N spectra when using the entire flux PDF, in comparison to

only using the mean flux. It should be noted, however, that this was only tested in the limiting case

of perfect knowledge about the underlying gas density distribution and thermal state of the IGM. In

practice, uncertainties in estimates of Γbkg from the mean flux are dominated by the uncertainties

in these two parameters, particularly at high redshift. Importantly, the shape of the flux PDF can be

used to constrain the density and temperature distributions, and thus knowledge of the entire flux

PDF can improve the precision in observational estimates of Γbkg.

The classical method of measuring Γbkg is through studies of the ‘proximity effect’ in quasar spec-

tra. This effect is due to the ionizing photons emitted by the quasar, which decrease the neutral frac-

tion in the local gas, resulting in enhanced transmission blueward of the Lyα emission line (the ‘prox-

imity region’). In Chapter 4, the strength of this effect is quantified by introducing the parameter Req,

which represents the line-of-sight distance away from the quasar at which its ionizing output equals

that of the UVB. It is calculated by correcting the optical depths in the proximity region for the ex-

pected effect of the quasar, until the mean flux in the proximity region equals the observed flux in the

Lyα forest. Γbkg is then estimated by combining the measured Req with an estimate of the luminosity

at the Lyman limit, Lν0 . These results are the highest-redshift proximity-effect measurements of Γbkg

to date, and are consistent with estimates based upon the mean flux. There is a large decline in Γbkg

with redshift, from log(Γbkg) = −12.15±0.16 at z ∼ 5 to log(Γbkg) = −12.84±0.18 at z ∼ 6. The mea-

sured errors are dominated by uncertainties in the systemic quasar redshifts and in the mean flux of

the Lyα forest. The UVB intensity measured from individual sightlines is seen to decline smoothly

with redshift over 4.6 < z < 6.4. It shows no sign of the rapid decline which may be expected in the

late stages of reionization, when there is a rapid change in the attenuation length of ionizing photons.

When combined with estimates of the evolution of the mean free path of ionizing photons, the mea-

sured decline in Γbkg suggests a decline in the ionizing emissivity of roughly a factor of two from z ∼ 5

to 6.

At z ∼ 2−4, estimates of Γbkg from the proximity effect are systematically higher than those based

upon the mean flux of the Lyα forest. This is often attributed to the environment the quasar resides

in. In Chapter 5, several sources of potential systematic bias are investigated to test the sensitivity of

the proximity effect to the quasar environment at z ∼ 5−6. The most luminous quasars are thought

to reside in large dark matter haloes of mass ∼ 1013 M⊙ at z ∼ 6. Such an overdensity will change

the density distribution of the IGM in their vicinity. The quasar will therefore ionize a smaller volume

than if it was in a region of the IGM with a density closer to the global mean density. As a result, the de-



7.1 Main conclusions 139

rived value of Req would be underestimated, and so Γbkg overestimated. However, the bright quasars

studied in this thesis all have a derived Req much larger than the extent of the largest overdensities at

these redshifts. Consequently, the average density within the proximity region is only slightly above

the mean density, and so the overestimate in Γbkg is likely to be small (∼ 0.1 dex). It should be noted

that the situation is somewhat different at z ∼ 2−4, where the overdensities will have grown through

hierarchical structure formation, and the UVB is higher. At these lower redshifts, Req will be compa-

rable in size to the extent of the overdensity, and thus the average density in the proximity region may

be noticeably more than the global mean density. This leads to an overestimation in Γbkg, and hence

the observed discrepancy with independent measures of the UVB from the mean flux. The contri-

bution of low-luminosity ionizing sources clustered around quasars is negligible at z ∼ 5−6. Parcels

of optically-thick neutral gas in the vicinity of a quasar, known as Lyman limit systems (LLSs), will

modify the 1/r 2 drop-off in ionizing flux assumed by the proximity effect. This again will truncate the

size of the proximity region, and so Γbkg will be overestimated. However, even for a rather generous

estimate of the frequency of LLSs, the overestimate in Γbkg is small (∼ 0.1 dex). Finally, the hard ioniz-

ing photons from the quasar will locally ionize He II and thus boost the temperature in the proximity

region. This increases the transmission, so Req is overestimated and Γbkg underestimated. Based on

reasonable assumptions about the size of this temperature boost, the underestimate in Γbkg is com-

parable to the combined effect of the other two parameters (∼ 0.2 dex) but in the opposite sense.

The proximity effect should therefore give relatively unbiased estimates of Γbkg at z > 5, in contrast

to lower redshifts, and so differences with other independent measures are unlikely to be due to the

quasar environment.

The statistical properties of the Lyα forest are determined by both cosmological and astrophys-

ical parameters. Out of the latter, the two most important are the ionization and thermal state of

the gas. Whilst Chapters 3−5 concentrate on the ionization state, Chapter 6 investigates the thermal

state of the gas. This is intricately linked to reionization, since photoionization heats the gas. Pho-

toionization equilibrium of the IGM is reached after reionization, and competing heating and cooling

processes produce a tight power-law temperature-density (T −∆) relation in low-density gas of the

form T (∆) = T0∆
γ−1, where T0 is the temperature at mean density. Varying T0 or γ will affect the level

of small-scale structure in the Lyα forest, so measuring the observed level can constrain the T −∆

relation. In this chapter, the small-scale structure is quantified using two independent statistics: the

‘curvature’, and the ‘peakiness’. The former is essentially the second derivative of the flux and has

been used successfully at lower redshifts. The latter, meanwhile, is newly developed for analysing

the high-redshift Lyα forest and measures the relative depth of a minimum between two maxima in

the flux spectrum. Both statistics are measured for short sections of forest, and then compared with

simulations in order to convert them into a temperature. These are the first measurements of the tem-

perature in the general IGM at z > 5. The temperature is measured at a well-chosen overdensity, ∆,

for which T (∆) is independent of γ, and T0 is then calculated for reasonable assumptions for γ. Since

∆ is very close to the mean density, T (∆) ≈ T0. Both statistics measure a decline in T0 from z = 5.8 to

3.8, although those returned by the peakiness are ∼ 2000−3000 K lower than those from the curva-

ture, and are lower at z ∼ 4 than any other T0 in the literature. The curvature measurements suggest
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temperatures at z < 4.6 that are consistent with the thermal asymptote expected if the sources respon-

sible for H I reionization have a hard quasar-like spectrum. Those from the peakiness measurements

are instead consistent with the thermal asymptote of a stellar-like spectrum. The measured change

in temperature from z ∼ 5 to 6 by a factor of ∼ 2− 3 is consistent with the drop in Γbkg by a factor

∼ 5 as presented in Chapter 4. This is calculated by scaling the assumed T0 used in estimates of Γbkg

derived from the mean flux, until those estimates match the Γbkg derived from the proximity effect,

since any difference between the two is not likely to be due to the quasar environment. The curvature

and peakiness measurements over z = 5.6 to 4.8 can alternatively be reproduced by a non-evolving

T0 if the IGM is smoothed by a period of extended heating at z > 9. The T0 measurements derived

from the curvature, corrected for the Jeans smoothing by a number of possible thermal histories, do

not favour any one model. The measurements from the peakiness statistics favour only small cor-

rections for Jeans smoothing, as otherwise the corrected T0 at z ∼ 4− 5 suggest an implausibly soft

ionizing spectrum. Out of the models tested, this constraint is only satisfied by a late reionization

scenario. In that case, the recovered thermal evolution at z > 5 is suggestive of the rapid adiabatic

cooling expected after the end of hydrogen reionization.

Implications for hydrogen reionization

The work presented in this thesis in Chapters 4 and 6 provides valuable constraints on hydrogen

reionization. In Chapter 4, a smooth decline in Γbkg, as measured from individual sightlines, is seen

over 4.6 < z < 6.4 (see Fig. 4.7). Since the UVB intensity is proportional to the mean free path of ioniz-

ing photons, this implies that the mean free path also evolves smoothly over the same redshift range.

At the very end of reionization, the mean free path is expected to evolve rapidly as the H II bubbles be-

gin to overlap. Consequently, the smooth redshift evolution of Γbkg suggests that overlap happens at

z > 6.4. However, when combined with estimates of the mean free path based upon the abundance of

LLSs, the drop in Γbkg from z ∼ 5−6 by a factor of ∼ 5 corresponds to a drop in the ionizing emissivity

by a factor of ∼ 2. The emissivity is already very low at z = 6 and so this evolution cannot continue

to much higher redshifts without reionization failing to complete by z = 6. Thus, unless there is a

substantial increase in the emissivity at very high redshifts, the end of reionization, while potentially

before z = 6.4, appears unlikely to occur much earlier.

In Chapter 6, T0 is measured to increase by about a factor of two from z = 4.4 to 5.6 (see Fig. 6.13),

regardless of the statistic used to determine the temperature. This result could possibly be due to a

smoother underlying gas density distribution in the IGM than we have used in the simulations. How-

ever, large corrections for this effect lower the temperatures at z ∼ 4−5, as measured by the peaki-

ness, to values that require an implausibly soft ionizing spectrum. Therefore, small corrections are

preferred. There are two main impacts of this constraint on the size of the corrections. First, correc-

tions are small if reionization is late, very rapid, or has a cool peak temperature, or if any combination

of these factors are true. Secondly, if the corrections are small, then the rough factor of two change

in T0 at z > 5 is still detected. Since the IGM retains a relatively short-term memory of the heating

by reionization, the measured redshift evolution of T0 implies a recent heating event, which peaked
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in temperature at z & 6. During reionization the peak temperature is expected close to the end of

overlap, so this could be taken as evidence for a late reionization, with overlap at z & 6. However, a

tentative upper limit can be placed on when overlap occurred, based upon assumptions about the

redshift evolution of T0 and the peak temperature. In the simplest model of the thermal history span-

ning reionization, after reaching a peak temperature the IGM cools adiabatically due to the expan-

sion of the Universe. The temperatures returned by the peakiness statistic at z ≥ 4.8, after correcting

for the smoothing of the gas density distribution by a late reionization, are well fit by an adiabatic

cooling curve. Assuming this continues to higher redshift, and assuming a peak temperature during

overlap of 2−3×104 K, then within the framework of this simple model. overlap may have been at

6 . z . 7, although the range 5.5 . z . 8 is consistent with the 2σ errors on the measured T0 (see

Fig. 6.17). Finally, the corrected temperatures at z ∼ 4−5 are consistent with the dominant ionizing

sources responsible for hydrogen reionization being Pop II stars within star-forming galaxies, rather

than sources with hard spectra such as active galactic nuclei (AGN).

The key conclusions from this thesis, with regard to hydrogen reionization, are therefore the fol-

lowing:

• A smooth redshift evolution in Γbkg suggests that the end of reionization is at z > 6.4.

• The corresponding drop in the ionizing emissivity implies, however, that the end of reionization

can not be much higher than 6.4, otherwise it would fail to complete.

• An increase in the temperature of the IGM by about a factor of two between z = 4.4−5.6 may

be the first detection of the adiabatic cooling expected after the end of reionization. If so, then

for reasonable peak temperatures, overlap may have occurred at 6. z . 7.

• The temperature of the IGM at z ∼ 4−5 implies that hydrogen reionization was carried out by

ionizing sources with soft spectra, such as Pop II stars.

The overall picture, therefore, is of a late, extended reionization, with most of the ionizing pho-

tons coming from high-redshift, star-forming galaxies. Together, the redshift evolution of the UVB

intensity and the IGM temperature suggest that reionization possibly ended at 6.5 . z . 7. Although

the temperature evolution would be consistent with overlap occurring at higher redshifts, this would

be difficult to achieve considering the evolution in the ionizing emissivity. It should be emphasised

that this upper limit on the redshift at the end of reionization requires several simplifying assump-

tions about the temperature evolution of the IGM after reionization, and ignores the possibility of a

substantial increase in the emissivity at very high redshifts. Modifying either of these assumptions

can accommodate overlap at higher redshifts. However, there are reasons to believe that overlap at

6.5 . z . 7 is not unreasonable. The recent measurement of the neutral fraction, xHI > 0.1, from the

near zone of the z ∼ 7.1 quasar by Mortlock et al. (2011) suggests that, at least along that sightline,

overlap happened at z < 7.1. The truncated near zone, however, could be due to a LLS very close to

the quasar, and although this happens only rarely in simulations (Bolton et al., 2011), more quasars

need to be observed in this redshift range to verify this result. Similarly, theoretical models designed
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to match the observed star formation rate history also suggest that hydrogen reionization ended close

to redshift seven (Haardt and Madau, 2011; Shull et al., 2011). Overall, it appears that observational

evidence for the redshift of overlap could soon be within our grasp.

7.2 Outlook

The work in this thesis has raised several possible avenues for future research. Measurements of the

proximity effect in the spectra of more quasars at z ∼ 5−6 will decrease the statistical errors on the

UVB, and the accuracy of these measurements can be improved through better modelling of the prox-

imity region. The most pressing work, however, is on the thermal state of the IGM. As demonstrated in

Chapter 6, at z > 5 there is a strong degeneracy between the instantaneous temperature, as measured

by both the curvature and peakiness statistics, and the smoothness of the gas density distribution.

On the other hand, this redshift range is also where a strong rise is detected in T0. The robustness

of this result, therefore, depends on determining the smoothness of the gas. As shown in that chap-

ter, large corrections for Jeans smoothing would lower the measured temperatures at z ∼ 4−5 onto

the thermal asymptote for an implausibly soft ionizing spectrum. However, this is only for temper-

atures measured from the peakiness, and there may be systematic errors that are unaccounted for

that would alleviate this discrepancy. Consequently, an independent measure of the Jeans smoothing

at z > 5 is required. Close quasar pairs are a possible way of approaching this, as if their Lyα forest

spectra are similar at a given redshift, then the Jeans length is greater than the transverse separation

between the sightlines (Peeples et al., 2010). To probe the expected scales, though, requires sightlines

separated by ∆θ. 15 arcsec. Unfortunately, there are no known quasar pairs at z > 5 with this sepa-

ration (for example, the quasars used by Gallerani et al., 2008a, to claim a detection of the transverse

proximity effect at z = 5.65 were separated by 109 arcsec). However, an early reionization will still

leave the IGM substantially smoother at z ∼ 4−5 than a late reionization (see Fig. 6.11), so measure-

ments of the Jeans smoothing at these redshifts may be our best prospect, since there is a greater

chance of finding a sufficiently close quasar pair. Constraints on the Jeans smoothing may also come

from the detection of excess power in the flux power spectrum of the Lyα forest on scales of the Jeans

length, which is expected to be larger than the thermal broadening scale.

The coming decade is likely to be full of very exciting advances in our understanding of hydrogen

reionization and the high-redshift Universe. In the previous section I specified the redshift range

6.5. z . 7 as potentially containing the end of reionization, and in the next few years we should start

to have a much clearer picture as to whether or not that is true. Quasar spectra will be one of the

best probes of this period, as quasars can be bright enough for high-S/N spectroscopy even in this

redshift range. Although the Gunn-Peterson trough saturates for a neutral fraction of order ∼ 10−3,

only a substantially more neutral IGM (neutral fraction of order ∼ 10−1) will lead to a damping wing

profile blueward of Lyα (see Fig. 7.1 and Miralda-Escudé, 1998). Consequently, detection of such a

damping wing within quasar spectra would be strong evidence that the IGM at that redshift is being

observed before the end of reionization. Bright quasars become increasingly rare at high redshift,

however, and at z > 6.5 the Lyα emission line moves into the infrared. The discovery of quasars in this
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Figure 7.1: The Lyα emission line spectrum of a quasar embedded in a highly neutral IGM. The blue line is
the intrinsic emission, whilst the red line shows the observed spectrum after absorption by the IGM. Although
the Gunn-Peterson trough can become saturated in a highly ionized IGM, the presence of a damping wing is
indicative of a substantially more neutral IGM. Detection of such a damping wing in several quasars would be
strong evidence that reionization was not complete by the quasar redshifts. Figure taken from Willott (2011).

epoch therefore requires large-area, near-infrared (NIR) surveys. Two such surveys that are currently

ongoing are the Large Area Survey (LAS) with the UK Infrared Telescope (UKIRT) Infrared Deep Sky

Survey (UKIDSS)1 and the Visible and Infrared Survey Telescope for Astronomy (VISTA)2 Kilo-Degree

Infrared Galaxy Survey (VIKING). The former was responsible for the discovery of the z ∼ 7.1 quasar

by Mortlock et al. (2011), where the presence of a damping wing has been used to suggest that we are

seeing the first quasar found during the epoch of reionization. Very recently, it was also announced

that the latter has discovered two quasars at z ∼ 6.8 and z ∼ 6.9 (Venemans et al., in prep.). NIR

surveys such as these are dependent upon deep optical data in order to aid in the identification of

low-redshift galaxies and stars that can mimic high-redshift quasars in their NIR photometry. Many

current NIR surveys can be supplemented with optical data from the SDSS, although several new

large-area optical-NIR surveys are planned (or already underway). One of the most notable is the

Panoramic Survey Telescope and Rapid Response System3 (Pan-STARRS) survey, which will consist

of four 1.8-m telescopes, the first of which began full time science observations in May 2010. When

complete, it will survey an area equivalent to the entire sky visible from Hawaii four times a month,

1http://www.ukidss.org/
2http://www.vista.ac.uk/
3http://pan-starrs.ifa.hawaii.edu/public/home.html
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Figure 7.2: The most robust candidates for high-redshift galaxies from the first results of the Brightest of Reion-
izing Galaxies (BoRG) survey. They were found using the Lyman-break technique as Y -dropouts, which would
correspond to z ∼ 8. BoRG58 (bottom panels) is bright enough to allow spectroscopic follow-up, and so makes a
good target for learning about the galaxy population potentially responsible for reionization. Figure taken from
Trenti et al. (2011).

to two magnitudes deeper and longer wavelengths than the SDSS. Looking further ahead, the Large

Synoptic Survey Telescope4 (LSST) is an 8.4-m telescope due to begin surveying the sky before the end

of the decade to even fainter magnitudes than Pan-STARRS. Also, planned space-based instruments,

such as the Wide Field Infrared Survey Telescope5 (WFIRST), will provide large-area deep NIR surveys

that, together with the optical data from the LSST, should find many high-redshift quasar candidates.

More quasars at z > 6.5, found with surveys such as these, will help establish if reionization does

indeed end at 6.5. z . 7.

At higher redshifts, substantial progress has been made in identifying galaxies at z ∼ 7−10 using

the Lyman-break technique. If reionization ends close to redshift 7, then these Lyman-break galaxies

(LBGs) are possibly the population responsible for reionizing the Universe. Unfortunately, most of the

photometrically-selected candidates are faint, making it difficult to spectroscopically confirm their

redshifts. Lehnert et al. (2010) claim to spectroscopically confirm a galaxy at z = 8.56 via its Lyα emis-

sion line, but this detection is controversial. The Brightest of Reionizing Galaxies (BoRG) survey6 aims

to find LBGs that are bright enough for secure spectroscopic confirmation. Fig.7.2 shows the two most

robust Y -dropout (z ∼ 8) candidates found from the first results of the survey (Trenti et al., 2011). Im-

portantly, BoRG58 (bottom panel) is roughly an order of magnitude brighter than the galaxy observed

by Lehnert et al. (2010), making it an ideal target for spectroscopic follow-up. Surveys such as these

will allow us to securely identify galaxies that are potentially deep within the epoch of reionization.

Much of the progress in finding these galaxies has come from the leap in sensitivity in the infrared

from the installation of the Wide Field Camera 3 (WFCAM3) on the Hubble Space Telescope (HST).

4http://www.lsst.org/lsst
5http://wfirst.gsfc.nasa.gov/
6http://casa.colorado.edu/ trenti/BoRG/index.html



7.2 Outlook 145

However, the James Webb Space Telescope (JWST), successor to the HST and due to launch in 2018,

will provide a similar leap again in sensitivity in the infrared. With JWST, spectroscopy of z ∼ 8−10

galaxies should become more routine, and some galaxies may even be identified via photometry out

to z ∼ 14. The next generation of ground-based Extremely Large Telescopes (ELTs), such as the Giant

Magellan Telescope (GMT), the Thirty Meter Telescope (TMT), and the European Extremely Large

Telescope (E-ELT), all with mirror diameters in excess of ∼ 25-m, will complement much of the work

done by JWST. Their sensitivity and resolution will enable us to study the high-redshift Universe in

unprecedented detail, so in the next few decades we stand to learn a great deal about the population

of galaxies that reionized the Universe.

Finally, JWST and the ELTs are fundamentally limited to only luminous objects, and so the last

word on reionization, and the Dark Ages that preceeded it, may instead come from 21 cm radiation.

This is emitted (or absorbed) by the neutral hydrogen gas itself, and so serves as a direct tracer of

neutral gas in the Universe. Radio telescopes currently being built, such as the Low Frequency Array

(LOFAR), may detect the signal from pre-reionization neutral hydrogen before the end of the current

decade. Future radio telescopes such as the Square Kilometer Array (SKA) may even be able to observe

out to higher redshifts than JWST, perhaps giving the first glimpses of the Dark Ages. With instruments

such as these, many of the questions surrounding reionization may finally be answered.
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Brinkmann, J., Bahcall, N. A., Connolly, A. J., Csabai, I., Doi, M., Fukugita, M., Geballe, T., Grebel,

E. K., Harbeck, D., Hennessy, G., Lamb, D. Q., Miknaitis, G., Munn, J. A., Nichol, R., Okamura, S.,

Pier, J. R., Prada, F., Richards, G. T., Szalay, A., and York, D. G.: 2001, A Survey of z > 5.8 Quasars in

the Sloan Digital Sky Survey. I. Discovery of Three New Quasars and the Spatial Density of Luminous

Quasars at z ∼ 6, AJ 122, 2833

Fan, X., Strauss, M. A., Becker, R. H., White, R. L., Gunn, J. E., Knapp, G. R., Richards, G. T., Schneider,

D. P., Brinkmann, J., and Fukugita, M.: 2006b, Constraining the Evolution of the Ionizing Back-

ground and the Epoch of Reionization with z ∼ 6 Quasars. II. A Sample of 19 Quasars, AJ 132, 117

Fan, X., Strauss, M. A., Richards, G. T., Hennawi, J. F., Becker, R. H., White, R. L., Diamond-Stanic,

A. M., Donley, J. L., Jiang, L., Kim, J. S., Vestergaard, M., Young, J. E., Gunn, J. E., Lupton, R. H.,

Knapp, G. R., Schneider, D. P., Brandt, W. N., Bahcall, N. A., Barentine, J. C., Brinkmann, J., Brew-

ington, H. J., Fukugita, M., Harvanek, M., Kleinman, S. J., Krzesinski, J., Long, D., Neilsen, Jr., E. H.,

Nitta, A., Snedden, S. A., and Voges, W.: 2006c, A Survey of z > 5.7 Quasars in the Sloan Digital Sky

Survey. IV. Discovery of Seven Additional Quasars, AJ 131, 1203

Fan, X., Strauss, M. A., Schneider, D. P., Becker, R. H., White, R. L., Haiman, Z., Gregg, M., Pentericci, L.,

Grebel, E. K., Narayanan, V. K., Loh, Y., Richards, G. T., Gunn, J. E., Lupton, R. H., Knapp, G. R., Ivezić,
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