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Abstract

Estimated Taylor rules became popular as a desnript monetary policy conduct. There are
numerous reasons why real monetary policy can pmm@agtric and estimated Taylor rule
nonlinear. This paper tests whether monetary palary be described as asymmetric in three
new European Union (EU) members (the Czech Republiagary and Poland), which apply
an inflation targeting regime. Two different empai frameworks are used: (i) a Generalized
Method of Moments (GMM) estimation of models thdibw discrimination between the
sources of potential policy asymmetry but are comaed by specific underlying relations
(Dolado et al., 2004, 2005; Surico, 2007a,b); and (flexible framework of sample splitting
where nonlinearity enters via a threshold variabid monetary policy is allowed to switch
between regimes (Hansen, 2000; Caner and Hansed).2We find generally little evidence
for asymmetric policy driven by nonlinearities imomomic systems, some evidence for
asymmetric preferences and some interesting evdemc policy switches driven by the
intensity of financial distress in the economy.
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1. Introduction

Since Taylor's (1993) influential paper there hasi vast research about the way central
banks handle interest rate setting. Clarida gt1&98, 2000) propose that central bankers are
proactive rather than reactive and set interessratith respect to expected values of
macroeconomic variables. Estimated monetary potides typically take a linear form
assuming that monetary policy responds symmetyictdl economic developments. A
theoretical underpinning of a linear policy rulethe linear-quadratic (LQ) representation of
macroeconomic models with an economic structureiraed to be linear and the policy

objectives to be symmetric (the loss function iadpatic).

However, when the assumptions of the LQ framewokk relaxed, the optimal monetary
policy can be asymmetric, which can be represehied nonlinear monetary policy rule.
The first source of policy asymmetry lies in thenlearities in the economic system. A
common example of such nonlinearity is a steepiéation-output trade-off when the output
gap is positive. The convexity of the Phillips cairffPC) implies that the inflationary effects
of excess demand are larger than the disinflatioeffects of excess supply (e.g. Laxton et
al., 1999). This can lead optimizing central baskerbehave asymmetrically (Dolado et al.,
2005). However, asymmetric monetary policy can disorelated to genuinely asymmetric
preferences of central bankers. While central bankkie past were prone to inflation bias
due to a preference for high employment or unaagtaabout its natural level (Cukierman,
2000), reputation reasons can drive central baekpecially those pursuing inflation-
targeting, to have an anti-inflation bias, whichame that they respond more actively when
inflation is high or exceeds its target value (Ridfrcia, 2004). In any case, it seems
plausible that real monetary policy conduct is tomplex to be described by a simple linear
equation and nonlinear representation of the moyepalicy can be more appropriate

irrespective of its underlying sources.

Numerous empirical studies have provided evideheg¢ monetary policy setting of many
central banks can really be characterized as asymem&he asymmetric loss function was
found to affect the decisions of the Bank of Endléhaylor and Davradakis, 2006) and the

! Asymmetric monetary policy implies that monetaofigy rule or the Taylor rule, which is a schematian of
policy reaction function, is nonlinear.



US Fed (Dolado, et al., 2004). Bec et al. (2002ifican that the US Fed, Bundesbank and the
Bank of France responded more actively to inflatloming economic booms. Leu and Sheen
(2006) and Karadelinkli and Lees (2007) detect symmanetric response to the output gap by
the Reserve Bank of Australia. Surico (2007a) ctathmat the European Central Bank ECB
responded in its early years more strongly to dugpmtraction than expansions and that the
level of the interest rate itself was a source aicy asymmetry. Surico (2007b) establishes
similar evidence on the FED’s asymmetric respoonsihé output gap in the pre-Vocker era
and quantifies the inflation bias induced by suclpalicy. The asymmetries due to the

convexity of the PC found in some European cousitfi@olado et al., 2005) and the ECB

(Surico, 2007a) were linked to wage rigidity in theropean countries.

The monetary policy in the new member states (NBIShe EU was subject to substantial
changes along their economic transition. They wegerimenting with diverse monetary
policy and exchange rate regimes until the lateD$98hen the policy regimes were settled in
line with the bipolar view. Some countries adoptedd exchange rate pegs, which put a
significant constraint on their monetary policygtBaltic States, Bulgaria, Cyprus, Malta),
while other economies decided to maintain an ovéledible exchange rate, allowing their
central banks to pursue internal macroeconomicetaygn particular price stability (Central

European Countries, Romania).

The empirical evidence on the monetary policy sgtin the NMS is rather limited. A few
studies (Maria-Dolores, 2005; Frommel and Schok2®f)6; Mohanty and Klau, 2007,
Vasiek, 2010a) provided some evidence on linear moygialicy rules. However, some
narratives suggest that monetary policy in the Nbh be asymmetric. In particular,
countries who adopted a regime of direct inflattangeting (DIT) can show asymmetric
behavior due to reasons of reputation. Horvath §@dds some evidence of an asymmetric
policy of the Czech National Bank after it adoptbi regime. The reason was the need to
gain credibility and to anchor inflation expectago On the other hand, DIT is flexible
enough to allow the policy makers not to contrandnd when inflation is slightly above the
target and the shocks are likely to be short-lii@ithder, 1997). Similarly, it seems plausible
that other concerns such as economic growth amhdial stability can lead to the temporal

dismissal of inflation targets.



In this paper, we test the hypothesis of asymmetnoetary policy in three Central European
NMS, the Czech Republic, Hungary and Poland, whoptetl the framework of DIT and
maintain a flexible exchange rate. We employ tw@ieical frameworks to test the policy
asymmetry: (i) a framework based on an underlyitgictural model, which allows
discrimination between the sources of policy asytmmbut is conditioned by the specific
model setting; and (ii) a flexible econometric feamork, where monetary policy switches
between two regimes, according to a threshold bkridBesides the common choice for the
threshold variable, inflation deviation from thegeat and the stance of the business cycle, we
use also a degree of financial stress in the ecgriorsee whether inflation-targeting central

banks behave differently when the economy is distrd.

The rest of the paper is organized as follows: k&t section briefly reviews the main
rationales for asymmetric monetary policy; in sactB, we present the empirical strategies
that will be used to test the policy asymmetry andection 4, our dataset. In section 5, we

review the empirical results and the last sectimmctudes.
2. Rationales for asymmetric monetary policy

While linear monetary policy rules can be derivedhie common LQ framework (Svensson,
1999; Clarida et al. 1999), the nonlinear policises when we allow for some departures
from this setting. The structure of the economyasnmonly described by two-equations,
tracking the evolution of inflation and the output:

7 =(1-B) 7+ POE[ . ]+ Ag{ v} + & 1)
Yo = (1= 44) Yoy + HE[ Y] - #{i -E[7.]} + ¢ @)
where 7z is the inflation rate,y, is the output gapi, is the nominal short-term interest rate

and ¢, and ¢, are supply and demand shock, respectively. Eqefiesents the AS schedule

or the PC and Eq. (2) is the inter-temporal IS eui¥hile the traditional backward-looking
model (Svensson, 1997) assumeés 1 =0, the New Keynesian model (Clarida et al., 1999)
is forward-looking £ = £ =1. The monetary authority is usually assumed tatsmtnominal

interest rate so as to minimize the loss function:

L= t{(m-7..) yox} 3)



wheref represents general functional form, which can badcatic if the preferences are
symmetric, 77 is the inflation target anat are other policy objectives such as exchange rate

stabilization or interest rate smoothing.

For a derivation of asymmetric monetary policy, efhiin practice is represented by a
nonlinear reaction function, both functional forinendg are importantWhile Dolado et al.
(2005) assume a case whegres convex, Dolado et al. (2004) propose a moresgersetting
with g that may not be linear aridnay not be quadratic, though both papers use lenaad-
looking model (8= =0). Surico (2007a,b) employs a forward-looking seit(5 = 1 =1)
with a linex form of the policy loss function, addiadditional policy objectiveg, in Eq. (3),

in particular that central banks wants to minimibe interest rate volatility around the
implicit target as well as the deviation of the remt interest rate from the past value.
Therefore, different combination of functional far(l)—(3) give rise to different versions of
nonlinear policy rule that can be brought to théad&lowever, imposing a specific model
structure can turn problematic given that manyaldds and their relations are not directly
observable. In addition, the NMS are small opemenues, where numerous external factors
may affect the domestic inflatiorr and outputy, and the relations itself can be subject to
structural change. Therefore, an alternative catohese an empirical framework that tracks

asymmetries in a monetary policy setting but doaisraely on the specific structure of the

model.
3. Empirical testing of asymmetric monetary policy

There are diverse empirical strategies to test maoyepolicy asymmetry. They typically
consist of an estimation of a monetary policy rhlat includes some nonlinear feature. We
define, as a benchmark, a linear forward-lookinghatary policy rule (Clarida et al., 1998,
2000), which can also be derived as optimal mogegpalicy in the New Keynesian model
(Clarida et al., 1999):

i =T+ p(E](m.-..)

where all the variables have the previous meanings the interest rate target, is the

Qt:|_n*;+s)+y(E[yt+k Qt:l)+£t (4)

nominal equilibrium interest ratek is the expectation operatof, is the information



available to the central bank at the time of potlegision ands, is the error term. Given that

real-time data, underlying the policy decision (€gphanides, 2001), is not available for the
NMS, we need to use actual realizations of theabdes as proxies of their expected values.

In addition, we allow for interest rate smoothifidnerefore, the observed short-term interest

rate is a combination of a rule-implied targieand the previous value of the interest riate

I, :pit—l+(1_p)(a+ﬁ(ﬂ{+12_ntf+12)+yyt)+Ut (5)
where all the variables have the previous meaningthe constant ternmp is the smoothing
coefficient, representing the strength of policerira, andy, is the new error term. The

partial-adjustment behavior is typically justifiéy the fact that sudden changes in interest
rate could have destabilizing effects on financrarkets but its true intensity is still the
subject of debate (Rudebusch, 2002, 2006). We se12, which corresponds to common
inflation targeting horizon, andl = 0, assuming that central banks respond to theemu
output gap. Given that the current value of theeptyal output is not observable, it must be
also proxied by ex-post data, which makes it alstemqtially an endogenous regressor. The

error termy, is a linear combination of forecast errors of ttigat-hand side variables and the
original exogenous disturbaneg. Therefore, it shall be orthogonal to the presefiormation
set Q,. We will fit the Eqg. (5) as a benchmark linear rabdsing GMM with common

Newey-West (1994) covariance estimator robust terbekedaticity and autocorrelation. The
instruments are three lags of short-term interagst, inflation rate, the output gap and interest

rate in the euro aréa.

3.1 Nonlinearities in the economic system

Monetary policy asymmetry can be related to noumlifiees in the economic system. In
particular, nominal price stickiness can cause alimear trade-off between inflation and
output. Dolado et al. (2005) derive nonlinear manetpolicy rule when the PC is convex.

They propose to augment the standard linear politg, such as Eq. (5), by an interaction

% There is a certain controversy about additionabbées that can affect the interest rate decisibmparticular,
small open economies could adjust the interest eae to the exchange rate or international interates.
However, the three NMS use the DIT, where the dtimgsice stability is the only official policy tget.
Moreover, there is no evidence that Hungarian aolisl central banks respond to any additional éeia
(Vasiek, 2010a). Although the interest rate of the earga turns sometimes significant in the estimatdity
rule of the Czech National Bank (Horvath, 2008, Wel§, 2010a), it is puzzling whether this means augen
aim to stabilize domestic interest rate vis-a-hiis ¢uro area or it is only an effect of the eusmanterest rate on
the Czech inflation forecast, which the centralkeesponds to. That is why we include the euro areaest
rate as instrument rather than regressor.



term of the expected inflation and the output gesergthat any inflationary pressures driven
by the output gap are larger if the PC is conveltictv calls for an additional interest rate

increase whenever the output gap is positive.

To implement empirically this framework, we estiman the first step a very simple

backward-looking PC defined as:

TL=a+ B +yy . + Yy, +u (6)
where the present inflation rate depends on its lagged valug, and a lagged output gap
Y,.,- The PC is nonlinear when the coefficieptis significantly different from zero, in
particular it is convex whenp >0 and concave wherp <0. Second, we estimate the
corresponding nonlinear policy rule:

= piy + (1= )@+ B( o= TE,0) 1y (o= 7 ) Vi) 0 )
where the positive and statistically significaniuea of the coefficient accompanying the
interaction term of inflation and outputis an evidence of rule asymmetry. In particulbe t

increase of the interest rate is more than propuatiwhen the inflation is above the defined

target or the output gap is positite.

3.2 Asymmetric preferences of the central bank

Asymmetric preferences with respect to economicaues represent another rationale why
the central banks can behave asymmetrically. Thay wlisproportionally decrease the
interest rate when the output is below its potérfteaprevent further recession) or increase it
when the inflation exceeds the specified targat ¢fedibility reasons). Dolado et al. (2004)
show that under asymmetric preference, the optpoéty rule is nonlinear, irrespective of
the form of the AS schedule. In their model whem ¢kntral bank assigns a higher weight to
positive inflation deviations from the target, thlation volatility (conditional variance)

becomes an additional argument in the monetargyalile

This claim can be empirically tested as followgsgiif the conditional inflation variance is
time varying, the residuals of the PC (Eq. (6)) lislsantain autoregressive conditional
heteroscedasticity (ARCH) effects. The null hypstheof conditional homoskedasticity can

be tested by means of an ARCH LM test. If the rutejected, Eq. (6) can be estimated more

3 As we allow the inflation target to vary in timee use an interaction term of inflation gap anddh#ut gap
rather than inflation rate and the output gap aladmet al. (2005).



efficiently using an ARCH-type of model. We use tbemmon GARCH (1,1) with the
variance equation defined as:

Oy =W Vi HV 07, (8)
where the conditional inflation varian<z1=;2,]I (one-period ahead forecast variance) depends on

the long-term variance (the constant ter@), the ARCH terméZ,_; (the squared residuals

from the last period), representing the impacte mformation about volatility from the last

period, and the GARCH term;t_l, representing the impact of forecast variance frioenlast

period. We obtain the estimate of the conditionflation variance?, , which is included as

mt

an additional regressor in an otherwise lineargyalule:
i = Py + (1= ) (@ + B( 7o = Tna) + Y + K0 ) 40 9)

If the coefficientx is positive and significant, the monetary policyeris nonlinear by virtue

of an asymmetric loss function of the central bank.

Surico (2007a, b) proposes a model with both asymenpreferences and nonlinear PC,
which leads to an exponential monetary policy rdlee way to bring such a nonlinear
equation to the data is a linearization using addrageries approximation around points where
the asymmetry-driving parameters are zero. Thigltes a policy rule:

= P+ (L P)a + B ) + 1,
(10)

*

+K1(nt-+12_77t.+12)2 "'szt2 +K3(77t-+ 12 ﬂ; 19 Y tK L(it _a)z +tU
where the asymmetric preferences enter via squareds of inflation and the output gap
while the inflation-output interaction term consphlas in Dolado et al. (2005), for potential
rule nonlinearity coming from nonlinearity in th€ PMoreover, the last term track potential

asymmetric preferences in terms of the deviationadfial interest rate from the estimated

equilibrium valueq .

3.3 Policy regimes with a threshold effect

The previous frameworks derive the nonlinear magetolicy rule assuming specific
functional forms and parameterizations of Egs. (d),and (3). Such a model-based approach
allows linking of the estimated coefficients of ghelicy rule to the parameters describing the

* To obtain consistent results of this estimatiolis itecessary to assure that the previous ARCH hiadenot
been misspecified and the estimated conditionahmee is not noisy. The misspecification is testganeans of
an LM test applied at standardized residuals freenGIARCH model, which must not be serially corralate



policy preferences and the structure of the econongwever, the results are greatly
conditioned given that the underlying relations ao¢ observable and can be more complex,
especially in the case of small open economies.ifgiance, as far as the PC (Eg. (1)) is
concerned, there is some evidence (Franta et@8,2Stavrev, 2009, Vagik, 2010b) that
inflation in the NMS holds both backward- and forddooking components and is
determined by diverse (external) factors aboveotitput gap. At the same time, there is little
empirical evidence about the shape of the AD sdiee(iq. (2)). High economic openness of
these countries again suggests that domestic oofsuhave external determinants. Finally,
the loss function of monetary authorities (Eq. (B)not observable. Although all three
countries apply officially the DIT aimed at priceBility, other objectives are not discarded

as long as they do not jeopardize the price stabili

Therefore, it may be preferable not to rely on ecdir model and use statistical techniques
that enable possible nonlinearities in monetaryicgoto be detected irrespective of their
underlying sources. Kim et al. (2006) test the mmarities in FED policy rule using a

flexible framework of Hamilton (2001) that takestdnaccount the uncertainty about the
function forms. Cukierman and Muscatelli (2008) émgpsmooth transition regression to test
nonlinearities of the Taylor rules in the US and thK. Florio (2006) augments their model
with possibility of nonlinearities in the interastte smoothing using the change in FED policy

rate as a transition variable.

An alternative way is to model policy asymmetry tmgans of switches between regimes
according to some threshold variable. This is duitiwe strategy considering the nature of
monetary policy decisions. In particular, it seem@e plausible that central banks modifying
the policy stance in the face of information abdugalized or expected) inflation than

assuming that they consider the nature of the cgsreC.

Using the benchmark forward-looking policy rule@rida et al. (1998, 2000), the simplest
case occurs when the threshold variable and tleshbid value are both known. In this case,

the sample can be split and policy rule estimateshich regime (e.g. Bec et al., 2002):
it = Iolit—l + (1—,01)(0’1+,31(77{+12— ﬂti 12) + yyt)-'-u 1, if G = Q (11)

I, :pzit—1+(1_p2)(0'2+/82(7§+12_77t-*+ 1z)+y2Yt)+U 2, if g <Q



where g is the threshold variable anQ is the threshold value. For example, we could

assume different policy regimes depending on whettilation is above and below the target
or whether the output is above and below its pak(threshold value is assumed to be zero).

In reality, the threshold value may not be knowar Example, the central bankers can turn
very inflation-averse only when the inflation raeceeds the target value very substantially.
Taylor and Davradakis (2006) find such evidencetlier UK using the current inflation rate
as a threshold variable. Gredig (2007) estimatdseshold value of different variables (the
inflation gap, the output gap and gross domesticypet (GDP) growth) for the Central Bank
of Chile (CBC) finding two different regimes acciorg to the business cycle starice.
Moreover, the threshold variable may not be a tieegument in the monetary policy rule
and no reasonable guess about the threshold vatubecmade. An intuitive example of such
a variable is financial stress. While inflation asguably the main concern of inflation-
targeting central banks in normal times, it candisegarded when the financial sector or

local currency comes under significant pressure.

Threshold estimation (Hansen, 1996, 2000) useststatriteria to estimate consistently the
threshold value (of continuous variable) that splite sample into two regimes. Although his
method requires that both regressors and the thicestariable are exogenous, Caner and
Hansen (2004) suggested an extension for endogeagressors We follow this framework
given that we estimate a forward-looking policyerdtom ex-post data. The model can be
written as:

=Pl +(1-p) @+ B =7, ) +yy) T (4 2Q)+ )

Pia+ (1= 0,) @+ Bo( =72, ) +y 3) F (6 <Q) +u
where the functiorf indicates whether the threshold variale takes the value above or

below the threshold valu®. This method assumes sample splitting into twaemmeg and is
suitable for random samples and weakly dependew sieries. The procedure is sequential.
The first step consists of OLS estimation of endage variables (in our case inflation and

output gaps) on a set of exogenous instruments:

®> Assenmacher-Wesche (2006) uses a Markov switamiodel for the US, the UK and Germany. She finds
evidence in favor of low- and high-inflation regigir all three countries.

® Taylor and Davradakis (2006) employ GMM estimatfohthree-regime policy rule for the Bank of England
with a grid search of two threshold values (ofatifin rate) that minimize the GMM criterion fungatio

" Caner and Hansen (2001) develop a threshold ggressive) model for variables with unit root biias not
been so far extended for the case for endogengusssors.



(72~ 72) =M1+ 2 (13)
Yo =M.z +¢5
where z are the instruments; in our case the lagged valfi@ariables as in the regression
such as in the linear case, Eq. (5). We obtain predlicted values of the endogenous
regressors(ﬁ;+12 —ﬁfﬂz) and y, that are substituted in the original thresholdresgion (Eq.
(12)):
= i+ (1-0) (@0 B Ao o= )+ 9 T (0,2 Q)+ "
P+ (1= p,) (@0 Bo( o= 7.1 + 1 9) T (0, <Q) +0

Second, the threshold value Q is estimated in E.sequentially according to criterion:

Q=argminS, (Q) (15)
QUo

where S, is the squared residual of Eq. (14) a@dis the set of values of threshold variable
g,- S, can be used to obtain inverted likelihood ratidR)Lstatistics to test whether a

particular value belongs to the threshold inteftAginsen, 2000):

LR.(Q) :ns“((iigj‘((g) (16)

At last, we estimate by GMM the monetary policyertibr sub-samples allowing for all the

parameters switching between the two regimes. €nlilaner and Hansen (2004), we use
again the Newey and West (1994) heteroskedaticity @utocorrelation consistent (HAC)
estimator given that the residuals of estimateddrayles are often serially correlated due to
autocorrelated shocks or omitted variables. Whispecific version of the Wald test can be
employed to test the degree of dissimilarity of tleefficient in each regime and at the same
time the nonlinearity of the monetary policy rulee rely on a simple visual inspection of

inverted likelihood ratio statistics (more detdakdow).

We use three threshold variables: (i) inflation ;g@ip the output gap; and (iii) the financial

stress index (EM-FSI, more details below). While BESI is a new variable not considered in
our analysis yet, the use of inflation and outpapsyis useful for testing whether their zero
threshold value de facto assumed in nonlinear h#sed on structural models (Dolado et al.,
2004, 2005; Surico, 2007a,b) previous models isifigd. Since the method requires the

10



threshold variable to be exogenous, we alwayshesérst lag of the respective variables as a
threshold.

4. Data description

Our dataset consists of monthly data ranging fr@®811.M until 2010/3.M. The principal

data source is the Main Economic Indicator datab&€s#=CD and Eurostat.

The short-term interest rate is the three-montérbank interest rate for CZE and POL and
overnight interbank interest rate for HUN giventttiee former is not available for the whole
period of analysis. The inflation rate is measubgdyear-on-year changes in the consumer
price index (CPI). We assume a forecasting horobh?2 months and use three measures of
the inflation target (inflation gap is always a @wn of expected inflation from the target
value): (i) the actual inflation target of each wahbank® (ii) the smoothed (HP) trend of
inflation target!® and (i) the smoothed (HP) trend of actual CHflaition.** Figure A.1
compares the inflation gaps constructed by thesthmethods. The output gap is measured as
the difference between the logarithm of the curretitie of the seasonally adjusted GDP (in
millions of euros in 1995 prices) and the trencdueabbtained by Hodrick-Prescott (HP) filter
(the smoothing parameter set to 14400). Giventti&atGDP is available only quarterly, we
have disaggregated it to monthly frequency usingigariate statistical method of Fernandez

(1981) that allows the information to be augmentgtth the related series. For this purpose

8 We use monthly data to have a sufficient numbeotifervations to apply the sample splitting techesy
Unfortunately, this comes at a cost. Some varialslesh as inflation rates and interest rates, igtdyhpersistent
at monthly frequency. The persistency of the dependariable in a model with partial adjustmenvési the
result that the coefficient of lagged dependeniabéde is very close to unity. This finding impliés,terms of the
monetary policy rule estimates, an unfeasible amich that the response of interest rate to imftatate is very
limited in the short-term, while its long-term miplter is very high.

° The construction of the inflation target seriesids straightforward. First, the target definitioaries across
time (net inflation, headline inflation, CPI inflah). Moreover, it is often specified in terms cdnol, whose
width changes over time as well. Therefore, we uUseyes the official inflation target irrespective @b
changing definition and when the target is defihgd band, we use its mean value. Second, thaianfltargets
are usually defined as the year-on-year inflatimréase measured in the last month of each yearefthe, we
have assigned this value to all months of the dgmeyear.

9 The problem with the former method (see previoustrfote) is that the inflation target changes alyupt
between December and January. This is unfortunat@uke inflation expectations (forecast) of the re¢ftank
and economic agents do not follow this pattern. &toge, it seems reasonable to smooth the seriétPbfjiter
to avoid such breaks.

™It can be argued that central banks aim rathefiminating inflation that is significantly abovtsitrend. This
seems plausible for the NMS given that inflatiomgéding was introduced when inflation rates wer# st
relatively high. To anchor the inflation expectatitime central banks had to stick to targets thaev@wver to
what monetary policy could immediately achieve. tger, they indicated the intention of monetary atrittes
to stabilize the price level.
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we have used a monthly industrial production indetxich is arguably the most related series
to GDP available on monthly frequency. The finahgaess is measured by EM-FSI
elaborated by the International Monetary Fund (IMBalakrishnan et al., 2009). It is a
composite index of five subcomponents: (i) 12-mentblling beta (from the capital asset
pricing model — CAPM) of bank stock index; (ii) skomarket returns (year-on-year change
in stock market index multiplied by minus one, Battdeclines in stock prices implies index
increase); (iii) stock market volatility (six-montblling monthly squared stock returns); (iv)
sovereign debt spread (10-year government bond yiatus 10-year US Treasury bill yield);
and (v) exchange market pressure index (month-owath percent changes in the exchange
rate and total reserves minus gold). The EM-FSlcasstructed as a simple sum of

standardized subcomponents and is plotted for eaahtry in Figure A.2.

5. Empirical results

5.1 Linear monetary policy rules

The GMM estimates of the linear monetary policyesl{Eq. (5)) are presented in Table 1. As
noted above, given a fundamental uncertainty oftwhthe best measure of inflation gap, we
report for each country the results with inflatigaps derived from the three alternative
measures of the inflation target: (i) the actudllaiion target of each central bank; (ii) the
smoothed (HP) trend of inflation target; and (i smoothed (HP) trend of the CPI inflation.
We can see that most of the coefficients have xipeaed sign. The expected inflation gap
(coefficientp) enters significantly in the Czech Republic but imoHungary and Poland (due
to elevated standard errors). This finding is apbizzling but it can be an indication that the
intensity of the interest rate response to thaiitth gap is not linear. The significant response
to the output gap (coefficiemj found in Poland can be interpreted as a polioyedi at price
stability as long as the output gap predicts futofiation pressures. At last, we can see that
the degree of interest rate smoothing (coefficientis substantial. Nevertheless, a high
smoothing coefficient can be interpreted in termhdroe policy inertia only with a lot of
caution (see Rudebusch, 2006) since the interee=st & monthly frequency are autocorrelated
by construction.
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Table 1.: GMM estimates of the linear monetary poly rule (Eqg. (5))

a s 7 p RZ LB J-stat.
Country (const.) (M2 - Miz) (\2) (it1)
CZE (infl. targ.) 3.23 1.24 0.53 0.93 0.99 0.00 0.85
(0.52)*  (0.47)**  (0.41)  (0.01)*
CZE (infl. targ. trend ) 3.31 1.35 0.53 0.93 0.99 00.00.85
(0.55)**  (0.51)**  (0.43)  (0.01)*
CZE (infl. trend) 2.62 1.34 0.35 0.94 0.99 0.00 0.66
(0.55)***  (0.60)** (0.39) (0.01)***
HUN (infl. targ.) 4.37 2.32 3.14 0.97 0.93 0.00 &.6
(6.24)**=* (3.16) (3.06) (0.02)***
HUN (infl. targ. trend ) -5.79 6.49 6.87 0.98 0.93 0.00 0.45
(22.36)  (10.17) (9.20)  (0.02y**
HUN (infl. trend) 5.77 4.98 6.01 0.98 0.93 0.00 8.6
(3.15) (4.36) (4.19)  (0.01)**
POL (infl. targ.) 5.05 243 3.59 0.96 0.99 0.00 20.7
(1.02)**=* (1.59) (1.82)*  (0.01)**
POL (infl. targ. trend ) 541 1.35 241 0.95 0.99.000 0.80
(0.69)*  (1.20) (1.22)  (0.01)*
POL (infl. trend) -6.84 25.54 21.28 0.99 0.99 0.00.38

(11.42)*  (20.15)  (14.65)  (0.01)**

Notes: HAC standard errors in parenthesis. *, **, *** ddae significance levels at 10, 5 and 1%. LB is p-
value of Ljung-Box test for 1. order serial corradat J-stat is p-value of Sargan overidentificatiest.

5.2 Nonlinear monetary policy rules due to nonliitéss in the economic system

The first potential driver of nonlinear monetarylipp is a convex AS schedule implying that

inflationary tendencies are stronger (due to capaobnstrains) when the output gap is
positive. Hence, as a first step we must test vérettere is any evidence on the nonlinear

relation between the inflation rate and the ougag.

Estimates of the linear and nonlinear version ef skmple backward-looking PC (Eq. (6))
appear in Table 2. Besides OLS we also use a GARQH(nodel to take into account the
potential time-varying volatility of inflation. Ware mainly interested in sign and statistical
significance of the coefficient of the squared otitgapyp. The PC is convex when this term
Is positive. The results show that there is litdeidence of any (linear or nonlinear)
relationship between inflation and the stance udifess cycle in these three NMS. This is

also evident by simple visual inspection of Figlreshowing the scatter plots between the

smoothed inflation rate{m— ,5’7;_1) and the output gapy,_,. Although the results can be

affected by noise in measuring the output gap,etheralso some evidence showing that
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inflation rates in the NMS have significant extdrdaterminants (Stavrev, 2009; V&K,

2010b).
Table 2.: OLS/GARCH estimates of simple linear/norinear Phillips curves (Eq. (6))
a B y e, ® vy V2, R? LB

Country (const.) (1) (Yed) (Ye1) | (const) (&) (or1)

CZE (OLS.) 0.10 0.96 0.06 0.95 0.00
(0.07)  (0.01)***  (0.04)

CZE (GARCH) 0.16 0.94 0.02 0.05 -0.04 0.87 0.95 0.00
(0.11)  (0.04)***  (0.06) (0.01)*** (0.02)** (0.03)***

CZE (OLS) 0.00 0.97 -0.07 0.04 0.95 0.00
(0.11)  (0.02)***  (0.06) (0.04)

CZE (GARCH)  0.06 0.93 -0.02 0.07 0.32 0.95 0.05 0.95 0.00
(0.13) (0.04) ***  (0.07) (0.04) | (0.11)*** (0.01)***  (0.03)

HUN (OLS) 0.26 0.95 0.05 0.98 0.00
(0.12)** (0.01)*** (0.03)

HUN (GARCH) 0.30 0.94 0.05 0.05 -0.02 0.83 0.97 0.00
(0.12)***  (0.02)*** (0.03) (0.06) (0.02) (0.23)**

HUN (OLS) 0.32 0.95 0.05 -0.03 0.97 0.00
(0.12)***  (0.01)*** (0.03)  (0.01)***

HUN (GARCH) 0.36 0.95 0.05 -0.03 0.06 -0.03 0.80 0.98 0.00
(0.12)*** (0.02) ***  (0.03) (0.02) (0.06) (0.03) (0.22)***

POL (OLS) 0.10 0.96 0.06 0.98 0.00
(0.07)  (0.01)***  (0.04)

POL (GARCH) 0.19 0.93 0.09 0.00 -0.03 1.01 0.98 0.00
(0.04)***  (0.00)*** (0.02)*** (0.00) (0.00)*** (0.00)***

POL (OLS) 0.07 0.96 0.06 0.03 0.98 0.00
(0.08) (0.01)***  (0.04) (0.03)

POL (GARCH) 0.14 0.93 0.09 0.04 0.06 -0.03 0.80 0.98 0.00
(0.07)*  (0.02)*** (0.04)***  (0.03) (0.06) (0.03) (0.22)***

Notes: Standard errors in parenthesis. *, **, *** denot@gnificance levels at 10, 5 and 1%. LB is p-vabdfiejung-Box
test for . order serial correlation.

Figure 1: Scatter plots between smoothed inflationate and output gap (the Phillips curve)
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Although the previous results put into questiondbevexity of the AS schedule, we continue
to estimate Eq. (7), where the inflation-outputeraction term appears as an additional
regressor. These results are reported in Tables &xfected, this term is mostly insignificant
and there is no indication of asymmetric centralkoeeaction driven by a nonlinear PC. In
any case, it is important to keep in mind that tbsults are conditioned by the underlying

model?
Table 3.: GMM estimates of the nonlinear monetary plicy rule (Eg. (7))
a s y p Ko R?2 LB J-stat.
Country (const.) (m1p-Mes2) (o (it ((me1z - M1 Vi)
CZE (infl. targ.) 3.40 1.57 0.56 0.93 -0.48 0.99 0.00.72
(0.49)%**  (0.47)**  (0.32)*  (0.02)*** (0.38)
CZE (infl. targ. trend ) 3.70 1.80 0.57 0.95 -0.68 990. 0.00 0.59
(0.48)***  (0.45)***  (0.33)*  (0.01)*** (0.36)*
CZE (infl. trend) 1.73 2.39 1.47 0.94 -1.06 0.99 0.00.43
(0.83)**  (0.86)***  (0.59)**  (0.01)*** (0.59)*
HUN (infl. targ.) -0.86 3.64 8.41 0.98 -3.55 0.93.00 0.82
(19.00) (7.90) (12.87)  (0.03)*** (5.92)
HUN (infl. targ. trend )  1.82 2.64 5.61 0.96 -3.55 0.91 0.07 0.83
(10.74) (4.43) (6.31)  (0.03)*** (5.92)
HUN (infl. trend) 6.94 2.07 3.69 0.95 -1.71 0.93 0. 0.71
(1.76)*** (1.95) (1.89)*  (0.02)*** (1.40)
POL (infl. targ.) 5.03 2.46 3.61 0.96 0.03 0.99 (0.00.63
(1.36)*** (1.86) (1.88)*  (0.02)*** (1.68)
POL (infl. targ. trend ) 7.24 -1.33 2.48 1.03 -3.65 098 0.00 0.26
(1.44)x*= (1.24) (1.37)*  (0.03)*** (2.29)
POL (infl. trend) 8.37 -8.08 0.30 1.07 -6.64 0.97.0@0 0.97
(1.43)***  (4.16)** (2.88) (0.05)*** (3.90)

Notes: HAC standard errors in parenthesis. *, **, *** dgae significance levels at 10, 5 and 1%. LB is pseaf LjungBox tes
for 1. order serial correlation. J-stat is p-vadfi&argan overidentification test.

5.3. Nonlinear monetary policy rules due to asymimgtreferences
Central banks can respond in a nonlinear way toreeaonomic variables due to their
genuine asymmetric preferences. These are usuaflsesented by a non-quadratic loss

function.

First, we explore whether the central banks ofttiree NMS applied nonlinear policy rule
due to higher weight assigned to positive deviatbrexpected inflation from the target.
Dolado et al. (2004) suggested tracking such neatity by the inclusion of conditional

inflation variance (Eg. (9)) to an otherwise lingaolicy rule. Therefore, first, we need to

2 Moreover, this framework implicitly assumes thiae tthreshold value of inflation and output gapidg
policy asymmetry are each zero because the intenaetrm turns positive when inflation gap and dgput gap
are both positive or negative.
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check whether the inflation volatility is truly teavarying to be used as an regressor in Eq. (9)
. The inflation is again modeled by simple backwiaaking PC (Eg. (6)) and the ARCH LM
test is used to check the neglected ARCH in retsdTde test gives affirmative evidence for
the Czech Republic and Poland but cannot rejechditieof no conditional heteroskedasticity
for Hungary. Conditioned on these results, we tenade the PC using GARCH (1,1). The
results of the corresponding mean and variance tiequédoth for linear and quadratic
speciation of the PC appear in Table 2. We cartsddhe conditional variance of inflation is

a rather persistent process in the three courdsehe coefficient of the GARCH temais
significant and close to unity. We obtain the eatigd series of conditional inflation variance

and use it as a regressor (Eg. (9). The resultsaapp Table 4.

Table 4.: GMM estimates of the nonlinear monetary plicy rule (Eg. (9))

a ko p K R®> LB Jstat.
Country (const.) (Me1n - Me1n ) (y) (ir.) (o1)
CZE (infl. targ.) 2.63 1.35 1.19 0.92 472 0.99 0.00.59
(0.80)***  (0.38)***  (0.34)*** (0.01)***  (1.97)*
CZE (infl. targ. trend ) 2.74 1.70 1.58 0.91 5.93 90.90.00 0.93
(0.77)**  (0.48)***  (0.41)*  (0.01)*** (1.57)***
CZE (infl. trend) 0.13 -0.53 3.85 0.99 11.31 0.99 00.00.77
(6.89) (2.62) (6.55)**  (0.02)*** (18.82)
HUN (infl. targ.) 27.54 0.75 0.72 0.94 -71.01 0.99.00 0.54
(8.39)**  (1.06) (0.85)  (0.02)*** (33.66)**
HUN (infl. targ. trend ) 40.07 1.88 1.56 0.95 -125.81 0.93 0.00 0.37
(14.15) (1.86) (0.29)  (0.02)***  (60.94)**
HUN (infl. trend) 6.94 2.07 3.69 0.94 -1.71 0.93 0. 0.33
(1.76)*** (1.95) (1.89)*  (0.01)*** (1.40)
POL (infl. targ.) 4.10 1.53 1.76 0.95 8.44 0.99 0.00.80
(1.54)**  (0.47) (0.84)**  (0.02)***  (15.41)
POL (infl. targ. trend ) 5.05 1.17 1.72 0.95 2.30 990. 0.00 0.84
(1.67)**  (1.35) (0.80)**  (0.02)***  (16.53)
POL (infl. trend) 4.26 1.08 2.68 0.94 9.16 0.99 0.00.68

(L26)**  (1.57)  (0.85)** (0.02)**  (11.10)

Notes: HAC standard errors in parenthesis. *, **, *** daas significance levels at 10, 5 and 1%. LB is psadf Ljung-
Box test for 1. order serial correlation. J-stgi-galue of Sargan overidentification test.

The short-term interest rate responds significattlyhe conditional inflation variance in the
Czech Republic, which suggests that the Czech hatiBank handles the inflation in an
asymmetric manner, in particular that it weightsenpositive deviations from the target than
negative ones. On the contrary, the conditionakaiitin variance enters with a counter-
intuitive negative sign for Hungary, which is lilgelelated to noisiness (the residuals of PC
for Hungary does not contain ARCH effects) and ewy variance of this series (standard
deviation is 0.02 as compared 0.43 for the CzegiuBlee and 0.16 in Poland). In any case,
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the results are again conditioned by the specifivabf PC that was used to derive the

conditional inflation variance.

An alternative way to test whether monetary policye is nonlinear due to asymmetric
preferences is suggested by Surico (2007a,b). pfisoach does not require estimation of
conditional inflation variance to test asymmetmsponse to inflation. In addition, it allows
the testing of whether the central bank has asymmmateferences with respect to the output
gap and the interest rate gap, the latter is deéfasea deviation of the current interest rate
from its long-term equilibrium value. The asymmetpreferences enter the policy rule by
square components for inflation, output and interase gaps (Eq. (10)). We adjust the
nonlinear rule derived in Surico (2007a,b) to beremplausible for the inflation-targeting
NMS. In particular, we replace the response to emmpbraneous inflation by response to
expected inflation gap given that inflation-targgticentral banks are forward-looking and the
inflation target is not constant. The estimatesuath nonlinear policy rule appear in Table 5.
The columns with estimates @&f, x, and x4 refer to nonlinearities related to asymmetric
preferences for inflation, output and interest gaps, respectively, ang captures a response
to nonlinearities in economic structure. First, tmy country where we find some evidence
of asymmetric response to the inflation gap is Hupgthough the sign of coefficient is
negative, implying a stronger response when imftais below its target. This contra-intuitive
finding is in fact consistent with the evidencenfr&q. (9) where we find a negative response
to conditional inflation variance. On the other dawe do not confirm the previous finding
that the Czech National Bank treated the positiNkation deviation asymmetrically from its
target. Second, the coefficiert of the squared output gap is insignificant for theee
countries and if their central banks consideredsthece of business cycle (see Tables 2—4),
they did it in a symmetric manner. Third, for atluntries we reveal a preference to limit the
volatility of the current interest rate from itsusliporium value (proxied by the intercep).
The positive value ok, found in the Czech Republic and Hungary, reflectdistaste for
actual interest rates exceeding the equilibriuna@al he negative value found for Poland can
be a sign that the Polish National Bank was resistakeeping the interest rates too low. In
fact, the preference for higher interest rates negative) can also be an indication of a
preference for price stability, while the oppogie positive) can also indicate a preference to
avoid contraction. As compared to the benchmarkalincase (Eq. (5)), the interest rate
smoothinghas substantially decreased to more plausible d€Rldebusch, 2002, 2006) as
compared with the linear case (Eq. (5)). Finalhe tnflation response coefficiefitis not
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altered for the Czech Republic and Poland butritdisignificant and higher than unity for
Hungary, indicating a stabilizing nature of mongtaolicy conduct when the nonlinear nature
of monetary policy is taken into account. Thesédifigs are promising as compared to Surico
(2007a), who obtains for the ECB less plausiblelltesuch as a negative and insignificant
response to inflation raté.Due to reasons of space, we do not report thecarrelation and

over-identification tests but they provide a vermikr picture as in previous tables.

Table 5.: GMM estimates of the nonlinear monetary plicy rule (Eq.(10))

a o p Kio,, ¥ K3, Ka  R?
Country (const.) (Mo - Ta2) (Vo) (i)  (Tuaz-Twao) (Vi) (i - i )Y (ic-o)
CZE (infl. targ.) 2.26 1.05 0.03 0.85 0.03 0.63 -0.32 0.07 0.99
(L02)* (0.47)*  (0.52) (0.01)** (0.18)  (0.53)  (0.32)  (0.02)***
CZE (infl. targ. trend ) 2.29 1.54 0.21 0.89 -0.12 1.17 -0.39 0.06 0.99
(143)  (0.72*  (0.91) (0.05)** (0.37)  (0.90)  (0.54)  (0.03)*
CZE (infl. trend) 211 0.71 0.12 0.82 0.44 0.00 -0.63 0.04 0.99
(0.88)  (0.46)  (0.42) (0.04)** (0.29)  (0.49)  (0.31)*  (0.02)*
HUN (infl. targ.) 6.59 2.09 -0.13 0.58 -0.55 -0.14 -0.15 0.14 0.88
(0.43)%* (0.71)** (0.37) (0.16)** (0.23)*  (0.16)  (0.33)  (0.02)**
HUN (infl. targ. trend ) 6.31 1.72 0.03 0.59 -0.43 -0.07 0.12 0.13 0.90
(0.36)* (0.64y*  (0.27) (0.13)** (0.21)*  (0.11)  (0.27)  (0.01)***
HUN (infl. trend) 8.14 2.43 0.81 0.91 -1.49 0.52 EY)) 0.10 0.93
231y  (2.96)  (1.24) (0.06)** (219)  (0.91)  (1.14)  (0.06)
POL (infl. targ.) 19.84 0.58 -0.46 0.72 -0.37 1.38 .800 -0.08 0.98
659 (0.73)  (L18) (0.41)** (0.35)  (2.64)  (L.78)  (0.04)*
POL (infl. targ. trend ) 20.26 0.36 -0.49 0.51 -0.35 0.60 0.63 -0.07 0.97
(5.97y**  (0.45)  (1.05) (0.63) 0.23)  (1.35)  (1.36)  (0.03)*
POL (infl. trend) 4.57 0.28 0.17 0.83 0.78 0.23 2.14 0.06 0.99

(2.16)*  (1.15)  (0.75) (0.19)**  (0.74)  (1.40) (2.34)  (0.03)*

Notes: HAC standard errors in parenthesis. *, **, *** ddaae significance levels at 10, 5 and 1%. LB is psgaif LjungBox test for 1
order serial correlation. J-stat is p-value of &argveridentification test.

5.4. Nonlinear monetary policy rules via threshefigcts

As argued before, the previous methods of inferemtepolicy asymmetry rests on the
specific assumption about the structure of the eecgnand the central bank’s loss function.
In what follows, we use the empirical forward-loogipolicy rule proposed by Clarida et al.
(1998, 2000) and allow the response coefficientsatich between two regimes according to
the evolution of threshold variable. Given that thethod of threshold estimation (Hansen,
2000; Caner and Hansen, 2004) requires the thie$trdle exogenous, we use as a threshold
observed (rather than expected) valtfddsing inflation and the output gap as threshalds,

13 A bit surprisingly, he interprets these resultgeslence that the ECB follows a nonlinear policieru
4 The econometric procedure is not suitable if theabées have a unit root. We apply common testaruf
roots, rejecting it (at conventional significanegéls) for all the time series used for estimation.
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want to see whether the interest rate setting rdifiie high and low inflation regimes and in
recession and expansions. Moreover, we includeravagiable that can arguably give some
insight on asymmetries in a monetary policy seftihg financial stress index (EM-FSI). In
this case, we try to uncover whether central baties their consideration of common policy
targets in the face of financial instability and efter they directly adjust policy rates

according to the degree of financial stress irett@nomy.

The inference on monetary policy asymmetry has aobken carried out by means of
conventional t-tests of statistical significanceadflitional nonlinear terms (inflation — output
interaction term, conditional inflation variance squared terms of inflation, output and
interest rate gaps). With the current method, tblcy asymmetry is tested by means of
threshold effects. Unfortunately, a standard Wakt tomparing the point estimates in each
regime cannot be used because the method provisl®@le split even in the absence of true
threshold effects, which makes estimates inconiSt&siven that the threshold estimation is
based on the minimization of the squared residtidq (14), we can draw the inverted LR

statistics (Eq.(16)) for the entire set of possibleeshold value€) to evaluate the precision

of the estimated threshold (see Figures A.3 — AL®), (()) reaches its minimum, zero, at the

estimated threshold) . The horizontal line represents the confidencerirmt and the values

of Q whoseLR, (@) are below this line are within the confidence imé. The shape of
LR, (@) indicates the strength of the threshold effecthdf sequence diR, (@) is peaked
with a clearly defined minimum (of form V), it ids® an indication of a significant threshold
effect, which justifies sample splitting and separastimation for each subsample. On the
contrary, irregular shape whetdk, ()) crosses the confidence interval more than once and
the minimum is less evident, is an indication tiet sample may be split more than once or

that there is not threshold effect at all.

5 The method splits the sample at the value of tiuldshariable that minimizes the residuals of Edt)(When
the splits imply that one regime contains only aimum possible number of observations (10% of ttalt
sample), while the other the remaining majorityisian indication of no well-defined threshold. TWald test
comparing the slope estimates in each regime cdrenased as the slope coefficients in the smaliersample
are estimated very imprecisely. In addition, with well-defined threshold, the estimation methodoeimters
computation problems due to matrix singularity.tAs threshold is not identified under the null hiyy@sis of no
threshold effect, Hansen (1996) provides a bogipirg procedure to test the presence of the thlgsho
However, given uncertainty about the thresholdalde, the threshold value as well as the numbegrotity
regimes, we assess the presence of threshold effiedtively by the graphical inspection of LR skdits
described below.
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In Figures A.3 — A.5, we report the LR sequencagishe inflation gap, the output gap and
the EM-FSI as alternative threshold variables. At&ed above, we always use the first lag of
the respective variable as the threshold variablstnbe exogenous. For each threshold
variable and country, we report three figures @pomding to a model with each measure of
the inflation gap. As we can see in Figure A.3,ttireshold effect of the inflation gap is not
evident and depends on the measure of the inflaaoget. Although the LR sequences
features a usually well-defined minimum, it leadsatvery asymmetric sample split, leaving
one regime only with a minimum number of observaipermitted (when the inflation rate
exceeds very substantially the target value forGhech Republic and Poland and when it is
significantly below it for Hungary). This disquaét the reasonability of the sample splitting
and asymmetric monetary policy along the valuehef inflation gap. The only exceptions
apply to the Czech Republic, when measuring thé&atioh gap by means of inflation
deviation from its HP trend (right-most figure, igsited threshold is 1.25), and to Poland,
when using inflation deviation from the target Hénd (middle figure, estimated threshold is
0.08). However, the estimated coefficients are mpasisignificant in both countries and

regimes. To save space, we do not report the sisimates.

Figure A.4 plots the respective LR sequences whenotitput gap is used as the threshold
variable. We discard again the threshold modeHongary as the LR reaches its minimum
only at very high values of the inflation gap, nmakithe sample split unfeasible. For the
Czech Republic, we find a well-defined thresholdyanith the inflation deviation from the
trend (the right-most panel). In this model, whiea dutput gap exceeds the threshold value
(estimated at 0.73), its coefficieptis 2.43 versus 1.64 when it is below the targetb@ith
cases this is highly significant). This suggestd the Czech National Bank handles monetary
policy in an asymmetric way along the businesseyici particular, it is ready to increase the
interest rate by a larger amount during periodeadnomic expansioff. In the first two
panels, we can see that the LR crosses the haaiztmé more than once. However, the
sample size does not allow another split. For Rhlare find a precise threshold in the first
two models (with an inflation gap derived from thetual inflation target and from the HP
trend of the target). The threshold value is edtaehaat -0.05 in both cases. While the

corresponding response coefficienis insignificant in the regime below the threshgle.

1% These findings must be interpreted with cautioregithat the linear monetary policy rules (Tableehxtdires a
substantially smaller and statistically insignifitaresponse to the output gap. Similarly, the estid® of
nonlinear policy rules in line with Surico (200bareported in Table 5, do not indicate statistgighificance of
the squared term for the output gap.
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when the output is below its potential), it turigndicant and reaches a value of 14 when the
threshold is breached. This finding is interesimgiew of the linear model estimates (Table
1.) showing that the National Bank of Poland (NB&jponds rather to the output gap than
inflation. The results of the threshold model swgjgéhat Polish monetary policy is

asymmetric along the business cycle. However, éllidence cannot be directly interpreted
that the NBP, as a long-term inflation targetemsaat business cycle stabilization instead of
the inflation target. It might mean that the outpap affects the NBP’s inflation forecast that

is the driver of interest rate settihg.

At last, we use the financial stress indicator (EBBH. The evolution of this variable
(normalized to have zero mean) is depicted in [EgMR. It is notable that all three countries
experienced a degree of financial stress during réoent global turmoil unseen in the
previous decade but that the stress was also Bigihcansequence of the Russian crises in late
1998. On the other hand, unlike many developed tcesn the NMS did not suffer an
increase in financial stress on the eve of the melennium following the NASDAQ crash
(2000), the terrorist attack on the US (2001) @& WS corporate scandals (2002). EM-FSI
allows, unlike binary crisis variables (Leaven aralencia, 2008), the intensity of financial
stress to be measured and can be used for théndhdesstimation. Nevertheless, it is not
evident whether EM-FSI should enter directly in #simated policy rule as regressor or
“stay behind” as threshold variable driving theineg switches. In other words, it is puzzling
whether the central bank may directly respond toesstress measure or only to modify its
consideration of other objectives. Consequently,esgmate the threshold model with and
without the financial stress as an additional regpe. Figure A.5 depicts the LR evolution
when EM-FSI is included as a regressor, whichnsoat identical with EM-FSI dropped. We
can see that the threshold value is clearly dedt®it in all three figures for the Czech
Republic and first two figures for Poland. For Hang the LR sequence reaches its minimum
at very high values of the stress but there ale2&iobservations in the upper regime. We
split all the samples and pursue GMM estimationefach regime. These results are reported
in Table 6'°

" GARCH estimates of the Polish PC reported in T&dkdicate that the output gap has a significafetotfon
the inflation rate.

18 We report results with EM-FSI included as an respegjiven that this specification has a higheafitl the
accompanying coefficient of EM-FSI is mostly stagially significant.
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In all but one case, the upper regime has subaligniiess observations than the lower one.
The coefficient of EM-FSI is mostly significant gyesting that central bankers adjust policy
rates when they are faced by financial stress.eSthe central bankers might respond to
increasing financial stress by monetary easingeipected sign of the coefficient is negative.
Yet, EM-FSI also includes a sub-component reprasgrithe exchange rate pressures, in
particular domestic currency depreciatidnwhose prevalence in the overall index can drive
an interest rate increase in an attempt to supfmrtestic currency. For the Czech Republic
and Poland, we find that the coefficient accompanying EM-FSI is mostly negative and
significant when the financial stress exceeds #tenated threshold. This suggests that both
central banks decrease policy rates when the ecprsoififiers high financial stress. On the

contrary, the response is mostly insignificant wktes stress falls below the threshold value.
Hungary seems to be the opposite case; the inteagstresponse to financial stress is
significantly positive and does not differ substaliy between the two regimes. This could be
related to the forint depreciation pressures thatewa significant driver of the Hungarian

overall EM-FSI and Hungarian monetary policy fack@¢m by means of interest rate

increase®

As far as the other coefficients are concernedr 8iee usually differs between the regimes
with the exception of the smoothing parametets estimated size still suggests a substantial
degree of “policy inertia” even when we account farssible policy asymmetry via the
threshold effecté® On the other hand, the serial correlation is miesis pronounced in the
split samples than in the models (linear, nonlipé@msed on all observations. The inflation
coefficient does not have any clear pattern. While two spmatifins suggest that the Czech
National Bank is a stricter inflation targeter whiarancial stress is high, the other points to
the contrary. For Poland, in two specificationgréhis no response to inflation when the
stress is high and a positive response when aws The third specification that suggests the
opposite pattern is in fact dubious because it ofita few observations when financial stress

is very low. For Hungary, we still cannot determitiee pattern of its inflation targeting

9 This subcomponent is not present in the finandiaks index proposed by the IMF for advanced ecie®m
(Cardarelli, et al. 2009).

%0 Baxa et al. (2010) study the response of mainraebanks (the US, the UK, Australia, Canada aneéd&m)
to financial stress using a time-varying parametedel that does not impose two policy regimes tioiva a
unigue response in each period. Their resultssalggest that the central banks are ready to decpedisy rates
when the financial stress is high. Nevertheless sthe of the response varies substantially acosstries and
time not excluding periods when financial stresplied an interest rate increase. Unfortunately, tu¢he
limited length of time series available, we canagply such a framework for the NMS.

1 Although we have rejected the presence of unitsrdothe short interest rates, they are still yeeysistent at
monthly frequency. This seems to be the main refmoslevated policy inertia found across this gtud
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because the response to the inflation gap is mosignificant. The coefficient of the output

gapy suggests that the real economy raises concernsadrdy the inflation stress is low (the

Czech Republic and Poland) if at all (Hungary).

Table 6.: 2SLS estimates of the FSI threshold vallend GMM estimates of the monetary policy rule

in each regime (Eq. (12))

p
p (Mts12 - y p K Q Observ. R? LB
Country (const.) Te12 ) (Y1) (iv.q) (fsi.y)  (threshold)
CZE (infl. targ.) 4.32 1.05 1.00 0.97 0.02 <112 1001.00 0.16
(0.63)***  (0.55)*  (0.28)*** (0.01)***  (0.01)**
5.93 0.31 -0.89 0.90 -0.05 >1.12 33 0.98 0.32
(0.37)** (0.13)**  (0.32)*** (0.01)***  (0.01)
CZE (infl. targ. trend )  4.79 0.53 0.81 0.97 0.02 <1.48 105 1.00 0.01
(0.510%**  (0.47)  (0.31)*** (0.01)*** (0.00)***
4.66 2.63 3.97 0.94 -0.01 >1.48 27 0.98 0.78
(0.68)*** (0.00)*** (0.97)*** (0.01)*** (0.01)
CZE (infl. trend) 5.61 0.13 1.20 0.96 0.10 <154 107099 0.11
(0.70)**  (0.35)  (0.35)*** (0.01)*** (0.03)***
9.73 2.92 -1.94 0.96 -0.10 >1.54 28 0.98 0.25
(1.98)***  (1.45)* (1.43)  (0.02)*** (0.03)*
HUN (infl. targ.) 10.51 -0.26 0.98 0.92 0.07 <1.50 104 0.93 0.01
(1.98)***  (0.79) (0.87) (0.02)***  (0.09)
10.80 -2.00 -6.46 0.95 0.13 >1.50 28 0.88 0.30
(3.05)**  (1.13)*  (2.77)*  (0.02)*** (0.01)***
HUN (infl. targ. trend ) 11.63 -0.54 0.77 0.92 0.17 <1.50 104 0.94 0.02
(0.91)***  (0.44) (0.72)  (0.02)*** (0.03)***
6.23 -1.37 -4.65 0.95 0.15 > 1.50 28 0.90 0.49
(2.72)***  (0.46)*** (1.42)** (0.02)*** (0.01)***
HUN (infl. trend) 11.06 -0.73 0.58 0.93 0.18 < 1.50 107 0.94 0.02
(0.68)***  (0.58) (0.74) (0.02)*** (0.03)***
6.19 0.75 -1.21 0.90 0.15 > 1.50 28 0.91 0.70
(0.46)*** (0.33)*** (0.47)** (0.01)*** (0.01)***
POL (infl. targ.) 5.39 1.95 0.69 0.95 0.01 <0.14 96 0.99 0.01
(0.01)***  (0.44)***  (0.39)*  (0.01)*** (0.02)
25.50 17.56 36.83 0.99 -0.20 >0.14 36 0.98 0.24
(26.34) (32.27) (61.39)  (0.02)*** (0.06)***
POL (infl. targ. trend ) -2.05 2.06 0.63 0.96 -0.14 <0.14 96 0.99 0.03
(9.48) (1.05)* (1.01)  (0.01)*** (0.16)
32.69 13.10 61.53 0.99 -0.51 >0.14 36 0.96 0.29
(60.55) (35.07) (138.51)  (0.02)*** (0.09)***
POL (infl. trend) 22.47 -1.97 3.02 0.97 0.13 <&L4 26 0.99 0.89
(3.88)*** (0.32)*** (0.39)*** (0.00)***  (0.03)***
4.36 1.10 1.27 0.95 -0.09 >2.44 108 0.99 0.00
(0.85)*** (1.73)** (0.56)*** (0.1)*** (0.02)***

Notes. HAC standard errors in parenthesis. *, **, *** da@ae significance levels at 10, 5 and 1%. LB is ptgadf LjungBox test for 1

order serial correlation.
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There are, of course, several caveats of the thiégstimation. First, the method is purely
statistical and can lead to sample split, whichcantra-intuitive and slope estimates
inconsistent with economic logic. Second, the predmmework (Hansen, 2000; Caner and
Hansen, 2004) allows only for two regimes. Therefdhe results are not reliable if there
were more than two regimes or if the monetary golias shaped by various threshold
variables. For instance, under DIT, inflation iguably the policy main concern but once the
inflation target is reached; there can be othefregimes according to other variables such as

the output gap, the exchange rate or the finastiass.

6. Conclusions

Numerous empirical studies try to describe the rtagepolicy decisions by means of
estimated Taylor rules. There are different reasehg the monetary policy can be in fact
asymmetric in the sense that the intensity of tetral bank response varies according to
economic developments. Our empirical analysis titeseveal whether the monetary policy
can be described as asymmetric in three NMS thalyy apregime of inflation targeting (the
Czech Republic, Hungary and Poland). We find thatdverall evidence is mixed. When we
use a GMM estimation of nonlinear policy rules ded from specific underlying models
(Dolado et al., 2004, 2005; Surico, 2007a,b) wendbfind rationales for asymmetric policy
in terms of nonlinear economic relations. On thkeothand, there is some indication of
asymmetric preferences in inflation; in particuldre Czech National Bank seems to weight
positive inflation deviations more severely frome tharget, while the opposite holds for
Hungary. Interestingly, for all three countries rggeal their preferences to limit the volatility
of the current interest rate from its equilibriuralve. While for the Czech Republic and
Hungary, we detect a distaste for actual interstsrexceeding the equilibrium value and for
Poland we find that too low interest rates werecaficern. In addition, the preference for
lower rather than higher interest rates can alsarbendication of a preference to avoid

contraction, while the opposite points to a preaieesfor price stability.

The previous results rely on specific nonlineamnfdsecause they are derived from specific
parametric models. Although such an approach allfmwgliscriminating between different

sources of policy asymmetry, it can turn problemathen the underlying relations are not
observable. Consequently, we use as an alternatimeethod of sample splitting where
nonlinearities enter via a threshold variable amsha@tary policy is allowed to switch between
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two regimes (Hansen, 2000; Caner and Hansen, 2B@4)des the inflation and output gaps,
we used a financial stress index as competing libtdsvariables. The threshold effects are
most evident with financial stress index. While @eech and Polish National Banks seem to
face the financial stress by decreasing their poliates, the opposite pattern is found
Hungary.

There are different avenues of future researctst,Hir could be interesting to compare the
behavior of central banks in the NMS and other gmnegrcountries who use DIT but have
faced very different economic challenges such aglSAfrica, Mexico or Chile. Second, the

models that were used for the derivation of nomlingolicy rules (Dolado et al., 2004, 2005;
Surico, 2007a,b) could be extended for small opeonemies to derive model-based
nonlinear policy rules that are more suitable fer NMS. Third, with respect to the threshold
model, the assumption of an exogenous thresholdblarcan be too restrictive given the
forward-looking nature of inflation targeting. Redg, Kourtellos et al. (2009) extended the
model of Caner and Hansen (2004) for an endogetifmeshold variable. Finally, more

complex econometric techniques such as Markov bimigcmodels (Assenmacher-Wesche,
2006) or state space models (Kim and Nelson, 20606ld be employed to take into account
both the possibility that monetary policy is asyntmeebut also that it evolves in time.
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Appendix

Figure A.1: Proxies of inflation gap (inflation deviation from 1. the inflation HP trend,
2. the official target, 3. the official target HP tend)
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Figure A.2: IMF’'s Emerging-Markets Financial Stress Index (EM-FSI)
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Figure A.3: Likelihood ratio sequence for differentvalues of the threshold variable (the inflation gap
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Figure A.4: Likelihood ratio sequence for differentvalues of the threshold variable (the output gap)
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Figure A.5: Likelihood ratio sequence for differentvalues of the threshold variable (the EM-FSI)

Confidence Interval Construction for Threshold

The Czech Republic

Confidence Interval Construction for Threshold

Confidence Interval Construction for Threshold

T : 40 - £
— LR, (Gama) —— LR (Gama) —— LR, (Gama)
3 0% Critical J £ ———90% Critical n ———90% Critical o
Hetere Corrected-1 N Hetera Conrectect1 . Hetero Corrected-1
2 ol lidiers eomagiod 2 | gl Hetero Corrected2 z ———Htero Corrected-2
& & & g 4
225 : 1 8% (_/\ et a
- f\ﬁ - N 1
) i | & 1 3
= 5 : g1 s
€ 45 4 E A E o . =
£ 2 = .
Rl T = 7 T z0 2
= = =)
st d L8 5 ] 5 Tl
i i H LJ i i 0 i : : : : i [ :
2 3 ] i ) 1 3 2 1 1 2 3 1 3 ] E] i 3 1
Threshold Variable Threshold Variable Threshold Variable
Confidence Intenval Construction for Thresheld Confidence Interval Construction for Thresheld
7 Confidence Interval Construction for Threshold 22
R, (Gama) 15 R, (Gama)
——90% Critical LRy (Gama) ——90% Critical
- Hetero Corrected-1 ———90% Critical - Hetero Corrected-1
g Hetero Corrected-2 . Hetero Canected1 g Hetero Corrected2
8 g —— Hetero Corrected-2 &8
< 1ol ] <
2 : <10 o
- CEEE A :
: . /UJ [ | :
2 @ 2
’ 2 A . i
g = Z 5 g =
& 3 5= ==
5 i i o i i § i i
25 45 4 05 0 08 1 15 2 25 Be 75 4 05 0 05 1 15 2 25 25 2 45 - 08 0 05 1 15 2 25
Threchald Variable Threshold Variable Threchald Variable
Confidence Intemal Construction for Threshold Confidence Interval Censtruction for Threshold Confidsnce Interval Construction for Threshold
25 b5 12 :
— LR, (Gama) — LR, (Gama) — LR (Gama)
——90% Critical ———90% Critical ——90% Critical
Lo Hetero Carrected-1 i Hetero Corrected-1 O Hetero Corrected-1
g Heters Corrected-2 g ——— Hetero Corrected-2 £ . Hetero Corrected-2
& 8 @
< £ E
g5 1 g ] g
& 8 //_\W 3 1
i . - -
& i 1 g =i 1 &
2 L 2 l g4 1
E = g M
g 1 5 5 3 I
= 5 U Y 1
i
a 2 0 1 2 B 1 2 3 2 1 2

El
Threshald Variable

]
Threshold Variable

32



Ultirns documents de treball publicats

NUM TiTOL AUTOR DATA
10.09 CO2 emissions and economic activity: heterogeneity Matias Piaggio, Desembre
across countries and non stationary series Emilio Padilla 2010
10.08 Inequality across countries in energy intensities: an Juan Antonio Duro, Desembre
analysis of the role of energy transformation and final Emilio Padilla 2010
energy consumption
10.10 Is Monetary Policy in New Members States Borek Vasicek Desembre
Asymmetric? 2010
10.07 How Does Monetary Policy Change? Evidence on Jaromir Baxa, Setembre
Inflation Targeting Countries Roman Horvath, 2010
Borek Vasicek
10.06 The Wage-Productivity Gap Revisited: Is the Labour Marika Karanassou, Juliol 2010
Share Neutral to Employment? Hector Sala
10.05 Qil price shocks and labor market fluctuations Javier Ordoriez, Juliol 2010
Hector Sala,
Jose I. Silva
10.04 Vulnerability to Poverty: A Microeconometric Approach Evans Jadotte Juliol 2010
and Application to the Republic of Haiti
10.03 Nuevos y viejos criterios de rentabilidad que Joan Pasqual, Maig 2010
concuerdan con el criterio del Valor Actual Neto. Emilio Padilla
10.02 Memory in Contracts: Lionel Artige, Marg 2010
The Experience of the EBRD (1991-2003) Rosella Nicolini
10.01 Language knowledge and earnings in Catalonia Antonio Di Paolo, Febrer 2010
Josep Lluis Raymond-Bara
09.12) Inflation dynamics and the New Keynesian Phillips Borek Vasicek Desembre
curve in EU-4 2009
09.11 Venezuelan Economic Laboratory Alejandro Agafonow Novembre
The Case of the Altruistic Economy of Felipe Pérez 2009
Marti
09.10) Determinantes del crecimiento de las emisiones de Vicent Alcantara Escolano, Novembre
gases de efecto invernadero en Espafia (1990-2007) Emilio PadillaRosa 12009
09.09 Heterogeneity across Immigrants in the Spanish Labour Catia Nicodemo Novembre
Market: Advantage and Disadvantage 2009
09.08 A sensitivity analysis of poverty definitions Nicholas T. Longford, Novembre

Catia Nicodemo

2009




	IDarrersWP1010.pdf
	IDarrersWP

	ICaratulaWP1010.pdf
	ICaratulaWP




