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Introduction

Background of the project

This project is part of a European project solicited by EUROCONTROL in the
Single European Sky ATM Research (SESAR) programme called ANTARES.
The project's prime contractor is Thales Alenia Space Italy and it is driven
by several institutions such as Aedel Aerospace, Airtel ATN (IRL), Capgemini
Norge (N), Commsonic (GB), Evolving Systems Consulting (CZ), Frequentis
(A), Honeywell International (CZ), Indra Espacio (E), Iguassu Software Systems
(CZ), IZT (D), Next (I), OHB-System (D), SINTEF ICT (N), Skysoft (P),
DLR(D), Space Engineering (I), Syderal (CH), Thales Alenia Space Espana
(E), Thales Alenia Space France (F), Thales Avionics (GB), Thales UK (GB),
University of Salzburg Scienti�c Computing (A). The objectives of the project
are to develop the communications protocols and satellite system for aviation
communication. This satellite system is intended as a backup system for the
currently operative beacon based system, but in the end because of advantages
in terms of reliability, capacity etc. of this kind of system will, after some years,
become the main system.

Motivation and Objectives

The purpose of this work is the analysis at system-level and a joint optimiza-
tion at physical/link layer level of a satellite-to-plane link, forward link, of an
aeronautical global system.

The general design framework is driven by the highly increasing air-tra�c, which
is expected to follow an exponential increase in the near future. Hence, currently
distributed ground beacons-based approach may not scale enough and a turn
to a rather centralized general approach will be assumed throughout the work.

In particular, the modular design covered in the present work has consisted of:
system-level architecture at link layer, functional de�nition, algorithms and pro-
tocols at link layer for radio resource management and forward error correction
need and solutions at link layer considering physical layer design.
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It is also presented a study of the co-channel interference in satellite mulitbeam
system since ANTARES is a particular multibeam system. The objective has
been to provide neat thorough payload-dependant models to aid the overall �nal
system design. This study is complementary to parallel work within our group
on system-modelling and optimization of general multibeam systems with tra�c
constraints.

The objectives are to meet all the requirements, mandatory for aviation commu-
nication as it is established by the European Civil Aviation Conference (ECAC),
whether they are relative to the link budget accomplishment, error rate ratios
or qualities of service requirements needed at the analyzed layers in the work,
physical layer and link layer. For this reason the methodology used is beginning
with an exhaustive analysis of the system, the parts to optimize and its require-
ments to be able to take the right decisions to improve the overall performance
of the system. Then we will simulate the proposed designs to observe if the
requirements are met.

As it has been mentioned before the ANTARES project is driven by several
institutions, regarding to this it must be mentioned that during the develop-
ment of the work not all the information needed was available as it was being
developed by other contractors. This can be seen either as a disadvantage or an
advantage since when all the information is available the obtention and analy-
sis of results, and the optimizations tasks are easier. However as this has not
been possible we have been pushed to do also and engineering task, suppose
suitable values or con�gurations , analyze the obtained results and iterate with
new values if necessary.

Structure

This work is structured as follows, after this brew introduction, is presented
in Chapter 1 the reason for designing the ANTARES system, its operation at
system level and its mandatory requirements imposed by the ECAC. Later on, in
Chapter 2 are explained the design options for the Radio Resource Management
in ANTARES, de�ning the architectures at system and medium access control
level. It is also detailed in the named chapter the physical access to the medium
in order to meet the speci�ed requirements. In Chapter 3 is discussed and
analyzed the need for using LL-FEC codes in the system and which are the
most suitable codes.

Chapter 4 explains, from a top view, the di�erent payloads used in satellites,
di�erent payloads will lead to di�erent link budget computations that will a�ect
on our interference analysis on Chapter 5. This analysis is carried out in a
generalized multibeam scenario and in a baseline option for ANTARES.

Finally Chapter 6 presents the simulation results for the Chapter 2, 3 and 5
and it takes conclusion into the results. Chapter 7 concludes the project by
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resuming and analyzing the work done, as well as indicating future research
lines. An appendix, A, is added to give detailed information of some of the
computation carried out in the work. Appendix B provides brief guidelines for
the LL-FEC implementation in ANTARES.
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Chapter 1

ANTARES Global System

1.1 Introduction to aviation communications

Currently data aviation communications are based on transmitting information
to ground beacons using VHF. These ground beacons retransmit the information
through the Aeronautical Telecommunications Network (ATN) to its correct
destination.

ATN
Internet

Figure 1.1: Aviation communications scheme

Ground beacons are distributed along airplane �ight routes in order to main-
tain data communications continuous. However it is expected an exponential
increase of the air tra�c in the next years as well as the aperture of new aerial
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routes. These changes will lead to the increase of ground radio beacons and
data tra�c. Hence the need to implement a backup satellite system for aviation
communication in order to manage tra�c in a more centralized way, increase
the capacity of the system, being able to manage the incoming higher volumes of
air tra�c data and also unify all European countries under the same standard.

1.2 ANTARES System and Requirements

1.2.1 Architecture

The ANTARES system is basically a three Geosynchronous Earth Orbit (GEO)
satellite multibeam system, designed for providing control communications be-
tween base stations and aircrafts, and vice versa through a satellite. The archi-
tecture of the system is shown in Figure 1.2.

Figure 1.2: ANTARES system architecture

The elements constituting the system are described here after:

� GEO satellites: The three GEO satellites should be enough to provide cov-
erage to �ight areas, the use of additional Highly Elliptical Orbit (HEO)
is envisaged in order to provide coverage to the poles and remote areas.
Each of the GEO satellites is backuped by an additional satellite sep-
arated α = 50o to increase the robustness of the system, providing an
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additional link in case of degradation of the main one or substituting the
main satellite in case of failure.

� Aeronautical Earth Stations (AES): The user segment system is compound
of 10 thousand AESs, normally airplanes equipped with omnidirectional
antennas on the top of the fuselage.

� Network Control Center (NCC): Is in charge of controlling all the satellite
networking functions, one NCC per satellite is previewed.

� Ground Earth Stations (GES): Provide the interface with the ATN, the
tra�c network for airplanes communications. As a �rst approach one GES
would be enough to manage all the system, however some Air National
Service Providers (ANSP) have demanded speci�c GES for them, hence
the values considered are 1, 3 or 5.

The system performs as follows, in the forward link when a GES wants to send
information the NCC transmit a forward and a return signaling carrier to the
GES and AES to indicate the forward and return tra�c carriers. The NCC
must receive back the signaling information in order to correct errors such as
satellite Doppler. Then GES uses the assigned forward tra�c carrier to transmit
information to the AES, and the AES at the same time use the return tra�c
carrier to send information to the GES. While GES and AES are exchanging
information a synchronization procedure is carried out between GES, AES and
NCC to keep the continuity of the tra�c carriers.

1.2.2 Types of Links

The system will work over two frequency bands, the Ku band and the L band
as it is shown in Table 1.1.

Fixed Link Mobile Link

Uplink Ku band 11.7-12.7 GHz L band 1646.5-1656.5 MHz
Downlink Ku band 14-14.5 GHz L band 1545-1555 MHz

Table 1.1: Types of Links

The �xed link comprehends from the GES to the satellite (unique beam struc-
ture) while the mobile link comprehends from the satellite to the AES (multi-
beam structure).

1.2.3 Protocol Stack

The protocol stack of the system is shown in Figure 1.3.
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NETWORK 
LAYER

MESSAGE

LINK LAYER GSE/GSE-FEC

PHY LAYER PHY PACKETS

NETWORK 
LAYER

MESSAGE

LINK LAYER GSE/GSE-FEC

PHY LAYER PHY PACKETS

LINK LAYER GSE/GSE-FEC

PHY LAYER PHY PACKETS

GES Core

Satellite

AES Core

To GES gateway and router To AES airbone equipment

Figure 1.3: ANTARES end-to-end protocol stack

Messages from upper layers, ATN messages, are encapsulated into link layer
frames using General Stream Encapsulation (GSE). In case it is decided to use
Link Layer Forward Error Correction (LL-FEC), at this point the redundancy
would be added as a GSE frame. After that GSE stream are encapsulated into
physical layer packets ready to be sent. The encapsulation process followed is
shown in Figure 1.4.
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10 Byte 512/1024 Byte

14 Byte

Figure 1.4: ANTARES general encapsulation process

1.2.4 Global System Parameters

In Table 1.2, 1.3, 1.4 and 1.5 are resumed the forward link parameters of the
ANTARES system. At this point of development of the project more than one
value is considered for some parameters.
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Parameter Value

Carrier Bandwidth (BW ) 200kHz
Bguard 0.1

L1 Block Size (BS ) 4096/8192 bits
Overhead L2 0.04

Overhead L1/L2 (OV L1/L2) 0.1
Modulations QPSK, 8PSK 16APSK

Codi�cations (r) 1/3, 1/2, 2/3
Roll-o� (α) 0.25
Rb,AES 608.47 bps
σAES 138.57

Rb,AES + 3·σAES 1024.2 bps
Rb,AES − 3·σAES 192.76 bps

Table 1.2: Global system parameters

Parameter Value

Number of satellites 3
Orbit GEO

Payloads Conventional, Flexible, Beam Hopping

Table 1.3: Satellite segment parameters

Value Parameter

Number of users (NAES) 10000
Number of antennas 1

Table 1.4: User segment parameters

Parameter Value

Number of GES (NGES) 1, 3, 5
Number of NCC 1

Table 1.5: Ground segment parameters

1.2.5 ANTARES System Requirements

Three types of requirements can be distinguished for the system:

� Resources demanded by each GES to send information to the AESs.

� Quality of Service (QoS) requirements for delivering the messages.
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� User Terminal (UT) requirements for decoding the information.

GESs of the ANTARES system will be demanding a certain quantity of resources
in order to send information to its assigned AESs. Depending on the �nal
number of implemented GESs in the system, 1, 3, or 5 as it is speci�ed in Table
1.5, the amount of resources requested per GES will vary. These values can
be obtained from the tra�c distribution of one single AES, Rb,AES and σAES
speci�ed in Table 1.2 and knowing the number of users the system must support,
10000, as depicted in Table 1.4. The histogram for the tra�c distribution of
one AES is as shown in Figure 1.5.

Figure 1.5: Histogram of the bitrate per AES

In order to estimate the aggregated GES tra�c, we assume each GES has as-
signed a proportional part of the total number of AES, NAES/NGES users, then
we can obtain Rb,GES and σGES by doing:

Rb,GES =
NAES
NGES

·Rb,AES

σGES =
NAES
NGES

σAES

So for each of the possible GES values we get the tra�c demands in Table 1.6.
Histograms per each case are shown in Figure 1.6.
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NGES Rb,GES σGES Rb,GES + 3·σGES Rb,GES + 3·σGES

1 6.084Mbps 1.385Mbps 10.2Mbps 1.92Mbps
3 2.02Mbps 461.85kbps 3.40Mbps 634.4kbps
5 1.217Mbps 277.140kbps 2.04Mbps 385.5kbps
30 202.82kbps 46.190kbps 341.3kbps 64.25kbps

Table 1.6: Bitrate demanded per GES

Figure 1.6: Histograms of the bitrate demanded per 1, 3, or 5

Air Tra�c Management (ATM) applications send many di�erent messages with
di�erent delay requirements. These requirements must be strongly accomplished
since its information is very important, e.g. distance to other airplanes, alarm
collisions, landing instructions etc. As it is impossible to establish a di�erent
criterion for each of the messages, they have been grouped into di�erent Classes
of Service (CoS) that must meet some QoS requirements. The QoS speci�cation
for each CoS is given in Table 1.7 for unicast tra�c and in Table 1.8 for multicast
tra�c. The de�nition of each requirement is given here below:

� Time Delay 95% (TD95): 95-th percentile of the transit delay one-way
latency. This means a 95% of the messages sent must be received within
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this delay.

� Expiration Time (ET): Maximum time beyond which a service interrup-
tion is declared. This means that the packets not received within the TD95

delay must be received in this time. As an approximation ET ≥ 2TD95.

� Continuity (C): Probability that a transaction will be completed having
met speci�ed performance. Possible anomalous behaviors include late
transactions, lost messages or transactions that cannot be recovered within
the expiration time, duplicate messages and uncorrected detected message
errors.

CoS TD95(s) ET (s) C (%)

DG-C 1.4 5 0.996
DG-D 2.4 7.8 0.996
DG-F 4.7 12.0 0.996
DG-G 9.2 24.0 0.996
DG-H 13.6 32.0 0.996
DG-J 13.6
DG-K 26.5 not available not available
DG-L 51.7

Table 1.7: Unicast QoS requirements per CoS

CoS TD95 (s) ET (s) C(%)

DG-C 2.4 7.8 0.996

Table 1.8: Multicast QoS requirements

These QoS requirements will a�ect on further design decisions we will take for
the ANTARES system speci�cation. Message mean sizes and message arrival
rates per CoS will also be necessary for further design decisions.

CoS Message size (bytes)

DG-C 91.01
DG-D 489.47
DG-F 466.89
DG-G 293.16
DG-H 85.06
DG-J 3322.24
DG-K 116.45
DG-L 102.83

Mean size 1390

Table 1.9: Message sizes per CoS
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CoS Message arrival rate per CoS per AES Arrival Rate per CoS

DG-C 0.0076 42.49
DG-D 0.0188 105.63
DG-F 0.0039 1.51
DG-G 0.0031 1.18
DG-H 0.0003 0.10
DG-J 0.0086 48.44
DG-K 0.0080 44.83
DG-L 0.0068 2.62

Table 1.10: Unicast Messages arrival rates per CoS (messages/s)

CoS Message arrival rate per CoS per AES Arrival Rate per CoS

DG-D 2.5097 489.47

Table 1.11: Multicast Messages arrival rates per CoS (messages/s)

Besides UT located in the AESs must also follow a certain structure:

� Each UT must be able to decode simultaneously the three di�erent types
of tra�c an AES can receive which are carriers for unicast tra�c, carriers
for multicast tra�c and carriers for signaling tra�c.

� To this aim UTs are capable of receiving a NUT subset of di�erent carrier
frequencies (the fewer, the better) that must include all the types of tra�c
listed in the point above.

A scheme to depict this issue considering a MF-TDMA Super Frame can be seen
in Figure 1.7. Of course carriers need not be distributed uniformly (as depicted
in the �gure) but assign less carriers to signaling tra�c or multicast tra�c than
to unicast tra�c.

A secondary option for the UT design is assume a dynamically con�gurable
terminal, i.e. the UT can be assigned any subset of the available carriers in the
system before transmission starts. This can be done by sending a RAT from the
GESs to AESs UT. This option is preferable since it does not add any restriction
to the resource allocation process and it is the assumed UT model in our
simulations.

1.3 Problem statement

The speci�c purposes of this work, always with regard to the forward link, are
listed here below:
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Carriers for unicast traffic

Carriers for multicast traffic

Signaling carriers

Figure 1.7: UT allocation

� Analysis of the architecture of the ANTARES system and its requirements
to being able to design the required parts of the system (done in the current
chapter).

� Designing the Radio Resource Management (RRM) for the selected Medium
Access Control (MAC) (Chapter 2).

� Analyze whether or not is necessary to use Link Layer Forward Error
Correction (LL-FEC) in the system and in case its necessary choose a
suitable code and design a preliminary coding option (Chapter 3).

� Analysis of the co-channel interference of the system (Chapter 5), to this
aim are studied �rst the elements that in�uence on this e�ect, which are
the satellite payloads (Chapter 4).
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Chapter 2

Design of the Radio Resource

Management for the

ANTARES system

In this chapter is carried out the RRM design of the ANTARES system. The
tasks involving this design are listed here below:

� De�nition of the types of link between AESs, GESs and NCC in section
2.1.

� De�nition at MAC level of the entities forming the system and the oper-
ations that must perform. Related section is 2.2.

� Design of the MF-TDMA frame and its allocation algorithm explained in
section 2.3.

2.1 System Level Architecture Design

Within this section is speci�ed at system level, the di�erent available options for
the architecture design, taking into account its advantages and disadvantages.
Note that the elements constituting the system were speci�ed in Figure 1.2
but not the interfaces between them. Considerations made for the architecture
design are listed here below:

� The link between GESs and AESs is always a satellite link.

� The link between the NCC and the GESs can either be a satellite or a
terrestrial link.
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FOR THE ANTARES SYSTEM

These leads to two basic di�erent architectures, an architecture with a satellite
based Wide Area Network (WAN), and an architecture with a terrestrial based
WAN. Besides for the delay estimation in each of the architectures the following
notation is used:

� tGES,NCC stands for the propagation time between the GESs and the
NCC and can take values either for a satellite or terrestrial link.

� tNCC,GES stands for the propagation time between the NCC and the GESs
and can take values either for a terrestrial or a satellite link.

� tGES,AES stands for the propagation time between the GES and the AES
and takes the value for a satellite end-to-end travel (0.25 seconds).

� tSCH stands for the total time a packet is being scheduled which includes
the amount of time the packet is queued and elapsed in the bu�er waiting
for being transmitted.

� ta stands for the amount of time needed to transmit a packet using a
certain modulation and codi�cation (MODCOD).

It is of course important to reduce the quantity of satellite hops between the
NCC and GESs as well as the information sent over these hops. The amount
of time introduced in these links is relatively high when compared with any
other delay and can not be reduced or optimized, so it will considerably a�ect
to accomplish the QoS delay requirements.

2.1.1 Satellite Based Wide Area Network (SATBASED-
WAN) Architecture

2.1.1.1 Distributed scheduling and resource allocation process

The basic characteristics of this option, which is depicted in Figure 2.1, are the
following:

� The communication between the GESs and the NCC is carried out over a
satellite link.

� Scheduling process is performed at each GES while the resource allocation
process is performed in the NCC leading to a distributed architecture.

12
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Figure 2.1: Satellite based distributed architecture

Therefore the top level process to send information to the AESs is as explained
next:

� Based on the incoming messages, each GES requests resources to the NCC.

� The NCC performs the radio resource allocation and sends the assigned
resources to each GES in a Resource Allocation Table (RAT).

� Each GES perform a scheduling policy in order to send the most priority
packets to its assigned AESs by using the assigned resources.

A delay estimation for sending a packet can be performed as follows:

d(s) = max{tSCH , tGES,NCC + tNCC,GES}+ ta + tGES,AES (2.1)

The term max{tSCH , tGES,NCC + tNCC,GES} stands for the minimum time a
packet will be scheduled, which is the time for a GES demanding resources and
the NCC assign it to the GES. As under this option all links are satellite based
air hops are delayed 0.25 seconds, the total delay estimation turns into:

d(s) = max{tSCH , 0.5s}+ ta + 0.25s

Hence there is always a minimum 0.75 seconds delay introduced by
the satellite links.
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FOR THE ANTARES SYSTEM

2.1.1.2 Centralized scheduling and resource allocation process

The basic characteristics of this option, which is depicted in Figure 2.2, are the
following:

� The communication between the GESs and the NCC is carried out over a
satellite link.

� Scheduling process and resource allocation process are both performed in
the NCC leading to a centralized architecture.

Figure 2.2: Satellite based centralized architecture

Therefore the process for sending information to the AESs is as follows:

� NCC receives messages from the ATN and performs the radio resource
allocation process and the scheduling.

� The NCC sends the scheduled messages and the RATs to the GESs that
retransmit it to the corresponding AESs by using the assigned resources
from the NCC.

Again we can do delay estimation for sending a packet, which result as follows:

d(s) = tSCH + (ta + tNCC,GES) + (ta + tGES,AES) (2.2)
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Where the terms ta + tx,y stand for the transmission time of a packet plus the
delay of the link from x to y. As we are assuming all links are satellite based,
this options leads to a minimum end-to-end delay of:

d(s) = 2(ta + 0.25s) + tSCH

Hence there is always 0.5 seconds delay because of the satellite links.

2.1.2 Terrestrial BasedWide Area Network (TERRBASED-
WAN) Architecture

2.1.2.1 Distributed scheduling and resource allocation process

Under this design we assume the same architecture as in subsection 2.1.1.1;
however the GESs-NCC path considered is terrestrial. Proposed architecture
can be seen in Figure 2.3.

Figure 2.3: Terrestrial based distributed architecture

The top-level process to send the information is the same than in the mentioned
section, however delays can be highly reduced because of the use of terrestrial
links. Now the total delay can be simpli�ed to:

d(s) = max{tSCH , tGES,NCC + tNCC,GES}+ ta + tGES,AES = (2.3)
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= ta + tSCH + tGES,AES

Where the term tGES,NCC+tNCC,GES has been neglected since in a terrestrial
link these delays are considerably small compared with the rest of the delays.
Considering tGES,AES equal to 0.25 seconds we get d(s) = ta + tSCH + 0.25s.
Hence the delay introduced because of satellite links is 0.25 seconds.

2.1.2.2 Centralized scheduling and resource allocation process

Under this design we assume the same architecture as in section 2.1.1.2; however
the GESs-NCC path considered is terrestrial. Proposed architecture is shown
in Figure 2.4.

Figure 2.4: Terrestrial based centralized architecture

The top-level process is the same than in the mentioned section, however delays
can be highly reduced because of the use of terrestrial links. Now the end-to-end
delay can be simpli�ed to:

d(s) = tSCH + (ta + tNCC,GES) + (ta + tGES,AES) = (2.4)

= tSCH + ta + tGES,AES
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Where the term and ta+tNCC,GES have been neglected since in terrestrial links
these delays are considerably small compared with the rest of delays. Consider-
ing tGES,AES equal to 0.25 seconds we get d(s) = tSCH+ta+tGES;AES . Hence
the delay introduced by the satellite links is just 0.25 seconds.

2.2 MAC-level Architecture

In this section we specify at MAC level the blocks that form each of the architec-
tures, the centralized and distributed architectures, whether based on satellite
or terrestrial links.

2.2.1 MAC-level architecture for distributed system level
architectures

The MAC-level scheme for both distributed architectures can be seen here below
in Figure 2.5.
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Figure 2.5: MAC level architecture for distributed option

A detailed scheme of how queuing is performed in the three di�erent levels,
Network, MAC and PHY can be seen in Figure 2.6 here after:
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Figure 2.6: Detailed scheme of queuing performance

In the list below the entities belonging to the GES and its functions are speci�ed:

� Incoming tra�c is divided in three sections, one for unicast tra�c, one for
multicast tra�c and another one for signaling tra�c. Regarding to unicast
section, tra�c is divided into eight queues; one per the CoS speci�ed in
Table 1.7 and then bu�ered also into eight di�erent bu�ers before the
scheduler polls them. In multicast and signaling section just one queue
and bu�er is used.

� The Queuing Manager gathers information from the queues and communi-
cates this information to the scheduler in order to �adapt� the scheduling
policy.

� The Radio Resource Request Manager extracts information from the bu�ers
within each section and based on that sends requests to the NCC Radio
Resource Allocator.

� The scheduler polls the messages from the di�erent sections and from the
di�erent bu�ers within each section by following a scheduling policy. The
scheduling policy can be adaptive and vary in function of the information
send by the Radio Resource Allocator in the NCC or the Queuing Manager
in the GES.

� The ANTARES Encoder/Modulator shapes the signal with the correct
MODCOD indicated by the Radio Resource Allocator in order to send it
to the AESs.
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In the list here below the entities belonging to the NCC and its functions are
speci�ed:

� The Load and Link Budget Monitoring block gathers information in or-
der to indicate to the Radio Resource Allocator information regarding to
Adaptive Coding and Modulation (ACM).

� The Radio Resource Allocator receives the resource requests from the
Radio Resource Requests Manager in each of the GESs of the system and
receives information from the Load and Link Budget Monitoring block.
Then performs an algorithm to assign the di�erent carriers and timeslots
to all GESs in a fair way and communicate it through the RAT to each
GESs. This RAT is received by GESs at the PHY level.

Note that communication between the NCC and the GES can be done either by a
satellite or a terrestrial link leading to di�erent delays for the same architecture.

2.2.2 MAC-level architecture for centralized system level
architectures

The MAC-level scheme for both centralized architectures can be seen here below
in Figure 2.7. The queuing scheme is the same seen in Figure 2.6 with the only
di�erence that after scheduling information is sent to each GES where it is
modulated and encoded to send to the UTs in the AESs.
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NCC
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or  
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Figure 2.7: MAC level architecture for centralized option
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In the list here below the entities belonging to the GES and its functions are
speci�ed:

� The ANTARES Encoder/Modulator receives scheduled messages from the
NCC ready to encapsulate them with the right MODCOD and send it to
the AESs.

In the list here below are speci�ed the entities belonging to the NCC and its
functions:

� Incoming tra�c from GESs is divided in three sections, one for unicast
tra�c, one for multicast tra�c and another one for signaling tra�c. Re-
garding to unicast section, tra�c is divided into eight queues; one per
the CoS speci�ed in Table 1.7 and then bu�ered also into eight di�erent
bu�ers before the scheduler polls them. In multicast and signaling sections
just one queue and bu�er are used.

� The Queuing Manager gathers information from the queues and communi-
cates this information to the scheduler in order to �adapt� the scheduling
policy.

� The Load and Link Budget Monitoring block gathers information in or-
der to indicate to the Radio Resource Allocator information regarding to
ACM.

� The Radio Resource Requests Manager extracts information from the
bu�ers within each section and based on that sends requests to the Radio
Resource Allocator.

� The Radio Resource Allocator receives the resource requests from the
Radio Resource Requests Manager in the NCC and receives information
from the Load and Link Budget Monitoring block. Then performs an
algorithm to assign the di�erent carriers and timeslots to all GESs in a
fair way and communicate it through the RAT to each GESs.

� The scheduler polls the messages from the di�erent sections and from the
di�erent bu�ers within each section by following a scheduling policy and
then distributes the scheduled messages to the corresponding GESs. The
scheduling policy can be adaptive and vary in function of the RAT send by
the Radio Resource Allocator or the Queuing Manager. Polled messages
are sent to the GES ANTARES Encapsulator/Modulator.

Note again that the link between the NCC and the GESs can either be over
satellite or terrestrial.

Conclusions and delay estimation results on architecture design can be seen in
Chapter 6 section 6.1.1.
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2.3 MF-TDMA SF Design

The chosen option for the MAC in the ANTARES forward link is Multi Fre-
quency Time Division Multiple Access (MF-TDMA). Under this scheme GESs
are placed into a two-dimensional, frequency and time, space in order to meet
their resources request. Resource requests are obtained from section 1.2.5. MF-
TDMA allows a lot of possibilities in terms of bandwidth and timeslots con�gu-
ration. Two basic options are possible, MF-TDMA structure with the timeslot
duration (TS) �xed or structure with the TS optimized.

2.3.1 General MF-TDMA SF structure

The MF-TDMA Super Frame (SF) is divided into N f frames of C carriers shar-
ing all the bandwidth, where each of the frames has a di�erent carrier bandwidth
to meet di�erent Service Level Agreements (SLAs). In the ANTARES tra�c
case just one frame will be used since all GESs have the same SLA. Within each
frame timeslots are organized in a way that GES using the same MODCOD
are placed together in areas. This is done for reducing the amount of signaling
information. Each SF has a TSF duration.

TS
TSF

Fram
e

1
Fram

e
2 TS

Area 1

Information block

Unused bandwidth

C
 C

ar
ri

er
s

Area 2

Area 3

Figure 2.8: General MF-TDMA SF structure

One important issue in the MF-TDMA SF is the timeslot duration. As a �rst
approach it could seem that a good design is to set the timeslot duration, TS ,
to lowest MODCOD transmitting rate, so GESs with higher transmitting rates
would transmit more than one information block in one timeslot. However it
can be easily seen that some of the bandwidth of the timeslot could be unused
depending on the assigned MODCOD to the GES, which leads to a loss of
e�ciency in the system. For this reason we present to options for the MF-
TDMA SF resource allocation, one with a �xed timeslot structure and a second
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one that optimizes the duration of the timeslot in order to improve the e�ciency
of the system.

In Table 2.1 are summarized the supposed parameters for the ANTARES MF-
TDMA SF con�guration taking into account the characteristics of the tra�c.

Parameter Value

TSF 1s
Nf 1

C (number of carriers of 200kHz) 71
TS (timeslot for �xed structure) 46ms

Table 2.1: MF-TDMA SF parameters

In Table 2.2 is calculated the transmission time of one frame, ta, for each of the
MODCODS, taking into account the following values speci�ed in Table 1.2, BW,
Bguard, OV L1/L2, N bits used in each modulation, BS, α and the coderate r.
The formula applied is as follows:

1

ta
=

BW ·N

(1 +Bguard)·(1 + α)·(1 +OV L1/L2)
·
1

r
·
1

BS

It is also calculated in Table 2.2 the transmitted blocks, K, per timeslot for each
MODCOD (only for the �xed timeslot structure). This value is calculated by
applying:

K =

⌊
TS
ta

⌋
Note that if K is not an integer number, the down rounding means not all
the timeslot is used to transmit which leads to the loss of e�ciency mentioned
above.

MODCOD ta for 4096 bit frame ta for 8192 bit frame K per TS

(1) QPSK 1/3 46ms 92ms 1
(2) QPSK 1/2 31ms 62ms 1
(3) QPSK 2/3 23ms 46ms 1
(4) 8PSK 1/2 20.7ms 41.4ms 2
(5) 8PSK 2/3 15.5ms 31ms 2

(6) 16APSK 2/3 11.6ms 23ms 3

Table 2.2: Transmission time, ta for each MODCOD

The parameters of the MF-TDMA SF in Table 2.1 have been deduced from the
following information:
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� TSF is set to the RAT update time which is 1 second.

� Nf is set to 1 since all GES are expected to have the SLA. Hence there is
no need for having di�erent carrier bandwidths.

� For the �xed structure TS is set to 46ms the lowest MODCOD transmis-
sion rate. GESs with higher transmission rate will be able to transmit
more than one information block in one timeslot, e.g. MODCOD 6 can
transmit 3 information blocks in one timeslot.

� The number of carriers C is calculated to cope Rb,GES tra�c demand with
any of the QPSK modes. (Note that for the chosen TS all QPSK modes
transmit just one information block per timeslot). This value is extracted
from the RRM requirements for the ANTARES system speci�ed in Table
1.6.

2.3.2 Fixed TS MF-TDMA

Under this structure we assume the timeslots of each of the areas are �xed to
a value. Then the problem lies in allocating the GESs in an e�cient way to
satisfy its demands. The Dynamic Bandwidth Allocation (DBA) algorithm for
the �xed timeslot structure is as shown in equation (2.5):

max
{xi,j}

∏
i,j(xi,j ·Ki)

pi,j

s.t.
∑
i,j

xi,j ≤ P⌈
mi,j
Ki

⌉
≤ xi,j ≤

⌈
di,j
Ki

⌉ (2.5)

Where P is the total number of timeslots in the frame, xi,j stands for the number
of timeslots assigned to GES i with request j and pi,j stands for the priority of
GES i with request j (this value should be one in our case since all GESs have
the same priority). Besides di,j and mi,j stands for the demanded and minimum
guaranteed blocks and Ki the number of blocks a GES transmit in one timeslot
which depends on the MODCOD used. It is demonstrated that this problem
is analytically solvable using the Karush Kuhn Tucker (KKT) conditions which
impose the following solutions (when pi,j=1, ∀i, j as it is the case).

xi =


1
λ ,

mi,j
Ki
≤ 1

λ ≤
di,j
Kimi,j

Ki
, 1

λ ≤
mi,j
Ki

di,j
Ki
, 1

λ ≥
di,j
Ki

(2.6)

Where λ is a positive value such that
∑
i,j

xi,j = P . Note that to impose the real

solution with an scalar number of timeslots we must down round the results and
redistribute the sparing resources to users. Although this is an easy-computing
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solution and allows sending more than one information block per timeslot, it is
not a completely optimal solution since some of the bandwidth in the timeslot
could remain unused as it can be seen in Figure 2.8. This happens because the
transmission time of an information block for each of the MODCOD does not
need to be multiple of the TS time. [16, 17]

2.3.3 Dynamic TS MF-TDMA

Under this structure we suppose the timeslots for each of the areas are optimized
in order to maximize the GESs resource allocation. Thus the problem lies in
�nding the most suitable TS for each of the areas of the frame and allocating
the GESs requests in an e�cient way to satisfy its demand. The DBA algorithm
for the optimization of the timeslot structure is as shown in equation (2.7).

max
Ts,xi,j

∏
i,j

(
xi,j ·

⌊
Ts
ta(i)

⌋)pi,j
s.t.

∑
i,j

xi,j ≤ C·

⌊
TSF
TS

⌋
0 ≤ xi,j ≤

⌈
di,j⌊
TS
ta(i)

⌋⌉
Tmin ≤ TS ≤ Tmax

(2.7)

Where ta(i) is the duration of transmitting an information block by GES i which
depends on the used MODCOD. Note that the total number of timeslots P has

been substituted by C·

⌊
TSF
TS

⌋
and the number of blocks, Ki, a GES transmit

in one timeslot has been substituted by Ts
ta(i)

. Besides we do not consider a
minimum guaranteed resources to GES i. Again pi,j can be considered equal
to 1 since all GESs have the same transmitting priority. This non-convex op-
timization problem can be solved knowing that departing from a feasible value
of TS and increasing it can only reduce its objective value unless a multiple
value of some of the ta(i) is reached. This mean we can solve the problem by
�nding the ta(i) multiples inside the range [Tmin,Tmax] optimizing the xi,j re-
source for each of the values using (2.6) and getting the best {TS , xi,j} pair of
values.[16, 17]

2.3.4 Figures of Merit for the MF-TDMA SF performance

In order to compare the obtained results the following �gures of merit are used,
Bandwidth Occupation (BO) and Transported Capacity (TC):

BO =

NGES∑
i=1

xi,j ·Ki·ta(i)

C·TSF
(2.8)
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TC =

NGES∑
i=1

xi,j ·Ki

ASDREF
(2.9)

Where ASDREF , or reference Aggregated System Demand corresponds to the
maximum possible transported capacity obtained when using the most e�cient
bitrate (16APSK 2/3). The �gure of merit BO can be seen as the amount of
data sent in the MF-TDMA SF with respect to the amount of data that can be
sent. TC can be seen as the capacity in blocks with respect to the maximum
achievable capacity in blocks by using the most e�cient MODCOD.

Graphics with regard to these �gures of merit and graphics with the mean
of resources demand over the allocated resources in function of the requested
bitrate for the �xed TS and dynamic TS algorithms are provided in section 6.1.2.
Also in the mentioned section are taken conclusions on the results.[16, 17]
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Chapter 3

Analysis of the Erasure

Channel and Proposed

Solution

3.1 Introduction to LL-FEC

3.1.1 LL-FEC concept

Forward Error Correction (FEC) solutions above the physical layer are proposed
any time it is necessary to overcome the losses resilient to physical layer FEC
mechanisms (and link layer retransmission schemes, if any). The concept is
as follows. At the receiver side, each packet is considered by the link layers
either completely received or completely lost usually based on a CRC (Cyclic
Redundancy Check). This way, it can be considered as if there is a virtual
erasure channel. Di�erent upper layer FEC solutions are available in several
speci�cations for di�erent applications. Current standards include solutions
that are partly integrated in the application layer above the Network level, then
referred to as Application Layer FEC (AL-FEC), or in the link layer (LL) below
the Network level, then referred to as Link Layer FEC (LL-FEC) which will be
the case under study.

3.1.2 From Information Theory

In digital communications the transmitter sends one out of a �nite set of code-
words and the receiver would like to know which codeword has been transmitted.
A general scheme of an end to end communication system can be seen just in
Figure 3.1.
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EncoderEncoder P(y|x)P(y|x) DecoderDecoder

iϵ{0,1,…,c-1} xi=(xi[1], xi[2],...,xi[N]) y=(y[1], y[2], ..., y[N]) î

Figure 3.1: End to end communications system

The input and output, x[m] and y[m], respectively lie in a �nite set which are
called the input and output alphabets, x ∈ X and y ∈ Y . The Binary Erasure
Channel (BEC) has a binary input x = 0, 1, and a ternary output, y = 0, 1, e,
where e denotes the erasure. The transition probabilities, p(j|i) |j∈Y,i∈X , are
depicted in Figure 3.2. As we can see the bits cannot be �ipped as in the Binary
Symmetric Channel (BSC), but can be lost or erased.

0

1

0

1

e

1-ε

1-ε

ε

ε

Figure 3.2: Probability transitions of the BEC

We can calculate the maximum capacity of the BEC channel as follows:

C = maxp(x)I(X;Y ) = maxp(x)H(Y )−H(ε)

Letting E be the event Y=e and using the expansion:

H(Y ) = H(Y,E) = H(E) +H(Y |E)

And letting p(x=1)=π, we have:

H(Y ) = ((1− π)·(1− ε), ε, π(1− ε) = H(ε) + (1− ε)H(π)

Hence:

C = maxp(x)H(Y )−H(ε) = maxπ(1− ε)H(π) +H(ε)−H(ε) =
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= maxπ(1− ε)H(π) = 1− ε

This maximum is achieved when π = 1/2. Intuitively we can see that as an
epsilon proportion of the bits are lost in the channel (the erased ones), we can
only recover up to one minus epsilon bits, hence the capacity is one minus
epsilon.[20]

3.2 Justi�cation of the LL-FEC use in ANTARES

3.2.1 Link Layer channel vs Physical Layer Channel

As it is mentioned in the introduction, FEC can be used at di�erent levels,
normally at the physical layer, link layer or application layer. The use of FEC
at a certain level does not exclude to use it at another level since its purposes are
di�erent. Therefore in this section we identify what type of errors LL-FEC codes
can deal with in front of physical layer-FEC (PHY-FEC). In further subsections
within this section we analyze whether in any of the ANTARES scenarios is
given a situation for the LL-FEC use.

So PHY-FEC is intended for correcting errors at bit level produced within a
physical layer frame:

FEC/CRC

Correct /Detect errors

Erroneous bit

Physical layer frame

L2 packet L2 packet L2 packet[...]LINK LAYER

PHY LAYER

Figure 3.3: PHY-FEC correcting/detecting errors idea

Those errors can be produced by fast/medium term variations of the channels
such it can be Rayleigh or Rice e�ects. However it is possible that under certain
conditions a channel produced the e�ect shown in Figure 3.4, where we obtain
a burst of erroneous bits so as several LL packets are lost.
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FEC/CRC

Cannot Correct/Detect errors

Burst of erased bits

Physical layer frame

L2 packet L2 packet L2 packet[...]LINK LAYER

PHY LAYER

Discarded L2 packet Discarded L2 packet

Figure 3.4: Burst erasure scenario

Such burst of erroneous bits makes the PHY-FEC/CRC correction or detection
useless and those frames would be simply discarded by the decoder. To overcome
this problem FEC is used at link layer level as follows:

Physical layer frame

L2 packet L2 packet LL-FEC[...]LINK LAYER

PHY LAYER

LL-FEC

Correct  L2 packets

Bursts of erased bits

Figure 3.5: LL-FEC idea

Where the fact that each of the FEC packets are calculated from di�erent
L2 packets makes possible to correct the burst of erasures. The speci�c way
this is done is explained in subsection 3.5.3. Hence if we demonstrate the
ANTARES aeronautical channel behaves as an erasure channel, the
use of LL-FEC to correct errors is almost straightforward. The only
drawback for the LL-FEC is the delay it introduces which must be under the
ANTARES QoS requirements speci�ed in Table 1.7. The purpose of the follow-
ing subsections is:

� Analyze if the ANTARES aeronautical channel behaves as a burst erasure
channel and under which cases.
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� Characterize these cases in order to design properly the LL-FEC codes to
use.

3.2.2 Aeronautical Erasure Channel Models

In this section we analyze two potential link layer erasure aeronautical chan-
nel models, one for commercial aviation and another one for helicopters. The
erasures for each scenario are generated as follows:

� For commercial aviation erasures can be produced due to:

� Other airplanes in the line of sight between the satellite and the
airplane intending to receive the communication.

� By the airplane itself when maneuvering.

For the �rst case no statistics have been found on the literature. For the second
case it is demonstrated in the literature that it may so happen that maneuvers
of the airplane make the elevation angle with the satellite negative. First order
statistics are available on the literature, but not second order statistics.

� For the helicopter scenario erasures can be produced basically by two
e�ects:

� The blades of the helicopter when rotating over the antenna

� When the helicopter is �ying along a building located between the
line of sight with the satellite.

3.2.2.1 Erasure Model for Commercial Aviation

In this section two cases of erasure channel models with airplanes are explained,
in the �rst case the erasures are produced by an airplane blocking the satellite
signal to another airplane and in the second case the erasures are produced
because of the airplane itself.

Erasures produced by airplanes in the same line of sight with the
satellite The �rst example of erasure channel model with airplanes is depicted
in this section. Understanding the aeronautical channel as a mobile multiuser
environment we �nd feasible that burst erasures could be produced by another
airplane positioned in the same line of sight with the satellite during certain time
as shown in Figure 3.6. Due to the fast increase of air tra�c, the congestion in
some aerial routes and airports this e�ect is reliable to happen in airplanes in en
route phase and in airplanes maneuvering or landing. In Figure 3.7 we can see

30



CHAPTER 3. ANALYSIS OF THE ERASURE CHANNEL AND

PROPOSED SOLUTION

an image of the aerial routes in a zone of Spain, extracted from the national air
navigation service provider, AENA, and see how routes cross each other often.

θ vx1

vx1

vy1

vy1

vn1

vy2
300m

Figure 3.6: Burst erasure channel scenario

There are an in�nite number of possibilities for the way an airplane could block
the signal to another airplane, depending on the relative speed of both planes,
the angle between them and the position of the satellite. The minimum regu-
lated distance between the two airplanes traveling at di�erent heights is 300m.

Figure 3.7: Catalonia aerial routes

As shown in Figure 3.6, we consider the distance the airplane travels with its
line of sight with the satellite blocked by another airplane, x, as a function of θ.
Airplanes can travel in the same or in di�erent directions. In the same �gure vn
indicates the nominal speed of the airplane, and vx and vy the x and y speed
components respectively. All speeds are expressed in m/s.

Note that this is a very speci�c case since we are assuming both planes are
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traveling without any change on its altitude �ight, without maneuvering, at
constant speed and no variations in the angle θ are produced.

Airplane Length (m) Landing/Maneuvering En route speed (m/s)
speed (m/s)

Airbus 60 83.3 245
Boeing 50 83.3 245
Regional 30 83.3 240

Cargo plane 20 83.3 240

Table 3.1: Standard airplane lengths

As it is shown in Table 3.1 we have considered some di�erent speeds that lead
to two di�erent cases:

� One landing or maneuvering airplane at 83.3m/s is having the satellite
signal blocked by an en route airplane at 240m/s-345m/s at a higher alti-
tude.

� One en route airplane at 240m/s is having the satellite signal blocked by
another en route airplane traveling higher and at a 245m/s.

We can �nd the relative speed, vrelative, in m/s between the two airplanes by
doing:

vx1 = vn1· sin(θ), vy1 = vn1· cos(θ)

vx2 = 0, vy2 = vn2

vrelative =
√
(vy1 ± vy2)2 + (vx1 ± vx2)2

Where the operator �+� is applied when the airplanes travel in the same direction
and the operator �-� is applied when travel in opposite directions. Then we can
�nd the time in seconds one airplane blocks the other one by:

t(s) =
x(m)

v(m/s)
=

x

cos(θ)·vrelative
(3.1)

Where x is the length of the aircraft. Signal blockage produces erasures consist-
ing of bursts of packets. Minimum, mean and maximum values of duration of
the erasure are given in Table 3.2. As a �rst approach, Table 3.3 and Table 3.4
below show packets lost in the worst, mean and best case erasure for di�erent
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Minimum duration Mean duration Maximum duration

0.04 0.3 1.15

Table 3.2: Minimum, mean and maximum values of erasure duration

bitrates (16kbps, 32kbps and 64kbps) and for di�erent packet sizes (4096 and
8192 bits) in the forward downlink.

Packet Size Packet Loss Case Rb@16kbps Rb@32kbps Rb@64kbps

PLmin 1 1 1
4096 bits PLmean 2 3 6

PLmax 5 10 18

Table 3.3: Number of packets lost at each bitrate 4096 bit frame length

Packet Size Packet Loss Case Rb@16kbps Rb@32kbps Rb@64kbps

PLmin 1 1 1
8192 bits PLmean 1 2 3

PLmax 3 5 9

Table 3.4: Number of packets lost at each bitrate 8192 bit frame length

Erasures produced by the airplane itself when maneuvering View
angle statistics to an Immarsat I-4 GEO satellite have been obtained in reference
[12] from simulated �ights using a database of 8 thousand scheduled �ights.
The Cumulative Density Function (CDF) of the elevation angle in the Terminal
Maneuvering Area (TMA) showed the results in Figure 3.8.

Figure 3.8: Elevation angle CDF and zoomed region respectively

The negative elevation angles show the case where the satellite view falls under
the aircraft horizontal plane, these would cause blockage of the satellite signal.
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As we can see in the �gure in the TMA zone this can happen with an approxi-
mate probability of 2%. The PE,min values mean the probability of the aircraft
to perform a maneuver resulting into a minimum elevation angle Emin. This
Emin is computed from some pitch and roll angles of the airplane. PE,min is
taken as a known parameter. As said, the literature does not provide second
order statistics and we would need realistic data on maneuvering erasures to
obtain how many packets would be erased.

3.2.2.2 Erasure Model for Helicopters

Another example of erasure channel model happens in an helicopter aeronautical
scenario. Here, we can distinguish two cases:

� Erasures produced by the helicopter blades when rotating over the an-
tenna.

� Erasures produced when the receiving signal could be blocked by a build-
ing in the Line of Sight (LOS) of the helicopter.

Both scenarios are illustrated in Figure 3.9. Standard helicopter blade measures
have been chosen, 0.5 meters width and 6 meters length, while the revolution
speed of the blades can be comprehend between 300-500 Revolutions Per Minute
(RPM) and the speed of the helicopter can be comprehend between 150km/h
and 250km/h.

400-500 RPM

Vx=150km/h-250km/h

400-500 RPM

Vx=150km/h-250km/h

Figure 3.9: Helicopter scenarios, erasures produced because of the blades an
erasures produced because of a building respectively

Erasures produced by the blades of the helicopters Under this scenario
we assume the antenna is under the helicopter blades and the RPM of the blades
can be between 300RPM and 500RPM. The amount of time in seconds the
blades block the LOS signal is shown in Table 3.5.
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RPM Time (s)

300 0.160
400 0.0751
500 0.061

Table 3.5: Time in seconds the signal is blocked by helicopter blades

We can trace an imaginary route of a helicopter between two points without any
buildings blocking the signal, then the erasures produced only depend on the
RPM of the blades. In Figure 3.10 and Figure 3.11 we can observe how many
packets per per blade blockage (each time a blade rotates over the antenna)
would be erased for 4096 bit and 8192 bit packet length and for three di�erent
bitrates (16kbps, 32kbps and 64kbps).

Figure 3.10: 4096 bit length packets lost in function of the RPM of the blades
for di�erent bitrates
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Figure 3.11: 8192 bit length packets lost in function of the RPM of the blades
for di�erent bitrates

For the worst case 4096 bit packet length at 64kbps bitrate we would need to
recover up to 1.6 packets in each blockage. The erasure model in time at three
di�erent RPM can be seen here after, where `0' indicates an erasure is produced
and `1' that the signal is received correctly.

Figure 3.12: Erasure channel model in time produced at 300RPM
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Figure 3.13: Erasure channel model in time produced at 400RPM

Figure 3.14: Erasure channel model in time produced at 500RPM

We can observe a periodic behavior of the erasures. As the RPM of the blades
increase less packets ares lost in the erasures, but the erasures are produced
more often. However not signi�cant di�erence can be seen in the �gures above
since the di�erences are very small in time, but not in packets loss as we have
seen in Figure 3.10 and Figure 3.11. The duty cycles of the erasures in each
case are as shown in Table 3.6.

RPM 300 400 500

Duty Cycle 33% 26% 23%

Table 3.6: Duty cycle of the erasures

Since we have not considered any building blocking the satellite signal, this is
a best case scenario, however it is possible that the helicopter travels through
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high buildings that could block the satellite signal. This scenario is explained
here after.

Erasures produced by buildings In this scenario we assume that the he-
licopter is crossing high buildings or skyscrapers that block the satellite signal
during a certain amount of time. We can compute the time the signal is blocked
considering di�erent helicopter speeds and buildings widths. To model this sce-
nario we have chosen a realistic route between two points in Madrid City using
real building heights and widths. In Figure 3.15 is traced the route followed by
the helicopter.

Blocked satellite signals

44m 54m 45m 245m 21m 650m 40m

v=[150 190 230 250] (km/h)

Figure 3.15: Helicopter route

Each time the helicopter crosses one of these building that block the satellite
signal burst of packets are lost. In the �gures below, 3.16 and 3.17, we can
see the packets erased each time the helicopter crosses one of the 4 buildings
(index of building from 1 to 4). Four di�erent helicopter speeds are considered
(150km/h, 190km/h, 230km/h and 250 km/h), three di�erent bitrates (16kbps,
32kbps and 64kbps) and two di�erent packet lengths (4096 bits and 8192 bits).
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Figure 3.16: Packets lost at di�erent speeds for the 4096 bit packet length

Figure 3.17: Packets lost at di�erent speeds for the 8192 bit packet length
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Observing the �gures we can see that in the worst case, 4096 bit frame at 64kbps
we need to recover up to 17 packets and for the 8192 bit frame at 64kbps up to
7.4 packets. The erasure model in time for the traced route at the four di�erent
speeds can be seen in Figure 3.18 , where `1' denotes no erasure and `0' that the
helicopter is under an erasure.

Figure 3.18: Erasure channel model in time at the four di�erent speeds produced
by the buildings

As we can see at higher speeds, the duration of the erasures produced by the
buildings decrease, hence less packets are lost.

Statistical Characterization of the helicopter scenario Combining the
erasure produced by the blades of the helicopter with the erasures produced by
the buildings, we can build a general erasure model for a given �ight route. We
can express the total erasures produced in packets as follows:

ET = Eblades + Ebuildings [packets]

Where Ebladescan be expressed as:

Eblades =
r

bits/packet
·th

]
t=n·tr
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Where r is the bitrate of the signal in bits per seconds, th is the amount of time
the antenna is blocked by the blade which depends on the RPM of the blades and
its width, and tr is the periodicity which what the blades overlap the antenna
that depends on the distance of the antenna to the rotation center and the RPM
of the blades. This term is only applied when there are no buildings blocking
the LOS signal.

The term E buildings can be obtained by:

Ebuildings =

K∑
i=1

(
r

bits/packet
·
li
v

)

Where K are the number of buildings in the trajectory, l the length of these
buildings and v the speed of the helicopter. We can apply this formula to our
designed route. We will assume that lower speeds are achieved at lower RPM
and high speeds at a higher RPM. Therefore 150km/h are achieved at 300RPM,
190km/h and 230km/h are achieved at 400RPM and 250km/h are achieved at
500RPM. This leads to the following erasure models in Figure 3.18 where `1'
denotes no erasures and `0' that an erasure is produced.

Figure 3.19: Erasure channel models due to blades and buildings in the �ight
route

Longer erasures belong to buildings, while shorter erasures belong to the blades
of the helicopter. Thus we can obtain the �rst and second order statistics
of our erasure channel model as it is shown in Figure 3.20 and Figure 3.21.
In Figure 3.20 we can see an interesting result: that, the erasures probability
remains approximately constant for the di�erent speeds. The reason being that
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although at higher RPM the erasures are produced more often, its duration is
lower.

Figure 3.20: First order statistic: Probability of erasure

Figure 3.21: Second order statistics: CDF of the duration of the erasure for
the 150km/h 300RPM, 190km/h 400RPM, 230km/h 400RPM and 250km/h
500RPM from top to bottom and right to left

In Figure 3.21 we can observe the probability that the duration of the erasure,
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x, is lower than a certain level, F(x), this is the empirical CDF of the duration
of the erasure. The �gure shows that short erasures are produced almost always
because while long erasure are barely produced. This happens because short
erasures are produced because of the rotation of the blades which are a periodical
e�ect while long erasure are produced by buildings which is a low-probability
e�ect. This is also the reason why the graphic is so abrupt. No big di�erences
are noticed between the di�erent pairs of speeds/blade rotation.

3.3 Design Options

The basic idea in LL-FEC codes is that K blocks of source data are encoded at
the transmission to produce N blocks of encoded data, such code is called an
(N,K) code. An (N,K) code is able to correct up to N-K losses in a group of N
encoded blocks. Several codes exist for this purpose, here below we list some of
them together with a brief description and we give performance results on real
applications for each of them.

3.3.1 Reed Solomon (RS) Codes

The basic characteristic of RS codes is that they are MDS codes. Despite of
its simplicity and attractiveness RS codes have some disadvantages; the encod-
ing/decoding complexity grows up exponentially with the codeword size. To
keep this complexity manageable several restrictions to the codeword length
must be imposed [3]. RS codes have been adopted as the standard codes for the
�rst DVB generation. Simulation in reference [6] for a typical Rayleigh channel
and in [9] for a burst noise channel shows that RS standalone codes are out-
performed by both Raptor and LDPC codes respectively. However this result
is not directly extrapolable to the ANTARES case because the channel it is not
demonstrated to be an erasure+noise channel.

3.3.2 RS+Channel Interleaver

This solution is proposed to mitigate the fact that the encoding/decoding com-
plexity of RS codes with long codewords is unmanageable. It is shown in [4] that
for a pure long burst erasure channel without added noise the optimal solution
is using block interleaved RS codes, moreover this optimality does only depend
on the length of the block interleaver. The basic idea scheme is shown in Figure
3.22.

Several comparisons on the long burst erasure channel are carried out in this
reference with the following summarized results:

� For a �xed N and K, the e�ciency can be made as close to one as desired
by simply increasing the interleaving length su�ciently.
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(N,K) RS 
encoder

Depth I Channel
Interleaver

Burst
Erasure
Channel

Depth I Channel
de-Interleaver

(N,K) RS 
decoder

data

data

Figure 3.22: Basic idea of channel interleaved RS codes

� Very short RS codes are less than 1% ine�cient at many lengths of prac-
tical interest.

� In channels modeled as erasure+noise (not our assumed case), RS inter-
leaved codes are outperformed by LDPC codes.

3.3.3 Low Density Parity Check (LDPC) codes

LDPC are linear error correcting codes, although they are not MDS codes per-
mit the use of longer codewords lengths than in RS with linear complexity
increasing, providing much better performance. If well designed LDPC codes
can be asymptotically (in N) MDS and can provide protection to long burst
erasures if interleaved [3]. In references [8] and [9] it is proved that LDPC codes
outperform RS and interleaved RS codes for burst erasures channels with added
noise, however in pure burst erasure channels interleaved RS codes are the best
option. As said before is still not clear if the ANTARES channel behaves as an
erasure plus noise channel.

3.3.4 Raptor Codes

Raptor codes are a class of Fountain codes based on the Luby Transform.
Compared with RS codes provide more �exibility, larger code dimensions, and
lower decoding �exibility. Another advantage is that show linear time encod-
ing/decoding with N, however Raptor codes are not MDS. Raptor codes have
been lately introduced in the DVB standards [6]. Also in [6] a comparison be-
tween RS codes and Raptor codes is carried out. The study was made for a
typical correlated Rayleigh channel using both Multi Protocol Encapsulation-
Forward Error Correction (MPE-FEC) and MPE-Interburst FEC (MPE-IFEC)
and for di�erent modulations and codi�cations (MODCODs). The obtained
results are summarized in Table 3.7.
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Raptor outperformance over RS

MODCOD MPE-FEC MPE-IFEC
QPSK, 1/2 0.7dB 1.5dB
8PSK, 3/4 0.1dB 2.7dB

Table 3.7: Raptor over RS outperformance for a PER@1e-4 at v=100km/h

The results also showed that the best framework is MPE-IFEC which outper-
forms MPE-FEC for every MODCOD in RS and Raptor codes. The best overall
result is the MPE-IFEC framework with Raptor codes.

3.3.5 Other Codes

Also more variants for packet level coding exists like Irregular Repeat and Ac-
cumulate (IRA), Generalized IRA (GeIRA), Tornado and Protograph codes
shortly explained in [3].

3.4 Comparative Performance Analysis

Under this section is carried out a comparative between the LL-FEC design
options depicted in 3.3 in order to choose the most suitable code for the LL-FEC
implementation in ANTARES. To this aim we will compare the capacity of the
codes to solve a burst of erasures (e�ciency) and the di�culty to encode/decode
the information of each of them (complexity in arithmetic operations).

3.4.1 Information from literature review

3.4.1.1 E�ciency

Regarding to code e�ciency, in reference [4] a thorough study is presented to
compare the e�ciency in burst erasure channels of several types of codes. This
e�ciency is measured as the ratio of the maximum resolvable length burst,
Lmax, divided by N-K, being N the encoded bits and K the original source
bits. N-K is the maximum resolvable erasure length indicated by the Singleton
bound. For an RS code, interleaved or virtual interleaved the e�ciency can be
measured as:

η =
(N −K)·I·m−m+ 1

(N −K)·I·m
= 1− m− 1

m·I·N(1− r)
(3.2)

Where r is the code rate K/N, m is the number of bits per symbol that in RS
must accomplish that 2m-1=N and I is the block interleaving depth. From the
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expression above in the form η = 1−µ it can be seen that µ = m−1
m·I·N(1−r) is the

ine�ciency of the code. For RS we can also de�ne the total transmission length
in bits of an interleaved code as:

Tranmission length = N ·I·m (3.3)

This is the total number of bits sent during all the interleaving. Note that if I
is set to one we obtain the number of encoded bits of the code.

For LDPC codes �nding Lmax must be done by applying the algorithm in refer-
ence [7] to the parity check matrix of the LDPC codes. In this same reference and
in [13] are provided results for di�erent types of LDPC codes such as MacKay,
extended Irregular Repeat and Accumulate (eIRA), array, Euclidean Geometry
(EG) or Progressive Geometry (PG), under the burst erasure channel. These
results will be used for an e�ciency code comparison.

For Raptor codes e�ciency no results in the literature have been found for the
burst erasure channel.

3.4.1.2 Complexity

With reference to the complexity issue, it is well-known that the major drawback
of RS codes is the exponential encoding and decoding complexity increase in
terms of operations. The complexity on RS encoding/decoding can be expressed
in terms of Galois Field Multiply and Accumulate (GFMAC) operations that
the encoder/decoder performs for computing the RS codeword. Complexity
performance is written in function of N, K, and T=(N-K)/2. For the encod-
ing process just one option is possible, while for the decoding process several
algorithms are available.

Encoding algorithm Operations

- O(N·2T)

Table 3.8: RS encoding algorithm complexity

Decoding algorithm Operations

Syndrome computation O(N·2T)
Berlekamp-Massey O(2T·T)

Chien Search O(N·T)
Forney Algorithm O(T·T/2)

Table 3.9: RS decoding algorithm complexity

As we can see in Table 3.8 and 3.9, complexity is basically a function of T=(N-
K)/2, i.e. a function of the redundancy added to the code. The lower the term T
is, for a �xed N,the bigger is K; and lower is the encoding/decoding complexity.
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For LDPC codes also exist several encoding/decoding algorithms, which in gen-
eral require less arithmetic operation than in RS. Some of those algorithms are
listed in Table 3.10 and in Table 3.11 and extracted from references [14] and
[15].

Encoding algorithm Operations

LDPC1 O(2q)
LDPC2 O(2(K·(K-q)))

Table 3.10: LDPC encoding algorithm complexity

Decoding Algorithm Operations

Belief Propagation O(2·q)
Extended Mini Sum O(q·log(q))

Table 3.11: LDPC decoding algorithm complexity

Being q the number of codewords of the LDPC code, i.e. for an LDPC code
(N,K), q is N-1.

With regard to Raptor codes the most common used encoding/ decoding algo-
rithms are shown in Table 3.12 and in Table 3.13 and extracted from reference
[5].

Encoding algorithm Operations

- O(K)

Table 3.12: Raptor encoding algorithm complexity

Decoding algorithm Operations

- O(K)

Table 3.13: Raptor decoding algorithm complexity

3.4.2 Simulations on comparative analysis

3.4.2.1 E�ciency simulations

To obtain comparison between LDPC, Raptor and RS codes regarding to the �g-
ure of merit of the e�ciency, the codes listed in Table 3.14 have been used. Note
that several types of LDPC codes have been simulated, as well as several r=K/N
ratios and lengths of the encoded block N in order to obtain a fair comparison
with the RS codes. In order to show the results in a more understandable way,
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in the graphics are plotted the ine�ciencies of the codes in function of the total
transmission length de�ned as in equation (3.2) and equation (3.3) respectively.

Code (N,K) Lmax (bits)

LDPC MacKay 4095,3358 515
LDPC EG1 4095,3367 376
LDPC eIRA1 4095,3367 507
LDPC eIRA2 4550,4096 300
LDPC Array1 4095,3367 500
LDPC Array2 4550,4096 299
LDPC EG2 255,175 70
LDPC EG3 1023,781 157
LDPC PG1 273,191 75
LDPC PG2 1057,813 124

RS 255,85 Dependent on I
RS 255,127 Dependent on I
RS 15,5 Dependent on I
RS 15,7 Dependent on I

Table 3.14: Simulated codes

From the curves in Figure 3.23 we can extract the following conclusions:

� Note that for any interleaving length of an RS code, including non-interleaving
(I=1 ) RS codes are less ine�cient that any of the LDPC codes in the
graphics. Hence in terms of solving errors in burst erasure channels;
RS codes are more e�cient than LDPC codes.

� We can observe that for a same interleaving length, a shorter RS code is
less ine�cient.

� Codes with lower coderate, r, are less ine�cient for the same N length.

3.4.2.2 Complexity simulations

In order to show the encoding complexity two length N codes have been chosen,
N=15 and N=255. For each of these lengths the encoding complexity is plotted
for the several algorithms available per code in function of T=(N-K)/2. This
allows us to see the dependence of the complexity algorithm with T and K.

The following conclusions can be extracted from Figure 3.24:

� Raptor and LDPC encoding algorithms present the lowest encoding com-
plexity. Besides, LDPC1 algorithm presents a linear encoding complexity
increase with N, which is desirable.
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Figure 3.23: Ine�ciency comparison vs total transmission lengths in bits for
pure burst erasure channels

Figure 3.24: Encoding complexity at N=15 and N=255 respectively for several
algorithms

� RS codes present two drawbacks when encoding, complexity increases
when increasing T, i.e. the redundancy of the code. Complexity increases
exponentially when increasing N as we can see when comparing both
graphics, the increase in N from 15 to 255 is not the same increase in
number of operations.

For the decoding complexity we will compare �rst the di�erent available algo-
rithms for the RS codes at N=15 and N=255 as a function of T. After that we
will compare the least complex algorithms.

From Figure 3.25 the following conclusions can be observed:

� Forney algorithm presents the best performance, since its complexity in-
crease with T is very slow and its complexity increase with N it is no as
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abrupt as the other algorithms (although it is still exponential).

� Berlekamp Massey algorithm presents a similar performance to Forney
algorithm however its complexity increase with T is higher.

Figure 3.25: Decoding complexity for several RS algorithms at N=15 and N=255
respectively

So, in order to compare the RS decoding complexity with the complexity of
other codes we will take as reference the Forney algorithm.

Figure 3.26: Decoding complexity at N=15 and N=255 for several algorithms

So a similar behavior to the encoding can be observed in Figure 3.26, speci�cally:

� LDPC BP and EMS algorithms present very low complexity and almost
a linear increase with N and remain constant when only K varies.

� We can see that for short lengths of the code, Forney algorithm has very
low decoding complexity (lower than LDPC codes).

� Raptor codes present low complexity.
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3.4.3 Conclusions on code comparative

� In terms of e�ciency, as it can be seen in Figure 3.23, RS codes, whether
interleaved or not, clearly outperform the rest of the codes.

� From the complexity point of view LDPC are the best codes, however it
is shown in Figure 3.25 that some some RS decoding algorithms such as
Forney algorithm reduce considerably the number of operations to perform
and in Figure 3.26 that for short lengths have a similar performance to
LDPC algorithms.

Being known that, if the channel behaves as a pure erasure channel,
we recommend using interleaved/virtual interleaved short length RS
codes. The major drawback would only rely on the encoding complexity. Figure
3.27 helps to clear out this issue where we can see the RS decoding complexity
for a short code (N=15) is very low while the major drawback relies on the
encoding.

Figure 3.27: Encoding/Decoding comparison for short LDPC, Raptor and RS
codes

However in Figure 3.28 we can see this drawback is compensated by much higher
e�ciency of the code, two order di�erence, for the range of total transmitted
bits, from 1e3 to 1e4 depending on the delay-aware introduced. The region is
marked with a red ellipse.
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Figure 3.28: Ine�ciency comparison for short RS codes

3.5 Code Choice and Performance results

3.5.1 Code Choice

From conclusions in section 3.4 our choice is to use RS codes using a delay-
aware link-level packet interleaving. The reason is that Reed-Solomon codes
belong to the class of Maximum Distance Separable (MDS) codes, i.e. they
enable a receiver to recover the K source symbols from any set of K received
symbols. Further, in order to increase the e�ectiveness of packet-level FEC, it is
sensible to apply it across an interleaved group of packets, because in that way
consecutive packets within the error burst are separated out. E�ectiveness of
this is also demonstrated in section 3.4. We propose the design of a delay-aware
link layer packet interleaving design, i.e. the level of interleaving can be adapted
so as LL-FEC can be applied with di�erent depths across the di�erent tra�c
types and/or QoS.

RS+ channel interleaver codes could perform better under the type of channels
developed, however it would introduce even a higher delay that would not allow
to meet the QoS requirements.

3.5.2 Discussion on the use of GSE

As it has been mentioned in subsection 1.2.3, GSE standard does not specify a
�xed size for the link layer frames. According to the messages sizes in Table 1.9
and to the base band frame sizes, two suitable lengths could be 256 or 512 bytes
including the GSE header in order to do not partition messages excessively.
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Another issue regarding to the use of GSE is the number of errors the RS code
will be able to correct. It is demonstrated that knowing where the erasures are
located, i.e. using CRC, an RS code is able to correct T = N − K erasures.
However GSE standard speci�es that CRC is only added at the last frame of
a partitioned message in order to increase the encapsulation e�ciency, hence
the number of erasures we will be able to correct is T = (N−K)/2. Another
commonly used standard in satellite communications is Multi Protocol Encap-
sulation (MPE) which speci�es a 14 bytes header, a variable payload and a 4
bytes CRC in each frame. Therefore although MPE is less e�cient encapsu-
lating it allows to correct twice the number of errors than using GSE. As the
ANTARES project speci�es the use of GSE, all simulation have been carried
out with this standard.

3.5.3 Simulator Construction

The Reed Solomon encoding process for a RS(N,K,T) code used in the simula-
tions is as follows:

� A matrix consisting of two separated parts, the Application Data Table
(ADT) and the Reed Solomon Data Table (RSDT) is created with the
dimensions indicated in Figure 3.29. This is also the terminology used in
the DVB standards. The number of columns of the ADT matrix is the
number of input source symbols of the RS code, N. The number of columns
of the RSDT matrix is the number of redundancy generated symbols, T.
Each symbol is de�ned a group of m bits forming a codeword that must
accomplish that:

N = 2m − 1

� The ADT part of the matrix is column-wise �lled with data from the upper
layers, in our case di�erent ATN messages as it can be seen in Figure 3.29.
We start �lling the matrix by the upper left corner to down, if the message
does not �t in one column it is continued in the next column. If it is not
possible to �ll an entire number of messages the remaining space at the
end of the matrix is �lled with zeros.

� The RSDT part of the matrix contains information of the RS LL-FEC
code, for each of the rows containing information of di�erent messages,
are generated T columns of parity information.

Once the entire matrix is �lled the messages are extracted in the same order
they arrived, starting by the upper left corner to down. The parity information
in the RSDT is extracted last. An encapsulation process as the shown in Figure
1.4 is followed. For simulation purposes the BBH, Start of Frame and pilots are
computed as an overhead of the 10%.
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Figure 3.29: ADT and RSDT tables for the LL-FEC encoding

When physical layer frames are sent through the channel, they may be a�ected
by erasures. In reception ADT part and RSDT part of the matrix, is �lled again
with the received. The idea is shown in Figure 3.30.
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Figure 3.30: RS decoding scheme

Physical layer packets are de-encapsulated to obtain the link layer frames of 256
or 512 bytes, the GSE header is extracted and the information within the frame
is plugged again together with the FEC sent in the ADT and RSDT tables in
the same way it was done in transmission. For each row if less than T erasures
are present we can correct the errors in the row. After the correction, the
Frame Error Rate is calculated taking into account that information is column
wise ordered. We consider that within a frame one erroneous received symbol
corrupts the entire link layer frame. In the end:

FER =
# erroneus frames

# sent frames
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PROPOSED SOLUTION

Then we express the results in terms of Correct Frame Rate (CFR), computed
as:

CFR = 1− FER

The LL-FEC delay-aware introduced tdelay is computed taking into account that
the last of the FEC frames must be received to start decoding the RS, hence it
is related with the size of the code, N, the depth of the table, N rows, the number
of bits per symbol m, OH (bits) the overhead in bits due to encapsulation (link
layer and physical layer headers) and Rb the bitrate.

tdelay =
m·N ·Nrows +OH (bits)

Rb

In our case we will �x the delay-aware and N values to tdelay ∈ {0.68, 1.5}, N ∈
{15, 255}, and vary the number of rows, N rows, of the table to match this
parameters. Delay-aware have been set in order to satisfy the most stringent
TD95 requirements of the messages 1.4s as shown in Table 1.7. There is a worst
case the erasure is 1.15 seconds long, the delay for this case has been set to 1.5
seconds. Although in this case, for one CoS, the TD95 would not accomplished
we assume this worst case is within the 5% of margin in TD95.

Simulation results and conclusions are shown in section 6.2, also brief guidelines
for LL-FEC design in ANTARES are included in Appendix B.
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Chapter 4

Payload Dependent System

Model

The study of di�erent payload models is necessary for a further study of the
co-channel interference in multibeam satellite systems. Each payload will lead
to a di�erent link budget computation and therefore to di�erent interference
levels. Three di�erent types of payload models are studied here in, the conven-
tional payload model, the �exible payload model and the beam-hopping payload
model. Related with the ANTARES system, which is a multibeam scenario,
this study can give us an idea of which payload is more suitable since satellite
con�guration has not been decided yet. It could also be possible that for the
characteristics of the system all payloads had a similar behavior in terms of
interference.

The conventional payload is used for the typical MF-TDM/MF-TDMA air inter-
faces using the classical frequency and time division, while the �exible payload
is used in Non Orthogonal Frequency Reuse (NOFR) systems , where a ground
cell can allocate a variable number of carriers depending on the tra�c request,
carriers can be re-used throughout the coverage without any restrictions. Beam-
Hopping (BH) payload is used when the air interface is "beam-hopped", this
means the total bandwidth is used in some speci�c beams during a time slot.
Figure 4.1 shows the basic di�erence between the air interfaces. Di�erent air
interfaces in the di�erent payloads will also a�ect on the further interference
analysis.

All payload con�gurations will obviously depend on the designed frequency plan
for the system, but explanations in here are done in a generalized way.
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BWt

Beam 1 Beam 2 Beam N

Beam 1 to N

Beam 1

[....]

[....]

Beam 2
Beam 3 and 4 Beam N

Figure 4.1: MF-TDM beam-hopped and NOFR air interfaces respectively

4.1 Conventional Payload Model

4.1.1 Payload Elements

The conventional payload elements for both forward (FWD) and return (RTN)
links are referred in Table 4.1.

Forward Link Return Link

Low Noise Ampli�ers (LNAs) LNAs
Down-Converters (DOCONs) DOCONs

Input Demultiplexers (IDMUXES) Input Multiplexers (IMUXES)
Linear Traveling Wave LTWTAs

Tube Ampli�ers (LTWTAs)
Output Filters (OFLTRs) OFLTRs

Table 4.1: Conventional payload elements

4.1.2 Antenna Design

In the conventional payload combined transmission and reception antennas are
used in the satellite, with a Single Feed per Beam Network (SFBN) antenna
con�guration. The number of apertures on the antenna will depend on the
beam con�guration.
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Figure 4.2: Conventional forward link payload

4.1.3 Payload Architecture

4.1.3.1 Forward Link Architecture

After uplink signal �ltering of each polarization output, the antenna elements
are connected to a 2 for 1 redundant LNA to amplify the signal introducing as
less noise as possible. Depending on the frequency plan, f P , more than one type
of DOCON could be needed, so the splitter performs the action of sending the
signal to the correct DOCON. Then the DOCONs down converts each of the
frequency segments of each polarization FWD uplink to the frequency segments
of the FWD downlink. Depending on the number of gateways and the number
of polarizations the number of inputs and outputs for the DOCONs changes.

After the frequency down-conversion the IDMUXes separates the channels as-
signed to each user link beam, at least are needed as many IDMUXes as the
frequency reuse factor, f R factor. Groups of LTWTAs are used to provide the
�nal ampli�cation of the channels and OFLTRs are used to limit the intermod-
ulation and harmonics high ampli�cation e�ects. An scheme of this payload can
be seen in Figure 4.2.
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Figure 4.3: Conventional return link payload

4.1.3.2 Return Link Architecture

In the RTN link after uplink �ltering, each output of the receive elements is
connected to a 2 for 1 redundant LNA, then the IMUXes combine the channels
in order to accomplish the frequency plan for the RTN downlink, as many
IMUXes as the frequency reuse factor are needed. Then the DOCON down-
converts the frequency RTN uplink segments into the RTN downlink frequency
segments. Depending on the frequency plan the DOCONS chains needed could
vary and a second stage of IMUXes could be needed. Also depending on the
frequency plan more than one type of DOCON could be needed.

LTWTAs are used to high amplify several channels and OFLTRs are used to
limit the e�ect of intermodulation in the adjacent channels and to limit the
harmonics. At last the �lters can be connected to two polarization transmit
ports if needed. An scheme of this payload can be seen in Figure 4.3.
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4.2 Flexible Payload Model

4.2.1 Payload Elements

The conventional payload elements for both forward FWD and return RTN links
are referred in Table 4.2.

Forward Link Return Link

LNAs LNAs
DOCONs DOCONs

Intermediate Frequency Filters (IFLTRs) IFLTRs
On Board Processor (OBP) Return Link OBP
Up-Converters (UPCONs) UPCONs
Channel Filters (CFLTRs) CFLTRs

Hybrid Matrix Power Ampli�er (HMPAs) LTWTAs
OFLTRs OFLTRs

Table 4.2: Flexible Payload Elements

4.2.2 Antenna Design

In the �exible payload are used separated transmission/reception antennas with
antenna Array Fed Re�ector (AFR) con�guration, so each beam is generated
using a determinate number of elements of the array. As the feed horns are too
smalls one antenna for the transmission and one antenna for the reception is
needed. The main advantage of AFR is that the number of apertures can be
reduced with respect to the SFBN con�guration.

4.2.3 Payload Architecture

4.2.3.1 Forward Link Architecture

In the forward link the signal follows the next process, �rst each polarization
output is low noise ampli�ed by the LNA, then the DOCONS down-convert the
received signals to the C-band frequency used by the OBP, the IFLTRs after
the DOCONs limit the out of band spurious emissions.

The signals inputs into the OBP, which performs the following actions:

� Spectral isolation of the individual modulated user channels that compose
each FDM multiplexed, multicarrier, gateway signal.

� Routing and steering of the complex samples that compose the uplink
carriers signals received on FWD uplink to the destined FWD downlink
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Figure 4.4: Flexible forward link payload

Digital Beam Forming Network (DBFN) in order to generate the subse-
quent FWD downlinks.

� Spatial �ltering of the complex samples that compose the uplink carriers
signals to generate the subsequent constituent beam signals to be applied
to the antenna elements.

� Frequency synthesis of the spatially �ltered element beam signals to gen-
erate the FDM multiplexed, multicarrier element signal to be applied to
each of the antenna elements that compose the transmission antenna array.

The signals from the output of the OBP are then upconverted with the UPCONs
to the downlink frequencies and channel �ltered to limit the out of band spurious
emissions with the CFLTRs. HMPAs composed of LTWTA are used to amplify
the signals that feed the antenna elements and before are transmitted the signals
are �ltered to limit the noise in the receive frequency band and to limit the
spurious emissions with the OFLTRs. An scheme of the FWD link �exible
payload can be seen in Figure 4.4.
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4.2.3.2 Return Link Architecture

In the return link the following process is performed, �rst the uplink output of
each receive element is connected to a 2 for 1 LNA to low noise amplify, then
this signal is down-converted through the DOCONs to get the C-band used by
the return link OBP and �ltered with IFLTRs to limit the out of band spurious
emissions.

The OBP for the return link performs the following actions on the signal:

� Spectral isolation of the frequency segments that compose the FDM mul-
tiplexed, multicarrier, co-channel RTN uplink signal derived from the out-
put of each of antenna elements.

� Spatial �ltering of each spectrally isolated frequency sub-band to generate
the corresponding constituent beam signals.

� Spectral isolation of the individual user or channel bands assigned to each
RTN downlink beam.

� Routing and steering the complex samples that compose each individual
user channel received on the RTN uplink to the RTN downlink.

� Frequency synthesis of the spatially �ltered user beam to generate the
FDM multiplexed multicarrier gateway signals.

The signal from the output of the OBP is up-converted with the UPCONs to
get the RTN downlink frequency and CFLTRs are used to limit out of band
spurious. In this case LTWTAs are used to amplify the full frequency band of
one polarization and output �ltered with OFLTRs and then ready to be sent
to the antenna feed elements. An scheme of this payload can be seen in Figure
4.5.

4.3 Beam Hopping Payload Model

4.3.1 Payload Elements

The elements of the beam hopping payload for the FWD and RTN link are
listed in Table 4.3.
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Figure 4.5: Flexible return link payload
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Forward Link Return Link

LNAs LNAs
DOCONs DOCONs
IFLTRs IMUXes
OBP

UPCONs
CFLTRs
HMPAs LTWTAs
OFLTRs OFLTRs

Table 4.3: Beam-hopping payload elements

4.3.2 Antenna Design

The antenna used in this payload is the same used in the conventional one,
combined transmission and reception antennas are used in the satellite, with a
SFBN antenna con�guration using 4 apertures.

4.3.3 Payload Architecture

4.3.3.1 Forward Link Architecture

In the forward link the process is as follows, the signals goes through the 2 for
1 LNAs to amplify it, then is down-converted with the DOCONs to the OBP
C-band and the IFLTRs limit the out of band spurious emissions.

In the OBP the following actions are performed:

� Spectral isolation of the individual, phase modulated carriers signals that
constitute each FDM multiplexed, multicarrier gateway signal.

� Grouping the carriers received on the FWD uplink into FWD downlink
sets.

� Frequency synthesis of the FWD downlink carrier sets to generate the
sub-sequent FDM multiplexed, multicarrier signals. These synthesized
multicarrier signals are identi�ed as beam-hopping signals.

� Application of the beam hopping signals to the antenna elements.

The signal at the output of the OBP is upconverted with the UPCONs from the
OBP C-band to the FWD downlink frequency, channel �ltered and ampli�ed
with the HMPA matrix. At last before sent to the antenna feed elements is
�ltered to limit noise in the receive frequency and to limit harmonic distortion
with OFLTRs. The scheme of the FWD link beam-hopping payload can be seen
in Figure 4.6.
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4.3.3.2 Return Link Architecture

For the return link the process followed is the same than in the conventional
payload in section 1.1 and the payload scheme can be seen in Figure 4.3.
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Chapter 5

Analysis of co-Channel

Interference

The purpose of this chapter is obtain analytic expressions for the co-channel
interference at beam level for the forward downlink of satellite systems. To this
aim is obtained the received signal in the form y = Hx+n, where H is a matrix
compound of the satellite antenna gains matrix G, which depend on the angle θ
de�ned in section A.1, and the rest of the link budgets contributions in matrix
A. To perform the analysis in a systematic way we will �rst analyze a two beam
model to extract at the end a general expression for a variable number of beams.
Considered geometric aspects, antenna models and link budget computations
are extracted from Appendix A.

Besides, as we have seen in Chapter 4, the computation of the link budget
depends on the payload model used, and this will a�ect to matrix A. So for
di�erent payloads we will obtain di�erent levels of interference. The notation
used within this chapter for the system model de�nition is described here below:

� Vectors are set in bold lowercase letters.

� Matrix are set in bold uppercase letters.

� Subindex (.)T denotes the transpose.

5.1 Two beam model

Consider the following scenario, a satellite is transmitting information using a
determinate number of antennas, 1 to N, to a determinate number of beams, 1
to N. Two of these beams are using the same frequency, hence because of the
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antenna side lobes they interfere each other. The scenario is depicted in Figure
5.1.

Satellite
Tx

Rx_Beam1

Rx_Beam2

Rx_BeamN

…

…

AntBeam 1

θ11

θ22AntBeam 3

AntBeam 3

AntBeam N

Rx_Beam3

Figure 5.1: Forward downlink two interfering beam scenario

In this Figure 5.1 we can observe how the received power of the user in the beam
of interest (continuous blue line) is a function of its angle θ11 towards the spot
beam center and is getting and interference from another beam with which it
forms an angle θ12 to its beam center. We could have considered the interfering
beam as the one of interest so the e�ect would have been viceversa produced.
Therefore we can model the system channel of this two beams, H, as 2x2 matrix
with a constant contribution part and a varying part due to the angles towards
the beam center.

Let the symbols transmitted to user i inside the coverage of beam i, be de�ned
as xi = [xi1, xi2, ..., xiM ]T ∈ CM×1. Lets also de�ne two matrixes A ∈ Ck×kand
G ∈ Ck×k , with k = 2, where A comprehends all the gains and attenua-
tion terms involved in the forward downlink link budget except for the satellite
antenna gain de�ned in G which depends on the angle θ.

A =

( √
β1 0
0

√
β2

)
(5.1)

G =

(
g11 g12
g21 g22

)
(5.2)

Where:

� βi = OBOhpa·Lsat·Ldown·Ggt are the gain and losses terms that do not
depend on the angle θ. This expression is extracted from subsection A.2.2.
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� gij :=
√
g(θij) is the square root of the gain, g, of the satellite transmitter

antenna for beam j towards beam i being θij is the angle that forms
the receiver in beam i towards the spot beam center j as seen from the
satellite.

So now we can compute the channel matrix H = AG ∈ C2×2 which models the
system:

H =

( √
β1
√

g(θ11)
√
β1
√
g(θ12)√

β2
√

g(θ21)
√
β2
√
g(θ22)

)
(5.3)

Hence we can express the received signal y(θ)i ∈ CM×1 for a user in a beam i
as desired and non-desired contributions as:

y(θ)i =
√
Psat · hii·xi + (

j=2∑
j=1,j 6=i

√
Psat · hijxj) + ni (5.4)

Where the term
√
Psat · hii·xi is our desired signal, the term

∑j=2
j=1,j 6=i

√
Psat ·

hijxj is the co-channel interference and the term ni ∈ CM×1 is a column vector
of zero mean and complex circular noise with variance N introducing the thermal
noise in the receiver.

Developing in equation (5.4) we get the following solutions for our two beams:

y(θ)1 =
√
Psat ·

√
β1 ·

√
g(θ11)x1 +

√
Psat ·

√
β1 ·

√
g(θ12)x2 + ni

y(θ)2 =
√
Psat ·

√
β2 ·

√
g(θ22)x2 +

√
Psat ·

√
β2 ·

√
g(θ21)x1 + ni

Besides it is possible to extract the Signal to Interference plus Noise Ratio
(SINR) expressions from equation (5.4) assuming the power of the transmitted
symbols to user i is normalized, E[|xi|2] = 1.

SINRi(θ) =
Psat · |hii|2

j=2∑
j=1,j 6=i

(Psat · |hij |2) +Ni

(5.5)

Developing and substituting we get:

SINR1(θ) =
Psat · β1 · g(θ11)
β1 · g(θ12) +N1

SINR2(θ) =
Psat · β2 · g(θ22)
β2 · g(θ21) +N2
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5.2 General model

For the general model we consider that the user in the beam of interest is
being interfered by any number of beams comprehend between 1 and N-1. The
scenario is depicted in Figure 5.2.
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Rx_Beam 1

Rx_Beam 2

Rx_Beam 3

Rx_Beam N

……

AntBeam 1

θ11

AntBeam 2

AntBeam 3

AntBeam N

Figure 5.2: Forward downlink general interference scenario

Where we can see our beam of interest is being interfered by a general number
of beams k which are using the same frequency. So now, matrixA ∈ Ck×k turns
into:

A =


√
β1 0 · · · 0
0

√
β2 · · · 0

...
...

. . .
...

0 0 · · ·
√
βk

 (5.6)

Moreover matrix G ∈ Ck×k turns into:

G =


g11 g12 · · · g1k
g21 g22 g2k
...

...
. . .

...
gk1 gk2 · · · gkk

 (5.7)

Where as before:

� βi = OBOhpa·Lsat·Ldown·Ggt are the gain and losses terms that do not
depend on the angle θ.
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� gij :=
√
g(θij) is the square root of the gain, g, of the satellite transmitter

antenna for beam j towards beam i being θij is the angle that forms
the receiver in beam i towards the spot beam center j as seen from the
satellite.

And H=AG∈ Ck×k the matrix that models the system channel:

H =


√
β1·
√
g(θ11)

√
β1·
√
g(θ12) · · ·

√
β1·
√
g(θ1k)√

β2·
√
g(θ21)

√
β2·
√
g(θ22) · · ·

√
β2·
√
g(θ2k)

...
...

. . .
...√

βk·
√
g(θk1)

√
βk·
√
g(θk2) · · ·

√
βk·
√
g(θkk)

 (5.8)

Hence we can express the received signal y(θ)i ∈ CM×1 for a user in a beam i
separating the received signal from non-desired signal as follows:

yi(θ) =
√
Psat · hii·xi + (

j=k∑
j=1,j 6=i

√
Psat · hij ·xj) + ni (5.9)

Being the term
√
Psat·hii·xi is our desired signal, the term

∑j=k
j=1,j 6=i

√
Psat·hijxj

is the co-channel interference and the term ni ∈ CM×1 is a column vector of
zero mean and complex circular noise with variance N.

Developing and replacing in hii the following expression is obtained:

yi(θ) =
√
Psat ·

√
βi·
√
g(θii)xi +

j=k∑
j=1,j 6=i

(√
Psat ·

√
βi·
√
g(θij)xj

)
+ ni

As before it is possible to obtain an expression for the SINR of a beam i, as
before assuming the power of the transmitted symbols is normalized:

SINRi(θ) =
Psat · |hii|2

j=k∑
j=1,j 6=i

(Psat · |hij |2) +Ni

(5.10)

And developing in hii again:

SINRi(θ) =
Psat · βi·g(θii)

j=k∑
j=1,j 6=i

(Psat · βi·g(θij)) +Ni
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Taking the obtained β results in Table A.5, the noise density levels per unit
bandwidth in equation (A.15) and (A.16) we can obtain expressions for each of
the di�erent payloads:

SINR(θ)conv,Kai =
Psat · βconv,Kai ·g(θii)

j=k∑
j=1,j 6=i

(Psat · βconv,Kai · g(θij)) +N conv,Ka
i

SINR(θ)flex,Kai =
Psat · βflex,Kai ·g(θii)

j=k∑
j=1,j 6=i

(Psat · βflex,Kai · g(θij)) +Nflex,Ka
i

SINR(θ)bh,Kai =
Psat · βbh,Kai · g(θii)

·

j=k∑
j=1,j 6=i

(Psat · βbh,Kai · g(θij)) +N bh,Ka
i

SINR(θ)conv,ANTi =
Psat · βconv,ANTi ·g(θii)

j=k∑
j=1,j 6=i

(Psat · βconv,ANTi · g(θij)) +N conv,ANT
i

SINR(θ)flex,ANTi =
Psat · βflex,ANT ·g(θii)

j=k∑
j=1,j 6=i

(Psat · βflex,ANTi · g(θij)) +Nflex,ANT
i

SINR(θ)bh,kai =
Psat · βbh,ANTi · g(θii)

j=k∑
j=1,j 6=i

(Psat · βbh,ANTi · g(θij)) +N bh,ANT
i

Where the sub-index a and b in SINRa,bi and βi
a,b make reference to the a

payload used (conventional, �exible or beam-hopping) for the b system (Ka
band system or Antares system) in the i-th beam, Na,b denotes the power noise
level in the a payload for system b.

Psat values are extracted from Table A.2, A.3 and A.4, βa,b values are extracted
from Table A.5.
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Overall Performance

6.1 Simulations and Performance for the RRM

design

In this section are presented the results related to the RRM design, whether
they are related to the architecture design or to the MF-TDMA design.

6.1.1 Conclusions and delay estimation for the architec-
ture design

In Table 6.1 we can see a comparison of the proposed architecture options in
terms of delays and entities complexity.

Type of Delays (s) GES NCC

Architecture for a packet complexity complexity

Distributed max{tSCH,0.5} + ta + 0.25 The complexity is distributed among

SATBASED the NCC and the GES

Distributed tSCH + ta + 0.25 since each of them

TERRBASED performs one of the processes

Centralized 2(ta + 0.25) + tSCH GESs complexity is NCC complexity is very high

SATBASED highly reduced and since it has to perform the

Centralized tSCH + ta + 0.25 almost act like repeaters scheduling and resource

TERRBASED allocation for the GESs

Table 6.1: Design options comparison

From this general information of the architectures we can compute important
data regarding to the delays for sending a packet:
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� Lower delay bounds for sending a packet can be extracted by assuming
tSCH is close to zero and that ta is going to be the transmission time of the
most e�cient MODCOD. This number gives us an idea of which would be
the minimum delay for each of the architectures.

� As upper delay bounds are �xed by the CoS imposed delays, we will take
the most restricting TD95 delay (from Table 1.7, DG-C=1.4s) and suppose
ta is going to be the transmission time of the less e�cient MODCOD and
obtain tSCH . This number will give us an idea of the maximum time
a packet must be in queues, i.e: how good must be the scheduling we
design in each of the architectures for the most restricting CoS. As higher
is the tSCH number, more relaxed is the constraint while if negative it is
impossible to achieve.

To these aim, the system parameters in Table 1.2 have been taken and obtained
the transmission times (ta, for a 4096 bits block) speci�ed in Table 6.2. Although
messages are smaller they must be encapsulated within a block of this size and
we assume the entire block must be received to start decoding.

MODCOD ta
(1) QPSK 1/3 46ms
(2) QPSK 1/2 31ms
(3) QPSK 2/3 23ms
(4) 8PSK 1/2 20.7ms
(5) 8PSK 2/3 15.5ms

(6) 16APSK 2/3 11.6ms

Table 6.2: Obtained transmission time for a packet ta

For extracting lower delay bounds 16APSK ta will be used, while for knowing
how good must be the scheduling QPSK 1/3 ta will be used.

Type of architecture Type of WAN Lower delay for a packet dmin

Distributed SATBASED dmin(s) = 0.7616
TERRBASED dmin(s) = 0.2616

Centralized SATBASED dmin(s) = 0.5232
TERRBASED dmin(s) = 0.2616

Table 6.3: Lower delay bounds
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Type of architecture Type of WAN tSCH(s)

Distributed SATBASED 1.104
TERRBASED 1.104

Centralized SATBASED 0.408
TERRBASED 1.104

Table 6.4: Scheduling complexity

From Table 6.3 and Table 6.4 the following conclusions can be extracted:

� Both architectures using TERRBASED-WAN, whether it is centralized or
distributed get the minimum lower bounds in end-to-end delay.

� The worst lower bound is achieved by the distributed SATBASED-WAN
since three satellite hops are introduced, one for requesting resources, an-
other to receive the allocation of the resources and the last one to send
the information.

� Centralized SATBASED-WAN o�ers a mid value lower bound delay.

� Although lower delay bounds, the time in which the scheduling must be
performed is very similar for all the architectures. Particularly the dis-
tributed SATBASED-WAN architecture can start the scheduling process
while the GESs and the NCC are exchanging resources information (re-
quests petitions and allocation assignments) to minimize this time.

Being known this the architecture that would achieve the best trade-o� between
delay bounds and scheduling complexity are the distributed and centralized
architectures with the a terrestrial based WAN.

6.1.2 Simulations and Performance for MF-TDMA design

In this section are presented the simulation and performance results for the MF-
TDMA design done in Chapter 2 section 2.3. As it is explained in the related
chapter, two allocation algorithms are compared, the �xed TS algorithm and
the dynamic TS algorithm. As the baseline options for the number of GES in
the system is 1, 3, 5 these will be the cases simulated. The process used for
evaluating the MF-TDMA SF allocation algorithms is described next:

� Choose a number of GES for the system (1 GES case is obviated since
is straightforward to see all resources would be allocated to the unique
GES).

� Choose a MODCOD per GES supposing a real distribution of the AES
per GES, as it can be seen in the table below:
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Number of GES MODCOD distribution Users assigned per GES

3 [6 2 2] [6000 2000 2000]
5 [6 4 2 2 1] [3500 2500 1334 1333 1333]

Table 6.5: Table of MODCODs and users distributions used in the simulations
(MODCOD indexes are extracted from Table 2.2)

� Obtain a vector of possible demands between a minimum and a maxi-
mum per GES using the characteristics of the ANTARES tra�c shown in
subsection 1.2.5.

� Compute the �xed timeslot allocation algorithm and the dynamic timeslot
allocation algorithm.

� Plot the obtained �gures of merit using both algorithms in function of the
global requested bitrate and plot the total allocated timeslots vs the total
demanded timeslots.

6.1.2.1 Simulations for a system with 3 GES

The obtained system performance with 3 GES is as shown in Figure 6.1 and
6.2.

Figure 6.1: BO and TC performance
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Figure 6.2: Mean of Allocated timeslots vs Demanded timeslots

6.1.2.2 Simulations for a system with 5 GES

The obtained system performance with 5 GES is as shown in Figure 6.3 and
6.4.

Figure 6.3: BO and TC performance
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Figure 6.4: Mean of Allocated timeslots vs Demanded timeslots

6.1.2.3 Conclusions on simulation results

The following conclusions can be extracted from the graphics in sections 6.1.2.1
and 6.1.2.2 above.

� For a system with 3 GES:

� When bitrates requests are under the mean (around 6Mbps), both
algorithms perform very similar, the results for the BO and TC �g-
ures of merit are very similar and both algorithms achieve to allocate
all the demanded timeslots.

� When bitrates requests are over the mean the dynamic timeslot algo-
rithm performs clearly better than the �xed timeslot algorithm. The
improve on the BO and TC �gures of merit is at least of the 10%.
Besides it also gets to allocate at least 10% more demanded timeslots
than in the �xed timeslot algorithm.

� For a system with 5 GES:

� When bitrates requests are under the mean, both algorithms perform
very similar, the results for the BO and TC �gures of merit are very
similar and both algorithms achieve to allocate all the demanded
timeslots.

� When bitrates requests are over the mean the dynamic timeslot al-
gorithm performs slightly better than the �xed timeslot algorithm.
The improve on the BO and TC �gures of merit is around 5%. It also
gets to allocate 5% more demanded timeslots than the �xed timeslots
algorithm.

Being known this, we propose to use the dynamic timeslot algorithm since for
high bitrate requests it performs clearly better than the �xed timeslot algorithm.
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Besides as it is explained in the introduction to this work, it is expected than
in the following years air tra�c is going to increase exponentially and therefore
control communications. Hence the need of an algorithm to allocate tra�c
demands properly when requests are elevated.

The major drawback of this algorithm is its computational complexity, however
in the literature are explained several methods to reduce this computational
complexity, such as the one in reference [18].
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6.2 Simulations and Performance for LL-FEC de-

sign

Within this section are presented the simulations and performance results for the
LL-FEC design. The chosen scenarios in the following subsections correspond
to each of the erasure models detailed in Chapter 3, section 3.2.2. Results are
plot as the CFR using RS vs the CFR without using RS. CFR �gure of merit
is de�ned in subsection 3.5.3.

6.2.1 Simulations for the �Erasures produced by airplanes
in the same line of sight with the satellite� scenario

The duration of the erasures for this scenario have been extracted from Table
3.2, minimum, mean and maximum values. However the probability of having
an erasure, i.e. of one airplane being in the same line of sight with the satellite
and blocking the signal, is taken as an input since no information to obtain this
value has been found in the literature. Simulation parameters are summarized
in Table 6.6.

Duration of LL-FEC Probability RS(N,K) codes
the erasure (s) delay aware(s) of erasure

0.04 0.68 [1e−4,1e−2] RS(255,127), RS(255,85),

RS(15,7), RS(15,5)

0.3 0.68 [1e−4,1e−2] RS(255,127), RS(255,85),

RS(15,7), RS(15,5)

1.15 1.5 [1e−4,1e−2] RS(255,127), RS(255,85),

RS(15,7), RS(15,5)

Table 6.6: Simulation parameters for the current scenario

The results for the di�erent erasure durations can be seen in Figure 6.5. The
conclusions that can be extracted are:

� Erasure durations of 0.04 have not been simulated since if the RS code
is able to overcome with CFR=1 the 0.3 seconds erasure a shorter with
same probability can too.

� Codes with N=255 perform slightly better than codes with N=15 for both
link layer frame sizes.

� Codes using bigger link layer frame sizes perform better. However it must
be taken into account that for some bitrates the ADT table is not big
enough to �t one link layer frame accomplishing the delay requirement
then it is impossible to use this mode, i.e. for 0.6s delay at 16kbps ADT
size is 3200 bits and link layer frame size is 8192 bits.
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� Codes with coderate 1/3 get 1 or close to one CFR in all the cases, while
codes using coderate 1/2 does not perform so well with long erasures.

It is possible to achieve even better performance if the LL-FEC delay-aware is
increased, however, if done this, some of the CoS delay requirements could not
be met.

6.2.2 Simulations for the �Erasures produced by the air-
plane itself when maneuvering� scenario

The simulation parameters for this scenario are extracted from section 3.2.2.2.
The probability of performing a maneuver, δ, and the probability of the elevation
angle with the satellite, ε, being lower than zero are extracted from Figure 3.8
and resumed in Table 6.7. As no duration for the erasure has been obtained in
the literature, as an approximation it will be considered 0.5 seconds erasure.

Duration of LL-FEC Prob. of Prob. of Flight RS (N,K)

erasure (s) delay aware δ ε < 0 Duration (s) Codes

RS(255,127),

0.5 0.68 0.1-0.3 0.2 7200 RS(255,85),

RS(15,7), RS(15,5)

Table 6.7: Simulation parameters for the current scenario

As we can observe from the values in the Table 6.7, this e�ect is really unreliable
to happen since the probability of erasure is under 1e−9. Simulations showed
that no erasures occurred during the simulation time. However if that happened
the performance should be similar than in the case above for mean erasure
duration since the erasure duration values are similar.

6.2.3 Simulations for the �Erasures produced by the blades�
scenario

Although this is not a general case, in the helicopter scenario, as it can be seen
in Figure 3.19, most of the erasures are produced because of the blades (any
probability interferes in the process). When the erasures are produced by the
blades the case is deterministic since the probability of the signal being blocked
is always constant. The parameters used in the simulations are shown in Table
6.8 and extracted from section 3.2.2.2.
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Duration of LL-FEC Duration Duty cycle RS(N,K)

the erasure (s) delay aware (s) no erasure (%) codes

RS(255,127),

0.078 0.68 0.2 30% RS(255,85),

RS(15,7), RS(15,5)

Table 6.8: Simulation parameters for the current scenario

Results for this scenario in terms of CFR using RS vs CFR without using RS
are shown in Figure 6.6. The conclusions that can be extracted are:

� Both RS codes with N=255 and N=15 are able to correct all the errors
for the di�erent bitrates.

� 512 bytes link layer frame with link layer FEC delay 0.6 seconds it is not
possible since the ADT table is too small to �t a frame.

6.2.4 Simulations for the �Erasures produced by blades
and buildings� scenario

This scenario takes as a base the scenario where erasures are produced because
of the blades, and adds the probability of �nding a building during the �ight,
high enough to block the signal from the satellite. The parameters used in the
simulations and extracted from section 3.2.2.2 are listed in Table 6.9.

Duration of LL-FEC Probability of RS(N,K)
buildings erasure (s) delay-aware (s) building codes

0.9 1.5 1e−4-1e−2 RS(255,127), RS(255,85),

RS(15,7), RS(15,5)

Table 6.9: Simulation parameters for the current scenario

Results for this scenario are shown in Figure 6.6. The conclusions that can be
extracted are the following:

� RS codes with N=255 perform slightly better than codes with N=15.

� RS codes with bigger link layer frame size (512 bytes) perform better than
those with 256 bytes frame size. However as it has been said it must taken
into account that there are some cases where the link layer FEC delay is
very low that results into a very small ADT table that can not �t even an
entire frame, hence it is impossible to use this mode.
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Figure 6.5: RS performance in commercial aviation scenario wit di�erent erasure
durations. Top row: RS(15,K) codes for 256 bytes and 512 bytes link layer
frames. Bottom row: RS(255,K) codes for 256 bytes and 512 bytes link layer
frames
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Figure 6.6: RS performance in Helicopter scenario with di�erent erasure dura-
tions. Top row: RS(15,K) codes for 256 bytes and 512 bytes link layer frames.
Bottom row: RS(255,K) codes for 256 bytes and 512 bytes link layer frames
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As we can observe from Table 6.12 and Table 6.13 just above, better perfor-
mances are achieved when using longer link layer frames (512 bytes in front of
256 bytes) and when using longer in N RS(N,K) codes. Regarding this latter
issue it is deeply explained in section 3.4.1.2 and demonstrated in section 3.4.2.2
that RS codes with high N values are too complex. Hence we propose to use
short in N RS(N,K) code such as the N=15 simulated code together with a long
link layer frame e.g. 512 bytes.

It can also be noted that TD95is not accomplished in all the cases since the
delay-aware introduced is bigger. The reason beyond that is:

� Just one CoS has assigned a TD95 bigger than 1.5s, so we assume the
combination of sending this type of message together with a worst case
erasure is very small. If that happened we consider this would be in the
5% of the times we could overcome the TD95.

� Of course there is a trade-o� between performance and delay, �nal deci-
sions will be taken on further stages on the project, however we demon-
strate it is possible to improve the performance of the system by using
LL-FEC, and that this performance for the considered channels is opti-
mum when using RS delay-awared codes.
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6.3 Simulations and Performance on the Inter-

ference Analysis study

In order to simulate the interference in multibeam satellite systems in function
of the θ angle we have depicted two di�erent scenarios.

� A �rst scenario composed of 70 beams covering Europe with a half angle
beamwidth θ−3dB = 0.245º , in the Ka band. Parameters for this system
are listed in Tables A.1, A.2, A.3 and A.4. Beam lattice is depicted in the
left part of Figure 6.7.

� A second scenario depicting the baseline option for the ANTARES sys-
tem, using 3 beams which covers the entire ECAC �ight area and with
a beamwidth of θ−3dB = 2.90º. Parameters for this system are listed in
Tables A.1, A.2, A.3 and . Beam lattice is shown in the right part of
Figure 6.7.

For both scenarios the satellite is located at 0º Latitude, 0º Longitude.

Figure 6.7: Beam lattice for 70 beam scenario and ANTARES scenario respec-
tively

For each of the scenarios listed above we will analyze the received SINR within
the beam of interest (red colored beam) changing the number and/or location of
the interfering beams. Mention that the �exible payload has not been simulated
since it has been impossible to implement an easy-computing AFR antenna
model.

For the 70 beam scenario:

� We will analyze the SINR produced by an increasing number of adjacent
interfering beams (dashed green ring) and the SINR produced by all non-
adjacent beams (dashed lilac ring) in Figure 6.7, for each of the payloads.
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For the ANTARES scenario:

� We will analyze the SINR received in the beam of interest supposing none,
one or two interferers for the conventional and beam-hopping payload.

6.3.1 70 Beam system

Within this section we will analyze the e�ect of the interference in a 70 beam
scenario, for the conventional and beam-hopping payloads. The following as-
sumptions are made:

� For the conventional payload it is assumed a 4 colored bandwidth scheme,
i.e. bandwidth is divided in four portions. This means interferers has
assigned the same portion of bandwidth as the beam of interest.

� For beam-hopping payload, k-interferers mean that k beams are illumi-
nated at the same time sharing the entire bandwidth.

Besides, �gures from now on are plotted as follows:

� Marker shows the beam center of the beam of interest.

� First contour indicates the 3dB fall with respect to the maximum of the
plotted variable.

� Green label shows the �rst 10dB with respect to plotted variable for the
beam of interest.

� Grey points mark the original edge of the beam, i.e. 3dB fall without
interferers.

6.3.1.1 Di�erences between payloads

The received SINR for a user in the beam of interest for each of the payloads
and when there are no interferers, i.e. the SNR, is shown in Figure 6.8. In the
mentioned �gure it can be observed the following:

� Received SNR for the conventional payload is higher than in the beam-
hopping payload since in the conventional payload the entire bandwidth is
divided in parts while in beam-hopping the entire bandwidth is assigned
to beams. Although this allows to receive more information it can make
closing the link budget more di�cult.
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Figure 6.8: SINR received by the beam of interest for 0 interferers and for the
conventional and beam-hopping payload respectively

6.3.1.2 Interference generated by adjacent beams

In this section we will study the e�ect of the interference generated by an in-
creasing number of adjacent beams (green ring in Figure 6.7) for both payloads.
To this aim we will plot the SINR as a function of the number of the adjacent
interfering beams for both payloads as seen in Figure 6.9. The increase in the
received SINR for the conventional payload with respect to the beam-hopping
one is given in the rigth part of the �gure.
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Figure 6.9: SINR as a function of the number of interferers

We can observe that as the number of adjacent interfering beams increase, the
SINR decays very fast for both payloads, even for a small number of interferers.
Moreover We the trend is that di�erences in the received SINR between both
payload decrease when the number of interfering beams increase. Results lead
to the following rules when designing:

� For the conventional payload it should be avoided to assign the same
frequency bands to adjacent beams.
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� For the beam-hopping payload it should be avoided to illuminate at the
same time adjacent beams.

6.3.1.3 Interference generated by non-adjacent beams

In this section is plotted the SINR caused in the beam of interest by all the beams
that cross the lilac dashed ring in Figure 6.7. This case is of special interest in
the conventional payload because when using the typical algorithm for assigning
frequencies these would be the beams with the same frequency band. Results
for the beam-hopping payload will help us to compare performances.
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Figure 6.10: SINR in the beam of interest when all beams crossing the dashed
lilac rings in Figure 6.7 interfere

As we expect other further beams using the same frequency band will not in-
�uence in the SINR, this can be a realistic example of the real received SINR
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within a beam. In Figure 6.10 we can observe that all the interferers produce a
3dB fall in the the SINR for the conventional payload and a 1.3dB fall for the
beam-hopping payload with respect to the case without interferers. Although
di�erences in the received SINR are now smaller, conventional payload still re-
ceives a higher SINR than the beam-hopping payload. The increase in the SINR
of the conventional payload with respect of the beam-hopping is of the 70%.

6.3.1.4 Interference generated by far away beams

Finally, we can observe which is the SINR decrease within the edge of coverage
of the beam of interest, when the interfering beam is placed far-away from the
beam of interest. The e�ect can be seen for both payloads in Figure 6.11.
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Figure 6.11: SINR decrease caused by far-way interfering beams

What can be observed for both payloads is that far-located interfering beams
almost don't cause any decrease in the received SINR since the values obtained
are similar than for no interferers (Figure 6.8).

6.3.1.5 Conclusions for the 70 beam system

Election between conventional payload or beam-hopping payload is a trade-o�
since:

� Conventional payload achieves much higher SINR values, increases reach
the 80% in some cases. This makes closing the link budget easier than in
the beam-hopping payload. The drawback of this scheme is that is not
very �exible since we work with a �xed frequency reuse pattern.

� Beam-hopping payload assigns the entire bandwidth to each beam which in
theory allows higher information �uxes, besides it is more �exible since we
can decide which beams will be illuminated at a time. It is demonstrated
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in reference [24] that beam-hopping payload adapts better to real tra�c
�uxes despite its lower SINR, specially under heavy loaded conditions. It
achieves average increases on the Satisfaction Factor (de�ned as the ratio
of served over demanded tra�c) of the 10%. However closing the link
budget under this case could be more di�cult.
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6.3.2 ANTARES system

Within this section we will analyze the e�ect of the interference in the ANTARES
system for the conventional and beam-hopping payloads. Figures from now on
are plotted as follows:

� Marker shows always the center of the beam of interest.

� First contour indicates the 3dB fall with respect of the maximum of the
plotted variable.

� Successive contours indicate additional 10dB fall with respect of the max-
imum of the plotted variable and its values is indicated with a green label.

� Grey points mark the original edge of the beam, i.e. 3dB fall without
interferers.

6.3.2.1 Analysis of the SINR

In Figure 6.8 is presented the received SINR in the beam of interest for the
conventional and beam-hopping payloads when there are no interferers, i.e. the
SNR of the system. It can be observed in the contour the characteristics of
the antenna pattern,strong red contours are produced by the main lobe of the
antenna while orange and yellow contours are produced by side lobes (such lobes
cause the interference) �nally dark and soft blue contours depict the zeros of
the antenna.
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Figure 6.12: SINR received by the beam of interest for 0 interferers and for the
conventional and beam-hopping payloads respectively

As we can observe there is a big di�erence in the received SNR between the
conventional and the beam-hopping payload, the reason beyond that is:
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� In the conventional payload the fact that there are no interferers means
that bandwidth is shared among beams, hence noise bandwidth is reduced
and the received SINR is bigger.

� In the beam-hopping payload the entire bandwidth is destined to each
beam; the fact that there are no interferers means that only one beam is
illuminated at a time. Hence for this case the noise bandwidth is bigger
and the received SINR is lower.

Now, we will set one interfering beam in the system. In Figure 6.13 we can
observe the received SINR for each of the payloads in the left part of the �gure,
while in the right part we can observe the power level of the interference.
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Figure 6.13: SINR received by the beam of interest for 1 interferer and for the
conventional and beam-hopping payloads respectively

The following conclusions can be extracted:

� For the conventional payload one interfering beam means that the assigned
bandwidth to each beam has increased, hence does it noise power level.
Therefore besides of the interference power, noise power level has increased
which leads to the big loss in the SINR level.
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� For the beam-hopping payload one interfering beam means that the beam
of interest and the interfering beam have assigned the entire frequency at
the same time. Hence besides of the interference generated noise power
level is maintained and the SINR loss is lower than in the conventional
payload.

Although di�erences between the SINR level have been reduced, conventional
payload achieves a mean higher value as we can deduce by the values of the
contours.

Finally if we set that all beams interfere between them, we can see the pattern
in Figure 6.14 for the beam of interest.Note that now conventional and beam-
hopping payload have assigned the entire bandwidth to each of the beams, hence
the noise power is the same for both of them. From there the similar SINR level
obtained, conventional payload obtains a higher SINR value since its output
power is higher.
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Figure 6.14: SINR received by the beam of interest for 2 interferer and for the
conventional and beam-hopping payloads respectively

It can also be interesting to plot only the received SINR within the edge of the
beam of interest and within the edge of the interfering beams and observe the
results. Obtained SINR is shown in Figure 6.15 and results show the following:
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� As the satellite is located at 0 latitude and 0 longitude it exists one case
that the SINR of both considered beams is the same because beams are
symmetrically located with respect the satellite.

� However as it can be seen in the two last images of Figure 6.15 the level
of interference that a beam a causes to a beam b need not be the same as
the one that beam b causes to beam a.
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Figure 6.15: Received SINR within the edge of the beam of interest and within
the edge of the interferers for conventional payload

This is produced because the θ from the interfering beam with the user is not the
same for di�erent beams of interest, it depends on the position of the satellite.
As seen, if beams are symmetrically located from the satellite the interference
is the same from a to b than from b to a, however, if not, generated interference
levels are di�erent. This must be taken into account when designing a system
since we must consider worst cases for closing the link budget.

Figure 6.16 shows the mean received SINR in the beam of interest for each of
the payloads as a function of the number of interferers. In the image we can
observe how as the number of interfering beams increase di�erences between the
received SINR in both payloads become smaller.
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Figure 6.16: SINR evolution in the ANTARES system for the conventional and
beam-hopping payloads

6.3.2.2 Conclusions on the ANTARES system

Conventional payload achieves higher SINR values for any number of interfering
beams. However the beam-hopping payload assigns more bandwidth to each
beam. Going back to subsection 1.2.5, where the mean tra�c that an AES
receive is Rb,AES = 608.47bps and for the entire system about 6Mbps, we can
note the tra�c pro�le is very low compared with other satellite systems that
support more than Gbps speeds. Hence for this speci�c case where we don't
need do cope with high tra�c volumes the conventional payload is more suitable
than the beam-hopping payload.
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Chapter 7

Conclusions and Further

Work

In this project we have carried out a preliminary design work on the RRM,
LL-FEC and Interference Analysis for the upcoming ANTARES system.

To this aim we have �rst analyzed the system-level architecture and operational
functionalities. In addition, it was necessary to identify the basic design re-
quirements established that we should achieve in the design of the RRM and
LL-FEC modules.

During the work, quite some part of the necessary information that was relevant
for our study was not available given the fact that the overall design of all
modules was taking place simultaneously. Hence, in some cases we had to infer
coherent and reasonable assumptions from related ones. This led most of the
time to several possible options for the designs and trade-o�s decisions to choose
the most suitable options.

Our results have shown that it is possible to meet the technical requirements
set forward by the o�cial institutions in charge of aviation control (ECAC) if
made a good design and improve the global performance of the system.

The MF-TDMA allocation and LL-FEC have been shown to be e�cient to the
tr�cc requests and error correction requirements meeting the constraining delay
imposed.

Further work on the ANTARES project mainly depend on future decisions that
still must be taking in order to completely design the system modules and the
overall system. This would allow to extract more and more accurate results
regarding to the design issues obtained in this work.

We have also performed a system-level interference analysis and the preliminary
conclusions obtained pave the way to further work for relevant comparisons to
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parallel work results obtained within our group in which highly and asymmetric
tra�c requirements were considered. In addition, further work on the �exible
payload has been left out of our current work as it needs a deeper insight on
analytical models of AFR antennas.
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Appendix A

Link Budget

In this chapter are explained the di�erent contributions to the link budget for
all the satellite links, forward uplink and forward downlink (complete path from
the gateway to the user) and return uplink and return downlink (complete path
from the user to the gateway or other users). The purpose is to separate the
terms of the link budget in those which don't vary for a given payload and those
that can change due to the payload. As we will specially focus on the forward
downlink in the last section of the chapter will be given the values for the forward
downlink link budget for each payload and for a given satellite system.

Previously to the link budget are explained some geometrical aspects in earth-
satellite system that will be useful for a better understanding of the link budgets.

A.1 Geometrical Aspects

We consider the scenario shown in �gure A.1 where the satellite radiates its
maximum gain Gmax towards the spot beam center and also radiates in di�erent
directions due to the its side lobes. We �nd a ground terminal in a point P.
Known the position of the ground terminal point P, of the beam center BC, and
of the satellite SL, we can compute the distances (P,BC), (P,SL) and (SL,BC)
and hence extract the angle θ between (SL,P) and (SL,BC), the angle between
the spot beam center and the receiver seen from the satellite.

Using the cosine theorem we obtain:

θ = arccos

(
(P,BC)2 − (SL,BC)2 − (SL, P )2

−(SL,BC)(SL, P )

)
(A.1)

This angle is important since we will compute the satellite antennas gains as a
function of θ , besides the power level of the interference will also depend on
this angle due to the power level of the side lobes.
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BC 1
BC 2

θ1

θ2

SL

P

Figure A.1: Considered scenario

Equation (A.2) shows the antenna model for the conventional and beam-hopping
payload:

G(θ) = Gmax·

(
J1(u)

2u
+ 36·

J3(u)

u3

)2

(A.2)

Where u = 2.07123· sin θ
sin θ−3dB

being θ−3dB the half angle half-power beamwidth,
Gmax is the antenna boresight gain and J1,J3 are the �rst and third order Bessel
functions respectively.

The antenna patterns resulting of the formula in equation (A.2) for the conven-
tional and beam-hopping payloads can be seen in Figure A.2.

Figure A.2: Antenna pattern G(θ) with θ−3dB = 0.245º for the
conventional/beam-hopping payloads
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In the �gure we can observe how side lobes are generated when θ is bigger than
the speci�ed θ−3dB . These side lobes will introduce interference in our system.
Besides as the main lobe gain does not turn to zero quickly after θ−3dB it will
introduce also interference in the system, specially when the interfering beam is
adjacent or near by the beam of interest.

A.2 Link Budget Calculation in function of θ

Here in this section is explained the computation of the link budget for both
gateway to satellite link and satellite to users link as C over N0, taking C
as the satellite carrier power, and N0 as the noise density level in reception.
Although normal formulation for link budgets is expressed in dB in this section
are formulated in linear in order to do more understandable the extraction of
the α, β, γ and δ parameters.

A.2.1 Forward Uplink

For the purpose of this section the following acronyms that make reference to
link budget terms have been de�ned:

� EIRPgw = Pgw ·Ggw ·Lgw is the EIRP a gateway taking into account the
gateway power, Pgw, the boresight gain, Ggw, and the depointing losses
plus additional transmit losses, Lgw.

� Lup are the free space losses and the additional rain, polarization, atmo-
spheric and scintillation losses for the uplink.

� Grx is the gain of the antenna satellite in reception.

� Tnoise is the noise temperature of the receiver considered, in this case the
satellite.

The carrier power computation C and noise power per unit bandwidth N0 is
given by the following equations:

C = Pgw ·Ggw · Lgw·Lup·Grx(θ) (A.3)

N0 = kTnoise (A.4)

Since all the parameters in the C computation are �xed except for the gain in
the satellite reception antenna, we can express C/N0 as:

C

N0

∣∣∣∣
FWD−UP

=
Pgw · α·Grx(θ)

kTnoise
[dB ·Hz] (A.5)

Where α = Ggw · Lgw·Lup.
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A.2.2 Forward Downlink

For the forward downlink the following acronyms have been de�ned:

� EIRPsat = Psat·OBOhpa·Lsat·Gtx(θ) is the satellite EIRP, with Psat the
on board saturated power, OBOhpa is the Output Back-O� that applies
to that satellite payload, Lsat are the satellite repeater output losses and
Gtx is the antenna gain that depends on the angle formed between the
satellite beam center for the considered ground terminal and the ground
terminal position.

� Ldown are are the free space losses and the additional rain, polarization,
atmospheric and scintillation losses for the downlink.

� Ggt is the ground terminal antenna gain.

� Tnoise is the noise temperature of the receiver considered, in this case the
ground terminal.

The carrier power computation C and noise power per unit bandwidth N0 is
given by the following equations:

C = Psat·OBOhpa·Lsat·Gtx(θ)·Ldown·Ggt (A.6)

N0 = kTnoise (A.7)

So we can express the overall C/N0 for the forward downlink as:

C

N0

∣∣∣∣
FWD−DOWN

=
Psat · β·Gtx(θ)

kTnoise
[dB ·Hz] (A.8)

Where β = OBOhpa·Lsat·Ldown·Ggt.

A.2.3 Return Uplink

Besides we can substitute the subindex gw by the subindex gt in equations
A.3 and A.4 to obtain the Return Uplink link budget, from ground terminal to
satellite:

C = Pgt ·Ggt · Lgt · Lup·Grx(θ) (A.9)

N0 = kTnoise (A.10)
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And we can express the overall C/N0 as:

C

N0

∣∣∣∣
RTN−UP

=
Pgt · γ·Grx(θ)

kTnoise
[dB ·Hz] (A.11)

Where γ = Ggt · Lgt · Lup

A.2.4 Return Downlink

If we substitute the subindex gt by the subindex gw in equation A.6 and A.7 we
can obtain the computation of the Return Downlink link budget, from satellite
to gateway where:

C = Psat·OBOhpa·Lsat·Gtx(θ)·Ldown·Ggw (A.12)

N0 = kTnoise (A.13)

And we can express the overall C/N0 as:

C

N0

∣∣∣∣
RTN−DOWN

=
Psat · δ·Gtx(θ)

kTnoise
[dB ·Hz] (A.14)

Where δ = OBOhpa·Lsat·Ldown·Ggw.

A.3 Link Budget and Payload Values

The system and receiver parameters for the Ka band system and for the ANTARES
system are given in the following Table (A.1).

System and Receiver parameters

Parameter Ka band ANTARES
Modulation 8PSK QPSK, 8PSK, 16APSK

Downlink frequency 19.950GHz 1500MHz
Bandwidth 500MHz 14MHz

Half angle Beamwidth (θ−3dB) 0.245º 2.90º
Ggt [21] [23]

Tnoise,gt [21] [23]

Table A.1: System and receiver parameters
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Since we are strongly interested in the forward downlink, here below are given
the references where the payload parameters for the forward downlink can be
found, in Table A.2, A.3 and A.4.

Conventional Payload

Parameter Ka band ANTARES
P sat [21] Table 2-14 [21] Table 3-19
Gmax [21] Table 2-14 [22]
OBOhpa [21] Table 2-14 [21] Table 3-19
Lsat [21] Table 2-14 [21] Table 3-19
Ldown 211.1dB 188dB

Table A.2: Satellite parameters for conventional payload

Flexible Payload

Parameter Ka band ANTARES
P sat [21] Table 3-19 [21] Table 3-19
Gmax [21] Table 3-19 [22]
OBOhpa [21] Table 3-19 [21] Table 3-19
Lsat [21] Table 3-19 [21] Table 3-19
Ldown 211.1dB 188dB

Table A.3: Satellite parameters for �exible payload

Beam-hopping Payload

Parameter Ka band ANTARES
P sat [21] Table 4-9 [21] Table 4-9
Gmax [21] Table 4-9 [22]
OBOhpa [21] Table 4-9 [21] Table 4-9
Lsat [21] Table 4-9 [21] Table 4-9
Ldown 211.1dB 188dB

Table A.4: Satellite parameters for beam-hopping payload

The constant β for the system con�guration chosen and for the three di�erent
payloads is detailed here after:

System Conventional Flexible Beam-hopping

Ka band 2.97e−22 (-215.2dB) 3.58e−22 (-214.46) 2.64e−22 (-215.77)
ANTARES 5.92e−20 (-192.2) 7.14e−20 (-191.46) 5.28e−20 (-192.77)

Table A.5: β constant for the both systems and the three di�erent payloads
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The computed noise densities level per unit bandwidth, N0 for the Ka band
system and the ANTARES system respectively is:

N0Ka = 10 log10(1.38e
−23 · 188.3K ·B) = −205.85dB ·Hz (A.15)

N0ANT = 10 log10(1.38e
−23

·164.3K ·B) = −206.4dB·Hz (A.16)
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Guidelines for LL-FEC

implementation in ANTARES

In this appendix is explained, for each of the scenarios found, the method used
to implement and �nd the most suitable RS codes in function of the parameters
de�ning each scenario. For the four di�erent scenarios found, the parameters
de�ning the erasure channel model are basically the duration of the erasure and
the probability of the erasure. Depending on this values and the tdelay wanted
con�gurations and performance of the RS codes will vary. Besides in some of
the scenarios not all the needed information is available and con�gurations and
performance rely on assumptions that must be made. Also �nal performance
will rely on �nal decisions of link layer frame and physical layer packet sizes.

B.1 Unde�ned parameters and general procedure

for RS implementation

in Table B.1 is presented a relation of the unde�ned parameters of the ANTARES
project and the values assumed that are needed for obtaining the RS perfor-
mance in each scenario.

Parameter Values assumed

Bitrate Rb 16kbps, 32kbps
LL frame size 256 bytes, 512 bytes

PHY packet size 1024 bits, 2048 bits
Overhead L1/L2 10%

Table B.1: Unde�ned parameters and values assumed
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ANTARES

For Reed Solomon ADT and RSDT tables con�gurations the next process is
followed:

� Fix the delay-aware, tdelay, of LL-FEC constrained to tdelay>terasure, oth-
erwise all packets could be erased. Besides tdelay should be set into a lower
value than the most stringent of the tra�c CoS TD95 if possible. If per-
formance under this value is too bad or terasure>TD95, tdelay should be
set into a lower value than ET.

� Choose an RS(N,K) code, a physical layer bitrate, a link layer frame size
and an encapsulation overhead.

� Compute the number of rows, Nrows, needed for the ADT and RSDT
table being known that1:

tdelay =
m·N ·Nrows +OH(bits)

Rb

� Build and �ll the ADTNrows×K and RSDTNrows×T tables.

� Extract information in the tables column wise and add link layer and
physical layer headers.

� Select a scenario and generate the erasure channel model.

� Send the information through the channel and de-encapsulate.

� Evaluate CFR performance without using LL-FEC.

� Fill the ADT and RSDT reception tables, read information row wise and
correct the errors in the row if less than T=(N-K)/2 erasures are produced.

� Evaluate CFR performance using LL-FEC and compare with CFR without
using LL-FEC.

In Figure B.1 is shown a �ux diagram of the process followed.

1Detailed explanation on the parameters involving tdelay can be found in section 3.5.3
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Figure B.1: Flux diagram

B.2 Characteristics of the �Erasures produced by

airplanes in the same line of sight with the

satellite� scenario

Parameter Expression Values obtained/assumed

terasure
x

cos(θ)·vrelative
0.04s, 0.3s, 1.15s

perasure - 1e−4-1e−2

delay-aware - 0.68s, 1.5s

Table B.2: Channel parameters

Where x is the length of the aircraft, θ the horizontal angle between the aircrafts
and vrelative the relative speeds between the two airplanes. Detailed explanation
of the terasure obtention is given in section 3.2.2.2.
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B.3 Characteristics of the �Erasures produced by

the airplane itself� scenario

Parameter Expression Values obtained/assumed

terasure - 0.5s
perasure - 3.4e−12-3.4e−10

delay-aware - 0.68s

Table B.3: Channel parameters

A detailed explanation of the parameters involving terasure can be found in
section 3.2.2.2.

B.4 Characteristics of the �Erasures produced by

the blades� scenario

Parameter Expression Values obtained/assumed

terasure
1

RPMblades/60
·(bladeswidth) 0.078

Duty cycle terasure
2πdantenna

4 −bladeswidth·

1
RPMblades/60

30%

of the erasure
delay-aware - 0.68s

Table B.4: Channel parameters

Where the term dantenna is the distance from the rotation axis of the blades to
the location of the helicopter antenna. A detailed explanation of the parameters
involving terasure can be found in section 3.2.2.2.

B.5 Characteristics of the �Erasures produced by

blades and buildings scenario�

Parameter Expression Values obtained/assumed

terasure
l

vhelicopter
0.9

pbuilding erasure can be obtained 1e−4-1e−2

from real city maps
delay-aware - 1.5

Table B.5: Channel parameters
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Where l is the length of the building and vhelicopter the speed in m/s of the
helicopter. A detailed explanation of terasure obtention can be found in section
3.2.2.2.
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RES 

 

Resum: 
 
En aquest projecte s’ha analitzat y optimitzat l’enllaç satèl·lit a avió per a un sistema aeronàutic global. 
Aquest nou sistema anomenat ANTARES està dissenyat per a comunicar avions amb estacions base 
mitjançant un satèl·lit. Aquesta es una iniciativa on hi participen institucions oficials en l’aviació com ara 
l’ECAC i que és desenvolupat en una col·laboració europea d’universitats i empreses. 
 
El treball dut a terme en el projecte compren bàsicament tres aspectes. El disseny i anàlisis de la gestió 
de recursos. La idoneïtat d’utilitzar correcció d’errors en la capa d’enllaç y en cas que sigui necessària 
dissenyar una opció de codificació preliminar. Finalment, estudiar y analitzar l’efecte de la interferència 
co-canal en sistemes multifeix. Tots aquests temes són considerats només per al “forward link”. 
 
L’estructura que segueix el projecte és primer presentar les característiques globals del sistema, 
després centrar-se y analitzar els temes mencionats per a poder donar resultats y extreure conclusions. 
 
 
 
 
 
  

 
Resumen: 
 
En este proyecto se ha analizado y optimizado el enlace satélite a avión para un sistema aeronáutico 
global. Este nuevo sistema, ANTARES, está diseñado para comunicar aviones y estaciones base 
mediante un satélite. Esta es una iniciativa europea en la que participan varias instituciones oficiales en 
aviación como el ECAC y es desarrollada en una colaboración europea de universidades y empresas. 
 
El trabajo llevado a cabo en este proyecto comprende básicamente tres aspectos. El diseño y análisis 
de la gestión de recursos. La idoneidad de usar corrección de errores en la capa de enlace y en caso 
que sea necesario diseñar una opción de codificación preliminar. Finalmente, estudiar y analizar el 
efecto de la interferencia co-canal en sistemas multihaz. Todos estos temas se consideran solo en 
el “forward link”. 
 
La estructura que sigue el trabajo es, primero presentar las características globales del sistema, luego 
centrarse y analizar los temas mencionados para finalmente dar resultados y extraer conclusiones.  

 
Summary: 
 
In this project it is analyzed and optimized the satellite-to-plane link of an aeronautical global system. 
This new upcoming system called ANTARES is intended for communicating airplanes and ground 
stations through a satellite system. This is a European initiative involving official institutions in terms of 
aviation such as the ECAC and developed in a European collaboration of universities and companies. 
 
The work carried out in the project comprehends basically three issues. The Radio Resource 
Management analysis and design. Analyze the suitability of using Link Layer-Forward Error Correction 
in the system and in case it is necessary design a preliminary coding option. Finally, study and analyze 
the effect of the co-channel interference in multibeam systems. All these issues are considered only 
for the forward link of the system. 
 
The structure of the project is as follows, first present the global characteristics of the system, then 
focus and analyze the mentioned subjects and finally give results and take conclusions on the work. 
done. 
 
 


