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DISCONTINUOUS GALERKIN METHODS FOR THE
MULTI-DIMENSIONAL VLASOV-POISSON PROBLEM

BLANCA AYUSO DE DIOS, JOSE A. CARRILLO, AND CHI-WANG SHU

ABSTRACT. We introduce and analyze two new semi-discrete numerical meth-
ods for the multi-dimensional Vlasov-Poisson system. The schemes are con-
structed by combing a discontinuous Galerkin approximation to the Vlasov
equation together with a mixed finite element method for the Poisson problem.
We show optimal error estimates in the case of smooth compactly supported
initial data. We propose a scheme that preserves the total energy of the system.

1. INTRODUCTION

The Vlasov-Poisson (VP) system is a classical model in collisionless kinetic
theory. It is a mean-field limit description of a large ensemble of interacting
particles by electrostatic or gravitational forces. While most of the results in
this work are equally valid in both cases under smoothness assumptions of the
solutions, we focus our presentation on the plasma physics case.

In kinetic theory, the evolution of the particle number density or mass den-
sity f(x,v,t) in phase space, i.e. position and velocity (x,v) at time ¢ > 0 is
given by the Vlasov equation

0
(1) 8—{+V-fo—vxfl>-vvf:0, (x,v,t) € Q, x R x 0,77,
considered with periodic boundary conditions in the d-dimensional torus €2, =
[0, 1]¢ with d = 2, 3. In order to describe charged particles motion in plasmas, we

need to compute the force field from the macroscopic density of particles

(2) p(x,t) = /Rd f(x,v,t)dv.

While in a more accurate model, magnetic effects and Maxwell’s equation for the
force fields should be considered, we assume that they are negligible and compute
the force field from the Poisson equation,

(3) —AD = p(x,t) —1, (x,t)€Q, x[0,7T],

where E(x,t) = V,® is the electrostatic field per unit mass, up to a sign, acting
on particles. Here, we set all physical constants appearing in the equations to one
for simplicity. Its solution allows to compute the electric potential ®(x,t) due to
both the self-consistent part coming from the macroscopic density p(x,t) and a
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uniform background ion density normalized to one. In plasma applications the
system has to be globally neutral, meaning that the total charge of the system is
zZero,

(4) /pr(x,t)dx:/x Rdf(xw,t)dvdX:l.

This is a compatibility condition imposed by the periodicity of the boundary
conditions. We refer to the surveys [30, 10, 26] for good account on the state
of the art in the mathematical analysis and properties of the solutions of the
Cauchy problem for the Vlasov-Poisson system. Global classical solutions were
constructed in [9] for the system (1)—(3) with periodic in space boundary condi-
tions and with compactly supported in velocity C?(£2, x R%)-initial data. Since
the solutions are shown to remain compactly supported in velocity if initially
so, we will assume without loss of generality that there exists L > 0 such that
v € Q, =[-L,L]* and that

SUPP(xv) (f (1)) € Qo x (=L, L)

for all 0 < ¢ < T for a given fixed T" > 0. The VP system is a infinite dimensional
hamiltonian which has infinitely many conserved quantities, in particular all
LP-norms, 1 < p < oo of the distribution function and the total (kinetic +
potential) energy are preserved in time.

Due to the large number of physical applications and technological implica-
tions of the behavior of plasmas, the numerical simulation of the VP system has
attracted lots of attention in the last decades since kinetic descriptions are more
accurate. Due to the high dimensionality of the system, most of the first attempts
were based on particle-like or stochastic methods. Nowadays, there is a strong
interest in the design and understanding of accurate deterministic solvers. We
will not further discuss about the previous work in numerical methods for the
Vlasov-Poisson system and refer the interested author to the introduction of our
companion paper [6] or the technical report [7] in the one dimensional case.

This work is the natural extension of [6] where we have proposed and ana-
lyzed a wide family of Discontinuous Galerkin schemes for the one-dimensional
Vlasov-Poisson system. In this paper we pursue our study with the construction
and analysis of numerical schemes to the multi-dimensional case, d = 2, 3.

Following [6], we construct two eulerian schemes, based on the coupling of a
DG approximation for the Vlasov equation (1) and mixed finite element approx-
imation for the Poisson problem. In particular we consider the Raviart-Thomas
mixed approximation and the Local Discontinuous Galerkin (LDG) method. As
we noted in [6] most works in the literature, consider schemes either in primal
formulation to approximate the Poisson problem, or direct discretization of the
closed form solution of the electrostatic field E. This last approach cannot be
carried in two or more dimensions. Also since it is the electrostatic field E
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(and not @) defines the transport in v in (1), we think that a mixed method is
more appropriate.

We present the L2-error analysis of the proposed methods, in the case of smooth
compactly supported solutions. We show optimal error estimates for both the
distribution function and the Electrostatic field in the L?-norm. To avoid the loss
of half order, typical of classical error analyses of hyperbolic problems, we intro-
duce some special projections, inspired mainly in [33], that exploit the structure
of the mesh and extend to higher dimension the ones introduced in [6].

It is worth noticing that, although it is a non-linear problem, our error analysis
does not require any a-priori assumption on the approximation to the distribu-
tion function or the electrostatic field, as it usually happens in the analysis of
numerical methods for non-linear problems. As a consequence the error bounds
proved are not asymptotic; i.e., hold for any h < 1. We deal with the non-
linearity, by proving L* bounds on the approximate electrostatic field. We wish
to mention that the proof of this result (for both the LDG and Raviart-Thomas
mixed methods) it is of independent interest. Although there is a large amount
of work in the literature, devoted to the L* and pointwise error analysis for the
approximation of a “linear” Poisson problem (see [28] and [19]), the case where
the forcing term in the Poisson problem depends itself of the solution, has not
been treated before to the best of our knowledge, for mixed and DG approxi-
mations. Our analysis follow the ideas of [38, 37], where the authors deal with
the conforming approximation of a “general” Poisson problem taking into ac-
count the outside influence of the forcing term. However since [38, 37] deals with
standard conforming approximation, many of the results and arguments used by
the authors in these works cannot be straightforwardly adapted, specially for the
LDG method. For the case of the Raviart-Thomas approximation, the seminal
work [28] can be more easily adapted to cover the present situation.

One of the motivations for using DG approximation for the Vlasov equation,
is that it allows by construction the conservation of mass. In this paper, we also
introduce a DG-LDG method for Vlasov-Poisson that preserves the total energy
of the system, extending to higher dimensions, the scheme proposed in [6].

We would like to emphasize that to the best of our knowledge, this is the
first work providing the error analysis for an eulerian scheme to approximate
the Vlasov-Poisson system in dimension d = 2, 3.

The outline of the paper is as follows. In §2 we present the basic notations
we need for the description and analysis of the numerical methods. We also
revise some well known results that will be used in the paper. In §3 we introduce
our numerical methods for approximating the Vlasov-Poisson system and show
Stability of the proposed schemes. The error analysis is carried out in §4. The
issue of energy conservation is discussed in §5. The paper is completed with
two Appendixes: Appendix A contains the proofs of the error estimates for the
electrostatic field; and in Appendix B are included the proofs of some auxiliary
results required by our convergence analysis.
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2. PRELIMINARIES AND BASIC NOTATION

In this section we review the basic notation for the discrete setting and the
definition of the finite element spaces. We close the section by reviewing some
standard tools of FE methods that will be used in the paper.

Throughout the paper, we use the standard notation for Sobolev spaces [2].
For a bounded domain B C R?, we denote by H™(B) the L?-Sobolev space of
order m > 0 and by || - ||;.,p and | - |,,, 5 the usual Sobolev norm and seminorm,
respectively. For m = 0, we write L?(B) instead of H°(B). We shall denote
by H™(B)/R the quotient space consisting of equivalence classes of elements of
H™(B) differing by constants; for m = 0 it is denoted by L?(B)/R. We shall
indicate by L2(B) the space of L?(B) functions having zero average over B. This
notation will also be used for periodic Sobolev spaces without any other explicit
reference to periodicity to avoid cumbersome notations.

2.1. Domain Partitioning and Finite Element Spaces. Let 7,° and 7,”
be two families of cartesian partitions of €2y and ), respectively, formed by
rectangles for d = 2 and cubes for d = 3. Let {7} be defined as the cartesian
product of these two partitions: 7, := 7,7 x 7)”; i.e.,

Ty, ={R=T"xT": T e1; T}
The mesh sizes h, h, and h, relative to the partitions are defined as usual

0 < h, = max diam(7*), 0< h, = max diam(7"), h = max (h,,h,).
T*eT, e,

We denote by & and &, the set of all edges of the partitions 7;° and 7,7 , respec-
tively and we set £ = & X &,. The set of interior and boundary edges of the
partition Z,” (resp. ;") are denoted by £Y (resp. £J) and £2 (resp. £2), so that
Ex =EVUE? (resp. &, = EQU EY).

Trace operators: Observe that due to the structure of the transport equa-
tion (1), for each R = T% x TV € T, with T* € 7,* and T" € 7,7 and for each
© € HY(T*xT") we only need to define the traces of ¢ at OT* x T and T* x IT".
Hence, for setting the notation, it is enough to consider a general element T in
either 7,7 or 7,’ . By n__we designate the outward normal to the element 7" and

we denote by ¢~ the interior trace of |, on 9T and ¢ refers to the outer trace
on IT of ¢|,.. That is,

(5) or(x,-) = hl% er(x+en”,:)  VxedT.
We next define the trace operators, but to avoid complications with fixing some
privileged direction we follow [5]. Let 7" and T’y be two neighboring elements in

either 7;” or 7,7, and let n~ and n™ be their outward normal unit vectors, and
let * and 7% be the restriction of p and T to T%. Following [5] we set:

1
(6) {W}:§(¢_+90+): [e]l=¢n" +¢™n" one€é&, r=xorv,
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1 - + - n- + . a7t 0
(7) {7‘}:5(7' +77), [r]=7"n"4+77-n" onecf, r=xorv.

We also introduce a weighted average, for both scalar- and vector-valued func-
tions, as follows. With each internal edge e, shared by elements Tt and T, we
associate two real nonnegative numbers 0 and 1 — , and we define

(8) {rs =01t +(1-0)1" on internal edges.
For e € 57‘? (with 7 = x or v), we set

[el=¢n, {p}=¢, {7}=T.

Notice that when referring to elements rather than edges, according to (5), ¢~
can be seen as the inner trace relative to T~ (i.e., ¢,_) and also as the outer
trace relative to T (i.e., ¢, ). Similarly, n~ denotes the outward normal to 7~
and also the inner normal to T". Both notations will be used interchangeable.

Denoting by [, = >7..¢ [, we shall make extensive use of the following
identity (see [4])

9) Z/ T-ngpdsr:/{T}-[[go]]dsr+/[[T]]{go}dsr r=X,V.
TerrJorr & £
Next, for k& > 0, we define the discontinuous finite element spaces V¥, ZF and
P

Zr={peL’(Q): ¢,pcQ(T)xQT"), VR=T"xT"€T},

Xy ={¢v e L*(Q%): . €Q(T?), VI* T},

VE={p e L’ () : ., €QYTY), VI*eT'},

g ={reL*(W)": 7. €@Q(T) VIT"eT"},
where Q*(T) (resp. (Q¥(T)?) is the space of scalar (resp. vectorial) polynomials
of degree at most k in each variable.

We also set QF = XFNL2(Qy). We finally introduce the Raviart-Thomas finite
element space:

¥p = {1 € H(div;%): T,. € RT*T") VI" €T}
where
H(div; Q) = {1 € (L*())* with div(T) € L*(Q) and 7-nsq periodic on 90}

and RT*(T%) = QF(T®)? + x - Q¥(T*) (see [15] for further details). We shall
denote by || - || r(aivin,) the H(div; Qx)-norm defined by

17 @ivien = 715+ Idiv(T)lls - V7 € H(div; Q).
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2.2. Technical Tools. We start by defining the following seminorm and norms
that will be used in our analysis:

o= leliz lelzz = > lellhr  VeeH™(T), m>0
ReTy, ReTy,
lelloced, = sup llellocor ez = D lelhr, Ve € LP(Th),
RETh RETh

for all 1 < p < co. We also introduce the following norms over the skeleton of
the finite element partition,

lelfe, = 3 [lePdsaav. lolfe, = 3 [ 1o dsix.
ec&y ec&y
Then, we define [ple, = Il + ¢l

Projection operators: Let k > 0 and let Py,: L?(2) — ZF be the standard
2d-L?-projection. We denote by Py: L*(Q) — XF and P, : L*(Q) — V¥ the
standard d-dimensional L?-projections onto the spaces X} and V}*, respectively,
and we note that P;, can be written as

Py =Px @ Py.
The projection Py, satisfies (see [20] and [3])
(10) [Jw=Pu(w)llo.z;, + 7w =Pu(w)llog, < OO M wlkira Ywe HH(Q),

with C' depending only on the shape regularity of the triangulation and the
polynomial degree. By definition, P}, is stable in L? and it can be further shown
to be stable in all LP-norms (see [22] for details);

(11) | Pr(w)|zo(z) < Cllw|| oo VYwe LP(Q) 1<p<oo.
We will also need approximation properties in the supremum-norm (see [20]);
(12)  flw=Pu(w) sz < CH Wl Vw e WHE(Q).

We wish to stress that the projections Py and P, also satisfy properties (11)
and (12). Furthermore, we will also use

(13)  flw = Pe(w)loz, < CH** wlpra Yw e H'(Q), r=xorv.

Raviart Thomas projection: For k& > 0 we denote by R} the local interpola-
tion operator which satisfies the following commuting diagram:

H(div; Q) —— L3(Qy)

| I

k div k
X Qr,
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where ﬁ,’f refers to the standard L2-projection operator onto QF. The above
commuting diagram express that div(3Z}) = QF and

(14) divRE(7) = PF(divr) V7 € H(div: Q).

In particular (14) holds for all T € H'(Q,)¢. Optimal LP-approximation prop-
erties, with 2 < p < oo can be shown for this operator (see [15, Section I11.3],
[15, 27] for details):

(15) HT — RZ(T)HLP(QX) + HdiV(T — RZ(T))HLP(QX) < CthrlHTHwk-!—l,p(Qx)
V1 e WP (Q )

We notice here that all the approximation and stability results stated here for
the standard L2-projection, hold true also for the L?-projection onto Q¥; i.e., PF.

3. NUMERICAL METHODS AND STABILITY

In this section we describe the numerical methods we propose for approxi-
mating the Vlasov-Poisson system (1)—(3) and prove Stability for the proposed
schemes. Following the work initiated in [6], the proposed numerical schemes
are based on the coupling of a simple DG discretization of the Vlasov equation
and some suitable finite element approximation, possibly discontinuous, to the
Poisson problem.

Thanks to the special hamiltonian structure of the Vlasov equation (1): v is in-
dependent of x and E is independent of v; for all methods the DG approximation
for the electron distribution function is done exactly in the same way. Therefore
we first present the DG method for the transport equation (1), postponing the
description of the approximation to the Poisson problem (3) to the last part of
the section.

While describing the numerical schemes, we will also state a number of approx-
imation results. The proofs of most of them, except for the stability and particle
conservation, are postponed till Appendix A.

3.1. Discontinuous Galerkin approximation for the Vlasov equation.
Throughout this section, we denote by E; € 3 the FE approximation to the
electrostatic field to be specified later on. We consider DG approximation for
the Vlasov equation coupled with a finite element approximation to the Poisson
problem. The DG approximation to (1) reads: Find (Ey, f) € C1([0,T]; X x ZF)
such that

(16) > Bun(Eni fron) =0 Vi € Zf,
RET,
where VR =T7% x TV € Ty,

0
Byn(En: fu o) = %wh dv dx— / Fav-Vaon dv dx+ / £ Veion dv dx
R R R
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+/ / (V/'Eh)% ds, dv — / / (En-nfy)ends,dx Vo, € Zf.
v JoTT z JoTv

Above, we have used n to denote both n_ . and n_ . in the first and second
boundary integrals respectively. To ease the presentation, this slight abuse in
the notation will be used throughout the paper, since it will be usually clear to

which normal we are referring. The numerical fluxes (V-/Il?fh) and (E;L/r? fn)
are defined as:

- (fh)|Tz if v - n_. >0
Vv - n_fh|8Tz = (fh>|—;z ifv- n|;Tz < 07
L loT= ’
(17) L -
ni(fh)\TU if Ej, - e >0,
Ep 0 fu,, = 4 Buon (i), i E,-n <0,

\{Eh . Il_fh} ifE, -n_ = 0,

laTv

on interior edges, i.e., for all 9T* N 9N, = @ and ITY N IN, = (). On boundary

edges we impose the periodicity for V/-Hh and compactness for Emh. Notice
that the (upwind) fluxes defined in (17) are consistent and conservative. Now,
taking into account the definition of the weighted average (8) and that of the
standard trace operators (6) and (7) and the fact that for each fixed e, n=™ = —n™,
the upwind numerical fluxes (17) can be re-written in terms of the weighted
average (see [16, 8] for details). More precisely, we have

vonfy = {vfi}e n:= <{th v |[[fh]]> : on &,
E, -nf, = {Enfu}s n = ({Ehfh} - |Eh2' u [[fh]]) n on¢&),

with a = £ (1+sign(v-n*)) and § = 3 (1Fsign(Ej,-n*)). Using then, formula (9)
together with the conservativity property of the numerical fluxes, the DG scheme
reads

(18)

(19)
0= Bur(Ex; fa en)
ReT,
afh h
Z goh dv dx — fhv ngoh dvdx+ | frE, - Vi, dvdx
ReT;, ' RR @

o [ndetedasiv— [ ] ma), Toddsdx Ve e 2
v T E’L)

where V%;, and V", are the functions whose restriction to each element R € 7,
are equal to Vyp, and Vg, , respectively.
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The discrete density, py is defined by
(20) = > fh dv e X}
TvET?,
The following lemma guarantees the particle conservation for the above scheme.

Lemma 1 (Particle or Mass Conservation). Let k > 0 and let f, eC*([0,T]; ZF)
be the DG aprozimation to f, satisfying (16). Then,

R;/fh dxdv—R;/fh dxdv—Rez;/fo—l Vi

Proof. The proof follows essentially the same lines as the proof of [6, Lemma 3.1],
by fixing some arbitrary R = R, and taking in (16) a test function ¢, such that
o, =11in Ry and ¢, = 0 elsewhere. O

We next show L?-stability for the numerical method (16), which follows from
the selection of the numerical fluxes:

Proposition 1 (L2-stability). Let f;, € ZF be the approzimation of problem (1)-
(3), solution of (16) with the numerical fluzes defined as in (17). Then

1@ lloz, < 1/aO)oz V€ [0,T].

Proof. The proof follows essentially the same steps as for the case d = 1. By
setting ¢, = fi, in (16), integrating the volume terms that result and using (9)
one easily gets

0= Z Bi,z(En; fa, fr)

RET,

:_RGZT (dt/fthdx_/v/ [7] dszdv—l—/z/Eh [7] dsvdx)

+ Z / {th}a [ fn]ds.dv — Z / {Ehfh}ﬂ'[[fh]]dsvdx.
ery, 1 TeeTE

Now, from the definition of the trace operators (6) it follows that [ f2]=2{fn}[ /]
on e € &. Substituting the above identity together with the definition of the
numerical fluxes given in (18), and using the periodic boundary conditions in x
and compact support in v, we have that

th/fh dv dx
E
+ ) / s n|[[fh dsgdv+ > / [Es - n] n' [ fn]? ds, dx.
ToeTy YTV JE TreTy

Integration in time of the above equation, from 0 to ¢ concludes the proof. [
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We close this section stating an elementary approximation result that will be
required in our analysis. Its proof is given in Appendix A.

Lemma 2. Let k> 0 and f and f, be the continuous and approximate solutions
to the Vlasov-Poisson problem. Let p and pp be the continuous and discrete
densities defined in (2) and (23). Then,

(21) lp = pllo.zz, < Clmeas(Q)]2IIf = fulloz < CLY2Nf — fallos.-
Furthermore, if p € W324(Q,) and f € C*([0,T]; H***(Q)) we have,

(22) ||10 - th—l,oo,T}iE S Ch3/2Hpr3/2,d(Qx)
+ CLd/th—d/Q(Chk-i-l”fHIH_LQ + ”fh _ Ph(f)”o,'fh)-

3.2. Mixed Finite Element Approximation to the Poisson problem. We
next consider the approximation to the discrete Poisson problem, which can be
rewritten as the following first order system:

(23) E=Vy® inQ, —divg(E)=p,—1 inQ pp= > / fadv,
T’U

TveTy

with periodic boundary conditions for E and ®. Notice that in view of Lemma 1
and by taking ® € L3({2), we guarantee that the above problem is well posed. The
weak formulation of the above problem reads: Find (E,®) € H(div; Q) x L(Q)
such that

/ E-7dx= V,® - 7dx=0 V1 e H(div; Qy),
X Qx

_/ divx(E)quZ/ (pn—1)gdx  Vqe L3(Q).
Qx Qx

Unlike for the 1D case, where direct integration of the Poisson equation provides
a conforming finite element approximation to the electrostatic potential (see [6]),
for higher dimensions we only consider mixed finite element approximation to the
discrete Poisson problem with either Raviart-Thomas or DG elements. Through-
out this section, we focus on the detailed description of the methods we consider,
stating also the approximation results that will be needed in our subsequent error
analysis. However, the proofs of all these results are postponed to §A. We next
describe each of these approaches in detail.

3.2.1. Raviart-Thomas mized finite element approximation. The approximation
reads: find (Ej, ) € X} x @}, satisfying

/ Eh-de+/ & divy(T)dx =0 V1 e EZ,

(24) i '

—/ divy(Ep)gdx = / (pn — 1)gqdx VqeQry
Qx

Qx
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The following lemma provides error estimates in the above norm for the approx-
imate electrostatic field. Its proof is given in Appendix A.

Lemma 3. Let k> 0 and let (Ey, ®3,) € CO([0, T]; F x XF) be the RTy approz-
imation to the Poisson problem (23). Assume ® € C°([0,T); H*"2(Qy)). Then,
the following estimates hold for all t € [0,T]:

(25)  [1B() — Ea()|m@vng < CHM @) lis20. + CLY|f (1) = fu(®) oz,

For our error analysis, we also need an estimate for the L>-error of the electro-
static field. This is given in next result, whose proof can be found in Appendix A.

Lemma 4. Let k > 0 and let (Ep, ®;) € C°([0, T]; 25 x XF) be the RT), approz-
imation to the Poisson problem (23). Then, the following estimate hold for all
te0,77]:

(26) HE(t) - Eh(t)HO,oo,Qx < CHE - RZ(E)HLOO,QX + C’ log(h)!Hp - ph”*l,oo,ﬂx-

Remark 1. We could have considered also Brezzi-Douglas-Marini BDM [13, 14]
or Brezzi-Douglas-Fortin-Marini BDFM [12] finite elements for the approximation
of the Poisson problem. We wish to stress that all the results shown in this paper
for the Raviart-Thomas -DG method for Vlasov-Poisson remain valid if the RT},
approximation for the Poisson problem is replaced by a BDMy,; or BDFMj.
approximation. See also [15] for further details on the approximation with these
elements.

3.2.2. Discontinuous Galerkin approximation. For r > 1 the method reads: find
(Ep, @) € 8} x @} such that

(27) /Eh-de+/ @hdivx(T)dx—/ @T-ndsxzo VT eZ&y

(28) / Eh-qudx—/ qﬁl-ndsx:/ (pn — 1)gdx Vq e Q.
x 8Tz x

On interior edges, the numerical fluxes are defined as

{E7 = {Ex} — Co[Ex] - Cn[®4],

(29) _—
O, ={Pp} +Cio- [P1] — C2[ Er ],

and on boundary edges we impose the periodicity for both ]/5); and @ As for the
case d = 1 , the parameters C};, Ci2 and Cys could be taken in several ways to try
to achieve different levels of accuracy. However, all superconvergence results for
the Hybridized DG (in d > 2) are for partitions made of simplices (and the proof
of these results rely strongly on that). As for the minimal dissipation MD-DG
method (see [21] for details) one can expect at most, an improvement of half an
order in the error estimate for ||E — Ey[o7;z for d = 2 (for a Poisson problem
with dirichlet boundary conditions). Therefore, throughout this section we will
not further distinguish between the possible choices (since no improvement on
the final rate of convergence could be achieved) and we set 7 = k+ 1. One might
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stick to the classical LDG method for which Cyy = 0 and C}; = ch™! with c a
strictly positive constant. See [5].

Substituting the definition of the numerical fluxes (29) into (27)—(28) and sum-
ming over all elements of 7,° we arrive at the mixed problem:

(30) CL(E}L,T) -+ b( th) =0 VT S ‘—‘h7
—b(Eh, ) +c (I)h, fQ Ph — 1 dX Vq € Qh,

where

a(Eh,T)I/ E, - T dx,
b(‘l’,‘bh):/x@hVZ-de—/gg({Cbh}—FClz-[[CI)h]])[[T]]dsz—/gg@hT.ndsm
C((I)haQ):/a Cu[®n] - [q] dse.

Note that integration by parts of the volume term in b(7, ®,) together with (9)
gives
(31)

b(T,®p) = —/ Vi, - de+/ [®L] - ({7} — Cio[T]) dss +/ ¢, - nds,.
x £9 &9
We define the semi-norm

1/2
(@)% = 7152, + 1C L]l e,
Next result provides the error estimates in the above norm for the approximation
(Eh, q)h)l

Lemma 5. Let r > 1 and let (E;, @) € CY([0,T];E], x Q%) be the LDG ap-
proximation to the Poisson problem solution of (27) (28) Assume (E, @) €
CO([0, T); H(Qy) x H™2()). Then, the following estimates hold for all t €
0, 7):
(32)

(E(t) — En(t), @(t) — @a(t))] 4 < CR|@() 120, + CLY( () = fu() oz,

Finally we state a result that gives the L*-error estimate for the LDG ap-
proximation to (3) that will be required by our analysis. The proof is given in
Appendix A.

Lemma 6. Let r > 1 and let (E;, @) € CY([0,T];E], x Q%) be the LDG ap-
prozimation to the Poisson problem solution of (27) (28) Then, the following
estimate hold for all t € [0,T):

(33) 1B — Enllo.co < Cllog(h)[" (IIE = P*(E)ocogn + 7712 = P7(®)]|0,00.0x)
+ Cllog(R)[llp = pull-1.0072
wherer =1ifr=1and =0 forr > 1.
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4. MAIN RESULTS AND ERROR ANALYSIS

In this section, we now carry out the error analysis for the proposed DG ap-
proximations for the Vlasov-Poisson system. We first state and discuss our main
results, and, then, we display the main ideas of our error analysis.

4.1. Main Results. The main result of this section is the following theorem:

Theorem 1. Let Q = Q, x Q, = [0,1]¢ x [-L,L]* ¢ R*, d = 2,3. Let
k> 1 and let f € CH[0,T]; H*2(Q2) N Wh=(Q)) be the compactly supported
solution at time t € [0,T] of the Vlasov-Poisson problem (1)—(3) and let E €
Co([0, T); HEH(Q,) N WL (Q,)) with d = 2 or 3 be the associated electrostatic
potential. Then,
(a). RT;-DG method: if (Ex, ®3,), f1) € C°([0, T); (25 x QF)) x C*([0, T7;
ZF) is the RT,-DG approzimation solution of (19)—(24), the following
estimates hold

1£(t) = fu®)llo < Ch™ ViEe[0,T],

where C, depends on the final time T', the polynomial degree k, the shape
reqularity of the partition and depends also on f through the norms

Ca = Calf O llrr2.0: 1 fe() k1.0, 111000 [Pllat2.00 1El1,00.04)-

(b). DG-DG method: let 1 = k + 1 and let ((Ep, @), fn) € C°([0,T};
=}, x Q) x C1([0,T); ZF) be the DG-DG approximation solution of (19)-
(27)—(28). If ® € C°([0, T); H*3(8), then

1 () = fu®)llo < Coh* Vi e (0,7,

where Cy, depends on the final time T, the polynomial degree k, the shape
reqularity of the partition and depends also on f (and therefore on fy)
through the norms

Cy = ColIlF D ller2.0s 1@ k4105 [1F 100,00 [[Pllrr2.0,
1E[1 00,00 12 1l2,00,0)-

We now briefly discuss the above result.

e Unlike what usually happens with the analysis of nonlinear problems, the
error estimates given in Theorem 1 are not asymptotic; i.e., they can be
guaranteed for any h < 1. The above theorem is shown without using any
a priori assumption made on the discrete solution (Ey, f;) (as it usually
happens in the error analysis of non-linear problems). We cope with the
nonlinearity by proving an L°°-bound of the approximate electrostatic
field and using the assumed regularity of E.

e The optimal rate of convergence for the full DG approximation, requires
to approximate the Poisson problem using polynomials one degree higher
than the ones used for approximating the distribution function. We also
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note that DG-LDG requires further regularity for the continuous electro-
static field than RT)-DG.

e The available existence results for the Vlasov-Poisson system with pe-
riodic boundary conditions [9] show the existence of classical solutions,
i.e., solutions in C™(Q)) spaces for all ¢ > 0, for initial data in C™(1Q2).
Note that C™-regularity of solutions together with the compact support
in velocity imply the regularity assumptions on f and .

As a direct consequence of the previous theorem, we have the following result:

Corollary 1. In the same hypothesis of Theorem 1, let k > 1. Then:
(a). RT\-DG method: if (Ey, ®), ) € C°([0, TT; (ZFxQF))xC' ([0, T7;
ZF) is the RT,-DG approzimation solution of (19)—(24), the following
estimates hold

IE(t) = En(t)laivian) < CH () 20, + CabT - Vi€ (0,71,

where C, 1is the constant in Theorem 1.

(b). DG-DG method: let r = k + 1 and let ((E,, @), fn) € C°([0,T);
=, x Q) x CL([0,T]; ZF) be the DG-DG approximation solution of (19)-
(27)-(28). If ® € C°([0, T); H*3(8), then

[(E(t) = En(t), ®(t) =@ (t)| 4 < CR*H@(8) k12,0, + Coh™™ V[0, T,
where Cy is the same constant as in Theorem 1.

The proof of the above corollary follows straightforwardly by substituting the
error estimates for the distribution function given in Theorem 1 into the approx-
imation results of Lemmas 3 and 5, stated in §3.

The rest of the section is devoted to prove Theorem 1. We start by deriving
the error equation and introducing some special projection operators that will be
used in our analysis. We then show some auxiliary lemmas and finally, at the
very end of the section, we give the proof of the theorem.

4.2. Error Equation and Special Projection Operators. Notice that the
solution (E, f) to (1)—(3) satisfies the variational formulation:

ReT),
Ly / /{Vf}'[[soh]]dsmdv— 3 / /{Ef}-[[gohﬂdsvdx Von € ZF
Tvety, JT I TeeTy VTT M E

where we have allowed for a discontinuous test function. Then substracting (19)
from above equation we have,

(34) a(f = fu,on) + N(E; f,0n) = N*(En; fr,0n) =0 Voop € Zp,
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where a(-, ) gathers the linear terms

a(fh,SOh)Z/(fh tpp dx dv /th ngohdxdv+z / /{th}a o] dsxdv

T'Ue’]"u

and N"(Ey;-,-) (resp. N(E;-,-)) carries the nonlinear part;

N"(En; fn, on) = /fhEh Vipn dv dx — Z / {Enfutslon]dsy dx

TeeT &
E; f, o) = /fE Vegndvdx — ) / /{Ef} on | dsy dx.
TzeTz

We next introduce some special projection operators that will play a crucial
role in our error analysis. These projections extend those considered in [6] to
the multidimensional case. (See Remark 2 for further comments on the moti-
vation and origin of the projections.) Their definition is based on the use of
the one-dimensional projection operators used in [39], that we recall next. As-
sume [, = {I;}; is FE partition of the unit interval and let denote by S¥ the
discontinuous finite element space of degree k associated to that partition. Let
7 HY2+¢(I) — SF be the projection operators defined by:

(35) /1 (Wi(w) —w) qpdz =0, Vg, € PiNL), Vi,

i

together with the matching conditions;
(36) 7T+(w(x;r—1/2)) = w(x;r—m)? W_(w(xi_—&—l/Z)) = w(xi_ﬂ/z)'

Notice that more regularity than L?(I) is required for defining these projections.
The following error estimates can be easily shown for all these projections:

lw = 7% (w)llos, < CH* wlsrs,  Vw € BT,

where C' is a constant depending only on the shape-regularity of the mesh and
the polynomial degree [20, 39].

We denote by II,: C°(2) — ZF the projection operator defined as follows:
Let R = T% x T" be an arbitrary element of 7, and let w € C°(R). The restriction
of ITj(w) to R is defined by:

I, (w) = {(Hw @ IL,)(w) if sign(E - n) = constant

(37) (ﬁx ® ﬁv)(w) if sign(E - n) # constant,

where II, : C°(Qy) — XF and II,: C°(€}y) — V¥ are the projection operators:
(38)
— . . — + . . —
M, () — I, (w) ?f \% n|_aTz > 0, T, () Hl,(w) ?f E H@TU > 0,
I (w) ifv-m <0, I, (w) ifE-n_ <0,
x ore lorv
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and I1F with s = x or v are defined as the tensor product of the one-dimensional
projections 7% given in (35)—(36):

(39)

I = W;'fl ><7T;f2 for d = 2, I W;'fl XW;‘?Q@TF;% ford=3, s=xorv.

S
In the above definition, the subscript ¢ in Wii and Wii refers to the fact that
projection is along the i-th direction (component) in the x and v “spaces”, re-
spectively.
To complete the definition of the projection II; we need to provide the definition

of P,: L*(Q,) — V¥, which accounts for the cases where E - n_, changes sign
across any single (2d — 1)-element e C T% x 9T". From the structure of the
partition such condition amounts to have at least one of the components of E
vanishing within the element R (and so in 7%). For simplicity, we give the detailed
definition in the case d = 2 (the case d = 3 is similar but taking into account
more cases). Let E = [Fy, Es]', then
(40)
[Pua ® Tpol(w) if sign(E)) # constant & sign(FEs) = constant
Py(w) = { [Tp1 @ Pyo)(w) if sign(FE;) = constant & sign(Fs) # constant
[Pyo1 @ Pyo)(w) if sign(E;) # constant & sign(FEs) # constant.

Here, P,;, i = 1,2 stands for the standard one-dimensional projection along the
v; direction. With a small abuse in the notation we have denoted by 7, ; = ﬂij,
j = 1,2 where the + and — signs refer to whether E - n = £E; is positive or
negative. Note that this is consistent with the definition of 11, given in (38).

Observe that conditions (37)—(38)—(39)—(40) together with (35)—(36), define
the projection IIj,(w) uniquely for any given w € C°(2). This projection, Iy, is
nothing but the extension to higher dimension 2d, d = 2, 3 of the projection used
in [6]. See Remarks 3 and 2 for further comments.

Remark 2. The definition of Il is inspired in those introduced in the two di-
mensional case, for a linear transport equation in [33] and for a Poisson problem
in [21]. In fact, in [33], the authors display the error analysis by using an “(in-
terpolation) operator” that in each element (a rectangle or square), reproduces
the value of the interpolated function at the Gauss-Radau nodes. To the best of
our knowledge, this idea was first coded in terms of projection operators in [21].
Notice that the property of collocation at one boundary end of 7 given in (36)
is just reflecting the fact that of using Gauss-Radau nodes for the interpolation
operator. This is indeed the essential feature required in the proof of Lemma 12
(given in Appendix B), which allows for proving optimal approximation proper-
ties for K! and K? (defined in (45)—(46)—(47)), and in turn will allow for achieving
optimal rate of convergence.

Next lemma, although elementary, provides the basic approximation properties
we need in our analysis.
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Lemma 7. Let w € H***(R), s > 0 and let 1T}, be the projection operator defined
through (37)—(38). Then,
(41)

lw = T(w)lo.r < CA™ 25 ]l 44 g,

Jw — Iy (w)]|oe < CR™PETSR D) |||,y p, Ve COT* x TV, e C T x OT".

Proof. From the definition (37) we distinguish two cases. If R = T% x T" is an
element where E(x)-n does not change sign inside e C 7% x 9T, the proof is the
same as [18, Lemma 3.2]. If on the contrary, T* is such that 3x* € T for which
E(x*)-n=0at T% x 97", we have II,(w) = II, ® P,(w). But still, since II, is a
polynomial preserving and linear operator, estimates (41) follow also in this case
from Bramble-Hilbert lemma, trace Theorem and standard scaling arguments.
Details are omitted for the sake of conciseness. 0

Summing estimates (41) from Lemma 7, over elements of the partition 75, we
have

(42) JJw — p(w) oz, + h*1/2||w — Hh(w)Ho,gxxT;v + h’1/2||w — Hh(w)HO,ThIIXSV
< CW** wllesa,0-

Next, we write

(43) f= o= [a(f) = fu] = [Ma(f) = f] = &" — "

Taking now as test function ¢;, = w" € ZF, the error equation (34) becomes

(44) a(w" — W W) + N(E; f,w") = N"(Ep; fr,w™) = 0.

Finally, we define

(45) K'(v =) Ki(v ), KB fw") =D KR(Ey, f ")
RET, RETh

where

(46)  Kkh(v,f,w") = / wov - Vyw" dx dv —/ / (v-/rae)wh dv dsy,
R v Jore

(A7) K2 (B, fo0") = / By - Vo dx dv — / / (By - o)’ dx ds,.
R z JoTv

The next two lemmas provide some estimates for the two expressions defined
in (45). The proof of these two results are the extension to the higher dimensional
case of [6, Lemma 4.5] and [6, Lemma 4.6], respectively. Their proofs are given
in Appendix B.

Lemma 8. Let 7T, = 1, x 1,0 be the tensor product of two cartesian meshes
T7 and T, of Qx and S, respectively. Let k > 1 and let f € C°([0,T7;
WLeo(Q) x H*2(Q)) be the distribution function solution of (1)~(3). Let f, € ZF
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be its approzimation satisfying (16) and let K' be defined as in (45)—(46). As-
sume that the partition 7;, is constructed so that none of the components of v
vanish inside any element. Then, the following estimate hold

(48) K (v, £,0")] < CHM (|| fllksre + CLI flleszg) |w" o

Lemma 9. Let 7, be a cartesian mesh of Q, k > 1 and let (Ep, f3) € Eh x Zk
be the solution to (19) with either £, = S or 3, = 2 r > 1. Let (B, f) €

CO([0, T]; Whe=(Q2) x H*2(Q)) and let K? be defined as in (45)—(47). Then, the
following estimate holds
(49)
[IC*(En, f,w")| < OR*||E — Enllo.coze [| flles1.0llw" o,
+ CR ([ Fllks 20l Elloco0x + 1 lk+1.9Eloo0) 0" o0.7-

Remark 3. We wish to note that, as it happens for d = 1 [6], the definition (37)
of ITj, is done in terms of E (and v), while the definition of the numerical fluxes
is done in terms of E;, (and v). This is due to the non-linearity of the problem
and it is inspired in the ideas used in [40]. By defining IIj, in terms of E rather
than E;, and using the regularity of the solution, one can estimate optimally the
expression K? without any further assumption on the mesh partition 7j,.

4.3. Auxiliary Results. We next give two auxiliary results that will be required
for our subsequent analysis.

Lemma 10. Let f € C°(Q) and let f, € ZF with k > 0. Then, the following
equality holds true,

olf = ) = 3 [l - wppet dx
R
+ Z / IV;n|[[wh}]QalsIalv—i—lCl(v,f,wh).
Proof. Noting that

a(f — fu,w") = a(w" W) — a(w®, ).

The first term is readily estimated arguing as in the proof of Proposition 1

Z/ Sdxdv+ Y / lv-n] n' [w" 2ds,dv.

ReT, T™eT,
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For the second term, using the continuity of f and the consistency of the numerical
fluxes (17) and recalling the definition (45), we easily get

Z/ dxdv—/wev-v,}iwhdxdv
Q

RET),
+ Z / (v, - [w"] ds, dv
TvET?
Z / Whdxdv — K (v, f,w"),
RET,
which concludes the proof. ([l

The other auxiliary lemma deals with the error coming from the nonlinear
term:

Lemma 11. Let E € C°(Qy), f € C%(Q) and f, € ZF with k > 0. Then, the
following identity holds true,

N(E; ;") = N*(Ey; fp, " Z / lEh n] W ? ds, dx
Teez ST IE

— /[E —E,] - Vifuwdvdx — K*(Ey, f,w").
Q

Proof. Subtracting the discrete and continuous nonlinear terms, using the conti-

nuity of E and f, the consistency of the numerical flux m together with (9),
we find

(50) N(E; f;w") = N"(Ep; fr,w") = /[fE — fuEy] - VW dv dx
Q
-5 [ [ ®r B P s ax =T T

ToEeT?,

where in the last step we have decomposed the integrand of the volume part as
(51) Ef —Enfn = (E—Ep)f +Ew(f — fn),

so that,

T, = / f[E — Ep] - ViW" dv dx,
Q
7= [ [f = B - Vit dv dx,

=Y /ﬁ/gO{Ehfh—Ef}ﬁ [w"] ds, dx.

T= ET“‘
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Integrating by parts 7} and using the continuity of f together with (9) and the
fact that neither E nor E;, depend on v, we have
(52)

T, = /[E E,]-V! fwh dv dx+ Z / {E—Eh}-[[wh]]f ds, dx = Ty, +Thp.

TmeTI
We next deal with T,. From the splitting (43), direct integration and (9), we get

(53)
1

Ty = 2/Eh Vh(wh)? dvdx—/weEh~Vthdvdx
Q

Z / {Eh} )2]] ds, dx — / wEy, - Vﬁwh dvdx = Ty, + Tyy.
@ Q

T“”ET“

hg

We finally deal with the boundary terms collected in T3. Reasoning as in (51)
and using the continuity of f together with the consistency of the numerical flux

EThﬁ, we find

// (Bn— E)f}- [ |~ {Bne b - [] + (B by - [ ] dsdix

= T3a + Tsp + T

The first term above, T3,, cancels with T}, in (52). Arguing as in Proposition 1,
the sum of the second term above Ty, and Ty, (53) gives

E
Tap + T, = Z / / | h n| 1? ds,, dx.

TreTyy
Finally, recalling the definition (46) we have
T2b + T3C = _K2<Eh7 f? wh)a

and so substituting in (50) the above results together with 73, the proof is com-
pleted. 0

We have now all ingredients to carry out the proof of Theorem 1.
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4.4. Proof of Theorem 1.

Proof. Substituting in the error equation (44) the expressions from Lemmas 10
and 11 and using standard triangle inequality, we find

(54)

1 1
" g, + v 0L I gy + Bl 1B e,

= Z / wiw” dxdv+/ [E —E.] - Vyfwdvdx—K' (v, f,w") + KBy, f, ")
ReT, Y R Q

=L+, —K'+K*<|L| + |L| + K+ |2
The first and third term are independent of the approximation to the electrostatic
field E;, and therefore are estimated in the same way for both cases (a) and (b).

For the first term, Cauchy-Schwarz and the arithmetic-geometric inequality
together with the approximation estimate (42) give

(55) 1] < CR*2| filli a0 + Cllw"llo

Third term is estimated by means of estimate (48) from Lemma 8 and the arith-
metic-geometric inequality,

(56) K < CR*2([[ fllrr + CLI fllks2.0)® + Cllw" I .

Next we estimate the second and fourth terms in (54), which depend on the
approximation to the electrostatic field. We first deal with the RT,-DG method
(case (a)). Holder inequality, the arithmetic-geometric inequality and estimate
(25) from Lemma 3 together with the approximation estimate (42), give for the
second term

12| < ClIE = Exl§ 0, IVofllo.co0 + ClIVufllosoollw 152
(57) < CP* || flloee [(IB®) e+1.9. + 1@lkr2.00)* + Cllf 7 0]
+ 20 fl1ecnllw” 5.7,

To deal with the last term, we observe that the bound (49) in Lemma 9

(58)

K| < CRHE = Bullosozz [/ lksr0llw oz, + CR 2 f 2l Bl el o,
requires an L*°-bound on the error E — E;,. This is obtained by combining

estimate (26) from Lemma 4 with the bound (22) from Lemma 2 and the approx-
imation property (15) for p = oo,

(59)
|E — Enllocosn < ChIE|1 000, + ChY?[1og(R)l|pllwsr2ac,)
+ OL2 0 log () |[(CH* | fllksre + 1fn = Pu(f)

0.7;,)-
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Notice now that since Py, is polynomial preserving, P, [I1(f)] = II(f) and so using
also that it is stable in L?, we have

1fn = PulHlloz < I1fn = T(H)loz + 1) = Pu(F)llog
<o =T lloz + CITICS) = fllo.

Substituting the above estimate into (59) and using the approximation prop-
erty (42), we find

|E — Eplloco.0. < CRIE|1 00, + CR2[log(h)|||pllwsragay)
+ CRF2 2 og (D) ||| fll ks 1,0 + CR2 [ Tog(R)| W lo.7:)-

Plugging now the above result in estimate (58) and using the arithmetic-geometric
inequality we finally get for the last term in (54),

[K|< R ([ f ezl Bl oo0x
I f k1.0 [|E100.00 + CRY2log(B)] || pllwsrzaan]) 1o ]lo7
+ CRFH2 2 Nog (B)|[| f 11741 o llw" lloz +CHFH =42 log (R[] f ks 1.0 llw” 13 7,
< CR"2| flR 20l Bl w0, + CR* - log (W) PN flli 10
+C w5, 7,4+ (Chllog(h) [Pl pllws/zaay+ CR =42 log (R)||| f lk41.0) 1w 15 7, -

Observe that since k > 1 the coefficient of the term [|w"(|§ 7. is uniformly bounded
for all A < 1; i.e., 3 a constant ¢; > 0 independent of h such that

Cllw™ (I3 7, + (Chl1og(B)l|pllwsrzag
+ CH1= 2 log (W) fllis 1)l 12 7, < exllw” 12 7,

(60)

Hence,

K21 < O 2 ([ f 7420 Bl s + LY I 41.0) + erllo® 13 .
where we have already discarded the higher order terms. Now, substituting into
(54) the above estimate together with (55), (57) and (56), we obtain
d 1 B 1 _
St + 51V 0L gy + 5l B [t T

< CR* 2 (| fl7s20(Bl o + CLY) + I fillisr0
+ [ f o2 (B 11,00 + [ @llr+2,0.)7]
+(e1+ 20| flleom + OV w5,

Integrating in time the above inequality together with a standard application of
Gronwall’s inequality ([32]) gives the error estimate,

lw* ®)lI57, < Cah**2,

where C, is now independent of A and fj, and depends on t and on the solu-
tion (F, f) through its norm. This proves part (a) of the theorem.
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To prove part (b) of the theorem, we only need to modify slightly the estimates
for I, and K? which involve the approximation of the electrostatic field. The
term I is estimated similarly but using (32) from Lemma 5 (with » = k + 1) to
estimate the error ||[E — Ep[o,7;z . Thus,

1] < CR*2 fllso [I1E®), D)k s20, + CllflRi10] + 2C1 flhconllw 5.7,

To estimate K2, we only need to modify the estimate for ||E — Ej||0.c0.0, used to
bound K? given in (58). Using now (33) from Lemma 6 (with r = k+ 1) together
with estimate (22) from Lemma 2 and the approximation properties (12), we get

IE — Eplloce < C (IIE = P*(E)ocox + 12 = P (@) ]0.c.0.)
+ CR*| log (h)[lpllws 240,
+ CR =2 1og(W)|(CIf = Pu(H)llo, + 15 — Pu(H)llog),

and so making use of (60) and the approximation properties (12), we get

IE — Eplloco.zz. < Ch([[Ell1 00,00 + [ Pll2.00,0.) + Ch*2og()|[|pllws 246
+ OB log (W) [(CR |l + 1 lom),

which except for the norm in the first term is the same bound we had for the
RT}, approximation in case (a). Hence, the proof of part (b) can be completed
proceeding exactly as before and therefore the details are omitted. 0

5. ENERGY CONSERVATION

We now discuss how well the proposed schemes for approximating the Vlasov-
Poisson system preserve the total energy. We show, following [6] that by appro-
priately tuning the coefficients of the LDG approximation of the Poisson problem,
the total discrete energy is indeed conserved for the resulting LDG-DG method
for the Vlasov-Poisson system. As a matter of fact, we can show such result
under a technical restriction on the polynomial degree, namely k > 2.

We wish to observe that the resulting method requires the solution of 2d (in-
stead of one) d-dimensional Poisson problems. Although this might be considered
as a drawback of the method, it should be noted that the solution of the Poisson
problem is the low dimensional part (and so less computational expensive) of the
whole computation.

This is given in next result.
Proposition 2 (Energy conservation). Let r = k > 2 and let ((Ep, ®), fn) €

CH([0,T); (EF x XF)x ZF) be the LDG(v )-DG approzimation of the Viasov-Poisson
problem (1)—(3), solution of (19)—(30), with the numerical fluxes (17) for the



24 BLANCA AYUSO DE DIOS, JOSE A. CARRILLO, AND CHI-WANG SHU

approzimate density. Let the numerical fluzes for the LDG approzimation to (30)
be given by:

ggnlvn) n—~0Cu |9,
o) {( 1) = By} o+ 2EE, [n - G0 ]

(Bp) = {Op} — 2NV [ @, ] - m,

2

where C1y > 0 at all edges/faces. Then, the following identity holds true

2 1/2 2 —
I (R;/fh IV dxdv + [En(] 7 +||Ci[® )]]H%) — 0.

Proof. The proof is very similar to that given in [6, Section 5| for the case d = 1.
We however give it here for the sake of completeness.

First step:
In this first step, since f € ZF is a scalar function, we set 7 = vf € EZ in (27)
and we integrate over all the elements of the partition 7,

//E vfdxdv+/ / Odivy (V) clxdv—// <I>fv nds,dv =0,

and integrating by parts again and summing over all elements in 7,% , we get

h
/Qv V(@ )fdxdv_Z/E vfdxdv

ReT,

(63) + Z / /8Tz<1>fv nds, dv

T*eTyy

Z / / <I>fv nds,dv.

TeeT? ore

Next, we set ¢, = ® € X C ZF in (19) (® as a polynomial in ZJ is constant

in v)

Z/—<1>dvdx—/fv-v,’1<1>dvdx+/fE~v@c1>dvdx

ReT,
) [t Olisdr- 5 [ [ e 10

Observe that the third and the last terms vanish; since (®) does not depend on
v, not only V2® = 0 but also [®] = 0 (® is constant on v), and the terms from
the boundary of €2, cancel due to the compact boundary conditions. Hence,

0= Z/afcbdvdx—/fv Viddvdx+ Y / /{vf}a. ] dsy dv.

ReT, TveT,
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Then, combing the result with (63) and using the periodic boundary conditions
in x, we have

(64)
of
Z/Racbdvdx— Z/RE-VdedV‘i‘/TU 82{@}[[Vf]]d5mdv

ReT, ReTy,

#  [[ [1en-ea 1o1-80vs1] ds.av

u=

Second step:
Now, we differentiate with respect to time the first order system (23) and
consider its DG approximation. The second equation (28) reads,

/Etvqux—/ E:q-ndsx:/ prqgdx YqeV,,

where the definition for E\t corresponds to that chosen for E but with (E, D)
replaced by (E;, ®;). By setting p = ® in the above equation and replacing p; by
its definition, we have

(65) /Etvxwx—/ E® nds, = / £, ® dv dx.
T oT= z JTv

TvETY

Now, taking z = E; in (27) and integrating by parts the volume term on the right
hand side of that equation, we find

/ E-E, dx — VX(CIJ)Etdx+/ (I)Et-ndsx—/ ®E, - nds, = 0.

Then, combining (65) with the above equation and summing over all elements
of 7,7 and using (9) together with the periodicity of the boundary conditions for
the Poisson problem, we get

(66)

/ E‘Etdx:/ftq)dvdx
+/z (BL®1+ BB~ [2]{R)) ds. — | (2}[E]dse
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Third step:

We now proceed as in the proof for the continuous case and we take ¢ = %
n (19),

2
O:Z g{";’Qd dx /f vh(‘ ‘2) dvdx+/fE vh(’ ’)dvdx

+-T§;U [ [t tve1as, v——TUX;v [ /U{Ehf}ﬁ-u%ﬂdsvdx-

The second and fourth terms vanish since v is independent of x and last term.

Then, using the consistency of the numerical fluxes (v - nf) and fr?f (see (18)),
the boundary terms telescope and no boundary term is left due to the periodic
and compact boundary conditions. Hence, we simply get

(67) 0= Z/%{’Id dx +/E-vfdvdx.

ReTy,

Next, we use equation (64) to substitute the last term in (67),

O-Z/%{’Id dx +Z/—<I>dvdx— Z / /{@} vf]ds, dv

+TveZTv /1 / Ve [®]+ ZIS[[VJC]] - [[@H{Vf}} ds, dv.

Finally, we substitute the second volume term above by means of (66),

O—Z/an?d dx +/ E-E, dx — Z // [{vf}ds, dv

L)) L] et +<T>ﬂvfﬂ—{<1>}nvfﬂ] s, dv

+/g ([21{E} - E[@] - B[E.]) ds. + [ {@}[Ei]ds..

&2

Then, for each e € &,, we define

{ﬂ@ﬂ{a}—@u@ﬂ—§>[[Et]1+{<b}[mtﬂ on e € &2
[@HE:} —E[ @] — O[E:] one €&

oF _ {{vf}a -[2] +(§[[Vf]] —A{Q}v/]-T®[{vf} oneecéy
‘ )

ol =

e

{(v/ta-[®]+2[vf]-T2[{vS} on e € &
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so that (68) can be rewritten as

2&5( /f|V|2dVdX+/ |E\2d><)+ > Z/ /@Fdsxdv
ReT, v

T ET” e€ly

+Z/@Hdsx—0

e€€y

(69)

Thus, we only need to show that © and ©F are either zero or the time derivative
of a non-negative function for all e € &,.

Next, for e € £, using the definition of the numerical fluxes (61) for the
LDG approximation together with the fact that (E,®) is C! in time, we find

0
a(@u\[{ﬂlz)
Vee &

DN | —

@f = ﬂ(I)]]{Et}—ﬁ\t[[CD]]_EI\)[[Et]]—I-{(I)}HEt]] = Cll[[q)t]]'[[q)]] =

Similarly, for e € £2 taking into account the definition at boundary edges/faces,
we have O = ¢ ;[®;] - [®] on e € E2. Hence, arguing as before and putting
together the result with the above identity we arrive at

(70) @f:cn[[(bt]]-[[(l)]] ;;(011”[ ]]|2) ‘v’eegx.

We next deal with ©F. Notice that for e € £7 it is easy to see, using the definition
of the numerical fluxes v f and ® at 09y, that ©F =0 for all e €é 9.

Now, for e € &2, from the definition of the numerical fluxes v f and ® given
n (18) and (61), respectlvely we find for ©F,

O = {vfla-[®1+[vf] - {BH V] - [2]-{v/}

:|Vén‘[[f]]-[[<b]]—c12'[[q)]][[vfﬂ

v - n sign(v - n)

= l/1-[e]-———n-[®]v-[/]

= 171 [®1 (v -ml = v ) =0 el

and so substituting the above result together with (70) into (69) we reach (62).
U

For other DG-DG schemes, inequalities similar to those given in [7, 6] can be
proved.
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APPENDIX A. ERROR ANALYSIS FOR THE APPROXIMATION OF THE
ELECTROSTATIC FIELD

This appendix is devoted to show the results stated in §3 related to the ap-
proximation of the Electrostatic field. We start by showing the auxiliary result,
Lemma 2, which bounds the error in the density in terms of the error in the
distribution function. Then we prove the energy norm estimates for the RT}, and
LDG approximation, given in Lemmas 3 and 5, respectively. The L>-bounds for
both methods are given at the end of the appendix.

A.1. Proof of Lemma 2. The proof of estimate (21) follows straightforwardly
from the definitions (2) and (20) of p and py, respectively, and Holder inequality.
To show (22), we first prove that

(71) lp = prll 1007z, < Cllp = prllpaczs -

Note that from the mass conservation given in (4) and Lemma 1 for p and py,
respectively, it follows that [p — pj] is orthogonal to the global constants. Hence,
denoting by < ¢ >q = (1/]Qx\)f9qux the average of a function ¢, Holder
inequality together with Poincare-Friederich’s inequality [17, Theorem 4.1] (which
shows the Sobolev’s imbedding W1(€) € LY () with ¢* = d/(d — 1) for DG
functions, see also [2, Lemma 5.10] for the continuous counterpart) gives,

/ (p — pn)gdx

X

||p_10h||_1voo’Th$x - Sup
q€W, (T2 ”q”W;’I(Thzm)

/ (p— o)l — (@)] dx

X

= sup
geW (7)) lallwr )

o= pnllpaczz yla— (@) | Lara—r 7

X

IN

)
sup <Cllp = pnllraczz -
€W, (TF) ||Q||W;vl(:rgz) ’
To conclude we only need to bound the error in the L%norm. Triangle inequality
together with the Li-stability of the L2-projection (11) and inverse inequality,
gives

o= prllay ) < llp = Px(p)llpazz ) + [Px(p) = pullacy )

1

(72) 3/2 ~d(3-3)
< Ch |p|W3/2,d(Qx) + Chy HPx<,0) - ,OhHO,Tth-
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Next, taking into account the definition of the continuous and discrete density,
using that the projection P* is independent of v and Hoélder inequality, we find

I1P*(p) — PhHOTI = Z / / — fn]dv] dx

TxGTx TUETU
< Clmeas(0)]*|Po(f) = fullo,s,
< CLY*(|Po(f) = PulHllog, + 1Pu(f) = fulloz):

(73)

where in the last step we have added and susbtracted P,(f) and used triangle
inequality. Now, using the L%-stability of the Py-projection together with the
approximation property (13) we have for the first term above

1Pe(f) = Pu(H)lloz = [[[Pe @ () = [Px @ Pol(Nllo.zi, = P [f = Po(H)] llo.z
< CIf = Pue(Dllog, < ChyH| Iz

Substituting this estimate in (73) and the result in (72) we get (71), which im-
plies (22) and the proof is complete.

A.2. Proof of Lemma 3. To simplify the notation we drop the dependence on

the t variable. From [15, II. Proposition 2.16 ] it follows that

(74)

IE=Ep|| z@ivion +I1@=Pallog, < C(inf [[E—7 | @ivio0+inf [[P—qllozz +Msn),
TeXk qeQk z

where Msy, is the consistency error:

/ (p = pn)qdx

X

My, == sup

The first two terms in (74) are readily estimated from the standard approximation
properties of Raviart-Thomas elements; estimates (15) and the approximation of
the LZ-projection (10),

msz IE = 7l @ivio.) + mf 12— dllo.zz, < CRH B [lkr.00 + [Pllesza).

Using Cauchy-Schwarz inequality, together with estimate (21) from Lemma 2 we

find
My, < Clip = pullozz, < CLY2(|f = fullom.,

and the proof of the estimate in the H(div;{2y)-norm is complete.
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A.3. Proof of Lemma 5. We start by noticing that if we denote by (E, EIS) the
solution of the discrete Poisson problem (23), triangle inequality gives

(75) (E—~Ep®—®)[4<|(E-—E,&—3)|4+|(E—Ep,®— ))|a.

The last term above is estimated proceeding exactly as in [18] (where the dirichlet
problem is treated) and the same error estimate can be shown (for the case of
interest, C; of order O(1/h) and Cyy either zero or of order O(1)):

(76) |(E — En, & — @3)|4 < CHII(E, )41

We omit the details for the sake of conciseness. The first term in (75) is estimated
by using standard regularity theorems for the Poisson problem [29] together with
the Poincare-Friederichs inequality for discrete functions in @} (see [11]) and
estimate (21) from Lemma 2

Jre (p = pr)an dx

(E-E,®—®)|4=|E-E|ozz <Cllp—pull-1,7z = sup
= T gheqr anll1,7,

< CGyllp = pullozz < CLY2|f = f

07Th :

Hence, substituting this estimate together with (76) into (75) concludes the proof.

A.4. L°°-error estimates for the approximation to the electrostatic field.
We next show the error estimates in the L®-norm for the approximate electro-
static field with RT}, and the LDG methods. For both methods, there are already
available in the literature, L> and pointwise error analysis for the approximation
of a linear Poisson problem (see [28] and [19]). Here, we will mainly modify the
proof of those results in order to account for the nonlinearity of the Poisson prob-
lem (3). For that purpose, we argue similarly as in [38, 37], where the authors
prove L* error estimates for the conforming approximation of a “general” Pois-
son problem taking into account the outside influence of the forcing term in the
Poisson problem. However since [38, 37] deals with standard conforming approx-
imation, some of the results and arguments used by the authors in these works
cannot be straightforwardly adapted, in particular for the LDG approximation.
We wish to stress that we are not concerned here with providing pointwise and
localized error estimates. Our main goal is to show Lemmas 4 and 6 which in
turn give the L*™-error estimates required by our analysis.

We next recall a result that will be used in the proof of both lemmas.

Let ¢ € H(div,Qy) be such that V - ¢ € LE(Q). Let g € H(Qx) N LE(Qx) be
the solution of the problem

(77) —Ag=V-¢ in Q,
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with g and Vg subject to periodic boundary conditions on 92, We shall need
the following a priori estimates in LP(Q2)-based norms for problem (77),

(18) Nolwisnn <~ IV @lw-rog < ~ocl@linay . 1<p<2
p—1 p—1

The above estimate can be shown from the a-priori LP-estimates for problem (77)

(see for instance [29]) but tracing the constants through the proof of those results

to get a precise dependence on p of the leading constant in estimate (78). We

also mention that for general polyhedral domains and dirichlet or neuman b.c.,

the range of p is more restricted (see [25, 24| and also [23] for related work).

A.4.1. L*®-error estimates for the RTy approximation to the electrostatic field.
We now show Lemma 4. We wish to stress, that the proof of this lemma follows
essentially from [28, Lemma 4.1]. In [28], the authors give a general abstract
framework which provides optimal L*({)- error estimates for the mixed finite
element approximation of a linear Poisson problem with Dirichlet boundary con-
ditions. They use Nitsche’s method of weighted Sobolev-norms [36] (see also [34]
and [35]), in which the key idea is that by using weighted norms one can still
work in L? rather than in L® and in particular, can still use duality arguments.
In fact, the essential ingredient in their analysis is a duality argument combined
with an a-priori estimate in certain weighted norm. Their result is rather general,
since it covers Raviart-Thomas-Nedelec mixed methods and also Brezzi-Douglas-
Marini and Brezzi-Douglas-Fortin-Marini mixed approximations. Moreover, it is
valid for any space dimension d > 2, and holds for partitions made of simplices
or rectangulars.

In our case, in order to account for the nonlinearity on the right hand side of
the Poisson problem, we only need to modify a single step in the proof of [28,
Lemma 4.1] Hence, here we will only sketch the differences and the step that
needs to be modified and we refer the reader to [28] for further details. We wish
to stress that although the authors deal with the Dirichlet problem, all the error
estimates proved in [28] carry over for the periodic Poisson problem.

We recall now some notation that will be required for using their results. The
weight function o is defined by

(79) o(z):=(x — x0]2 + 92)1/2, X, Xg € y

where | - | denotes here the Euclidean distance in R? and § = C*h with a con-
stant C* > 1 to be specified later on. The weight satisfies the non-oscillation
property [36]:

< 3 T T .
Xme%)ga(x) < CirenTrglC o(x), vT* e}

For a € R, we defined the following weighted Sobolev norm:

(80) )2 ::/Q oluldx, Vue LX), acR.
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The following relations can be established between the weighted and L*-norms

gld—/2 o >, -
(81) ||u||aas0||u||o,oo,ax{uog9|l/2 g WELT®W)
1/2
82)  xllosens < C (6°/h) Xl a€R yeESEorye QL

We have now all ingredients to show Lemma 4:

Proof of Lemma 4 Let RY: H(div; ) — ¥ be the Raviart-Thomas projec-
tion as defined §2. Triangle inequality gives,

1B — Enllosonn < 1B = RE(E)loso0x + [1RE(E) — Enlloco.0x-

Hence, we only need to estimate the last term above on right hand side. We shall
show

(83) IRA(E) — Enllosnx < CIIE = RE(E) oo + Cllog(lp = pull-1,00.75

and so, substituting this estimate above and using standard approximation prop-
erties, the proof of the Lemma will be complete. Thus, it is enough to prove
(83).

To show (83) arguing as in [28, Lemma 4.1], it turns out we only need to modify
one step in the proof of [28, Lemma 4.1]; the bound for the V-term. In such step
the authors were using the Galerkin orthogonality property of div(E — E;) being
orthogonal to Q¥, which due to the nonlinearity in Poisson is obviously not true
in the present case. Since Ry (E) — E;, € XF, from (82) one has:

(84) [IRA(E) — Enllosen. < OO /) 2| RE(E) = Bpll,-wrey 0 < <2.

Following [28, Lemma 4.1] it can be shown that
(85)
IRA(E) = Enll2- ) < C(1/0)|RE(E) =Bl ara) + CIIREE) = E|2-ase) + [V,

where the V-term reads (after integration by parts)
(86) V= / (B — E))Vudx = / div(E — By )u dx,
Qx Qx

where u is the solution of the dual problem:
(87) Find u € H' () N L3(Qy) : —Au = divR} (),

with periodic boundary conditions (for v and for Vu). In the above dual problem,
1) is defined as

P =0 T (RYE) - Ey) .
Notice that in view of (14) the above problem is well posed. To estimate the term
in (86), we first observe that divE, € QF and div(E—E;) =[1—p—(1—py)] =
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[pn, — p]. Hence, we can rewrite the term V' as

V= / div(E — Ep)udx = / [pn — pludx.
Qx Qx

Using now Holder inequality together with Poincare-Firederichs inequality we
find,

(88) VI < llp = pnll-1,00.7 1l w0 /-

We now estimate the term ||u||y1.1(q,). Sobolev’s imbeddings together with the
a-priori estimate (78) for problem (87) give

C i C
ullwiioe < Cllullwir, < =1 [ divITEap ||y -10(ay) < 5=T T4 o)
¢ —d(3=3) ||T1* c d/2y—d(1-1
= hmeme | < _pirzpi(ig)
C gt
= (p— 1)h “ p)hd/QHHZ(E) — Eplly-20ta),

where we have also used inverse inequality, the L?-stability of the Raviart-Thomas
projection together with the definition of v. Taking now p = 1+ 1/(log(1/h))
and using the fact that h~4°eMI™" = O(1), we finally have

el g < CHY2|og(h)[TT5(E) — B,

Now, from the relations between the weighted norms and the L*°-norms (82)
and (81) it follows that

[l (0 < ChY?|log(h) |11 (E) — Ep || y-2(ata)
< C|log(h)|h*?6=2=*|[TT}(E) — Ealjo,c0.0.-
Substituting the above estimate into (88) we have
V] < Cllog(h)] (/0)7* 0=|lp — pul| 1,007 1T (E) — Eplo,00.0x-

Inserting this estimate into (85) and choosing C* = 6/h large enough to absorb
into the left hand side the terms |R}(E) — Ep[%2_ .., we get,

IR5(E) =Bl -a4o) < CIRK(E) = B2 -0
+ C[1og(h)| (7/6)*6~11p = pull 1,005, ITTH(E) = Enllo 00,0

Using now (81) and (84) to transform the above norms into L*>-norms together
with the definition of 8, we finally get

IRA(E) = Erl[§ 0o 0, < C(O/R)|RL(E) — B} oo 0,
+C(0) [h) 1og(h)] (h/0)"* 0~°lp = pull 1,007 ITTH(E) = En o,
< CIRA(E) = Elff cc.0, + (C)*[Log(M)lllp = pull-1.00:73 T3 (E) — Enlo,sc.00.
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Recalling that C* > 1 is a constant, the above estimate readily implies the
assertion of the lemma and the proof is concluded.

A.4.2. L*°-error estimates for the LDG approximation to the electrostatic field.
In [19] the author carries out the pointwise error analysis for the LDG method,
with a different approach to that used in [28]. He follows the technique introduced
in [38, 37], in which instead of using global weighted L? error estimates, one has to
use local L? error estimates along with dyadic decompositions of the domain Q.
This strategy relies on sharp pointwise bounds for high-order derivatives of the
Green’s function. These types of the Green’s function estimates are well known
for smooth domains, but do not hold for general convex polyhedral domains' We
wish to note that since we consider periodic boundary conditions, the issue of
a-priori estimates reduces to the classical interior a-priori estimates (no special
treatment of the boundary is required).

The proof of Lemma 6 follows by modifying one step in the proof of [19,
Theorem 4.1] in order to account for the nonlinearity of the Poisson problem (3).
But, unlike it happened with Lemma 4, the modification is much more involved
and we have to prove some other results that were not provided in [19] by the
author. As mentioned before, we argue similarly as in [38, 37], but the fact that
we deal with mixed formulation and discontinuous finite elements precludes from
a straightforward application of those results.

Prior to show Lemma 6, we introduce some notation that will allow us to use
the results already proved in [19]. We wish to stress that although in that work
the author deals with the Dirichlet problem, all the error estimates proved in [19]
carry over for the periodic Poisson problem.

For each fixed point z € Q, real number s and arbitrary x € R? consider the
weight function

h S
(89) U;h(.ﬁf) = (m) T,z € Qx, —00 < § < 00.
We consider the following norm notation introduced in [19]
17 ll22D).2,s = 102 17l Lo (D)
[T llarp.2s = [ITlL1(D).c0s + Z/ ho? w711 dsa,
(90) cee? enD
|qle1,D,2,5 = Z/ ol nlla]l dss.
eegh enD
Following [37] we note that if s > 0 and |z — x| = O(h) then of ,(z) = O(1)
while 0%, (z) = O(h®) when |z — x| = O(1). Obviously for s = 0 we recover

1Recently7 in [31], the authors have shown Holder type estimates for the first order deriva-
tives and the second order mixed derivatives of the Green’s function, which allows to provide
pointwise and L*°-estimates in general polygonal domains.
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the norms without weights. Also we note that the denominator in (89) could
be replaced by (|z — x|? + h?)Y/2 without affecting the results. Notice however,
that positive powers of this weight correspond to negative powers of the weight
function defined in (79).

We also define following [17]

iz oy =Nl + 3 IValoenn + 3 [ [lallds,
TwETx ecéy
We shall

Proof of Lemma 6. Observe that substracting (30) from the mixed formulation
of the continuous Poisson problem 3, we have the error equations

a(E—E;,7)+b(t,&—,) =0 VT eg,
_b(E_EhaQ)+C(©_®haQ) :F(Q) vqe th

where F'(q fQ p—pr)gdx Vqe Q.
Let now T € 7, be such that z € T, and let 8, € C*°(Qx)? be a regularization

of the Dirac mass satisfying the following properties:
(92)

supp(8,) C To, En(z) = / B, 0.dx, ||0,]mon < Ch073) 1< p < oo

(91)

Using triangle inequality and (92), we have

E~ B < B - Pu(B)limnnyoc + | | Su(B-Br)ix].
Qx

Next, we introduce the regularized Green’s function. Let g. € H] () N L§(Qx)
be the solution of

(93) —Agz =V- ((SZ) — Cp, Cy = / V- ((5 )dX
Qx

and let G, := Vg. + 6, so that —V - G. = —cp. The problem is completed by
imposing periodic boundary conditions for both g, and G..
Let now (Gz,h G-.) be the DG approximation to (Gz,gz) that satisfies

a(G, — Gop, 7) +b(T,3. — §op) =0 VT EE,

~(Gz = Gop )+ (G = Genr@) =0 Vg€ Q.

From [19, Lemma 4.1] and [19, Lemma 4.2], respectively, we have the estimates:
(95) V(G- =Px(@D @)z s +IV - (G2 = Pu(G2) 11 (02,5 < C|log(B)],
(96) 13 = Genlleages + 1G: — Ganllir@)-—s < Cllog(R)/,

where 7 =0for0<s<r—land7=1fors=r—1.

(94)
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Next, observe that the solution (G, g,) satisfies

a(G,,T)+b(1,7.) = 0,7 dx V1 e H(div; Qy),
(97) O

—b(G:,q) + c(g:,q) =0 Vg e L)

Observe that in the last equation above we have used that since ¢q is constant
(co,q) = 0 for all ¢ € LE(Q).

By setting now (7,¢q) = (E — E;,® — ®,) in (97) and (7,q) = (G, Jzn)
in (91) and combining both equations we get

(98)
/ (E — Eh)éde:a(éz, E — Eh) + b(E — Eh, gz)
Qx

=a(G. = G, E—Ey) + b(E — B, 5 — §e)

— (G, = Gy ® — D) + (D — D, G — o) + F(Gan)
:a<éz - éz,ha E — Pu(E)) +b(E — Pn(E), G- — =)

+ (G =Gy Po(®) — @) (P — Py(®), G — Go) + F(G2)
=L+ L+I3+ 1+ F(gzﬁ)

where in the last step we have used the Galerkin orthogonality given in (94).
Then, the first four terms are estimated exactly as in [19, Theorem 4.1];

L <|G, - éz,hHLl(Qx),z,—s”E = Pr(E) || Lo (90) 2,5
Iy S BTHIP = Pr(®)]] oo (0),2,5 12 = Fellet 0z
I3 < |1E = Pu(BE) |,z (19 = Gnllen s + 1V(G: = Pu(@:) |1 @).2-s) »
I3 < ChH|® — Pu(®)|| oo (@) 208
< (IG: = Ganllasos + BV - (Go = Pu(G)) 1005 )
which in view of (95) and (96) give
LD+ I+Iy < Cllog(h)]" (B = Pa(E)|| 2o (0,25 + P = Pr(®)|| oo (0),2.) -

The passage from the localized estimate to an L*>-estimate can then be achieved
by choosing z € €y such that |(E — Ep)(2)| = ||E — El0,00.0, and setting s = 0.

Therefore, we only need to estimate the last term in (98). Triangle inequality
and Holder inequality give

(99) ’F<§z,h)‘ < |F(§z - gz,h)‘ + ‘F(QNZ)l

< M w ez ) 19 = Genllwa ez y + 1F lw-re@o 192w )-
Hence, to conclude we need to bound the above terms involving the generalized
green function g,. Last term in (99) can be estimated arguing as in [38, Lemma
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2.2] (or [37, proof of Lemma 1.8]). Sobolev’s imbeddings together with the a-
priori estimate (78) for problem (93) and the bound (92) give for 1 < p <2

(100)
. . C C  _ga-t
192w 0. < Cllg:zllwir@. < EH‘szHLP(Tz) < Eh W73 < Cllog(h)],

where in last step we have taken p = 1 + 1/(log(1/h)) and used the fact that
pdlog®) ™ — O(1).

Now we estimate the first term in (99). Let E, = g, — §., and let Ty =
VG, — §..p). From the definition in (90), we have

(101) 113 = Gonlwrrze ) = Byl + 3 [ Tellr + 3 [ 1Bl ds..

T*eTr e€Ey v €
T

Last term above is estimated by setting s = 0 in the estimate (96). We next
estimate the second term above. We first recall that for each 7% € 7,°

| Tsllzi(r=y = sup (/ Tg-de> = (/ Tg-‘rerX) —e  €>0,
TECSO(TZ) z z

Il Loo (rzy=1

for some 75 € C°(T") with ||[7%||o,cor= = 1. Let 7€ := Y 75 € C°(R2), be the
function such that 7¢|7= = 75%. Hence, summation over all the elements in 7;”
gives,

STl + Y e= > (TIVX(QZ—EJZ,;L%T%MX)

el Tl TeeT}

= V"G, — Gop) - T dx.
Qx

Notice also that summing and substracting Py (7¢) (with Py denoting the standard
local L2?-projection) we have
(102)

S Tl t S e:/ Tg-Px<76)dx+/ Ty [ = Py ()] dx = S1+5s.
Qx

TeeT} TreT? *

We now estimate each of the above terms. For the first one, using the defini-
tion (31) of the bilinear form b(-, -) together with the first error equation in (94),



38 BLANCA AYUSO DE DIOS, JOSE A. CARRILLO, AND CHI-WANG SHU

we have

/Q T, - Pu() dx = b(Py(r), E,)

+/50[[Eg]} ({Px(T) = Cr2[ Px(T9)]) de—i-/gaEng(Te) ‘nds,

T

= —a(G. — G.,, Px(79))

"’/OHEgﬂ ~({Pu(T9)} = Cr2[ Pu(T9)]) dsx+/ggEgPX(Te) -nds,.

x

Hence, arguing as in [19, Proof of Theorem 3.1], Holder inequality, the definitions
of the norms (90) together with estimate (96) from [19, Lemma 4.2] with s = 0
give

(103) o

151] < [[Px(T) 0,007z ([1Gz= Gzl @)+ Gz nllcr.0) < Cllog(h)["[ 70,0075z »

where in the last step we have also used the L*-stability of the L?-projection. In
the above estimate, 7 = 1 for r = 1 and ¥ = 0 for » > 1. We now estimate the
second term in (102). From the definition of the standard L?-projection, we have

Z /Tz(vgz —VG.p) - [The — Px(T52)] dx

TeeT?
= > [ V@~ Pa) [ - Pl
Tee7y T

Hence, Holder inequality, estimate (95) from [19, Lemma 4.1] with s = 0 and
the L>-stability of the L?-projection yield to

[Sa < V(32 = Pu(@) 1y IT° = Pu(T ooz, < Cllog(R)["I7 0,007,

where as before ¥ = 1 for r = 1 and 7 = 0 for » > 1. Thus, substituting the
above estimate together with (103) in (102) we have,

Z T4l L1 7=y + Z e < 2C log(h)lf”TE“O,oo,'Zfz = 2C|log(h)]",
TeT? TTET}?
and now letting € | 0 we finally get
(104) D V(@ = gen)llwire) < 20| log ()™

TeeT

Hence, to conclude we need to provide a bound for ||g. — §.xl/1z1(n,). Using the
fact that () is convex and both g, and g, j are functions with zero average over
Qy, triangle inequality together with the L!-Poincaré-Friederichs inequality for
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WhP(Q,) functions [1] and the L!'-Poincaré-Friederichs inequality for DG func-
tions [17], we have

19 = Gl < 1911 + 19znll 21 00
diam(€y), — - N .
< THVQZHLI(QX) +C (IV3enllir o + 1znlle1.0x)

< Cllog(h)| 4+ C|log(h)|" < C|log(h)],

where in the last step we have also used the bounds (100) together with (104)
and (96).

Therefore substituting the above estimate together with the bounds (104) and
(96) into (101), we finally get

19: = emllwrr g,y < Cllog(h)],

which together with (100), (99) and the definition of the functional F' concludes
the proof of the lemma.

APPENDIX B. PROOFS OF LEMMAS 8 AND 9

In this appendix we provide the proofs of Lemmas 8 and Lemma 9 from §4. To
ease the presentation (and simplify the notations), we give detailed proofs for the
case d = 2, since the differences and difficulties compared to d = 1 are already
present in that case. The case d = 3 is treated analogously and therefore it is
omitted.

We start by introducing some further notation that will be used in the proofs.
Note that for any R = T% x TV € 7T;,, both T% and TV are d-rectangles and
so the outward unit normal n at 977 x TV (resp. at 7% x 9T") is a simple
coordinate vector in the x-plane (resp. in the v-plane); (1,0,0,0) or (0,1,0,0)
(resp. (0,0, 1,0) or (0,0,0,1)). Then, according to our notation we use n~ = ngr=
to denote the outward unit normal to 7% and we denote the inner and outer traces
with respect to 9T x T, by ¢~ and ¢T, respectively. With a small abuse on
the notation, we also designate by n=™ = ngp» and ¢~ and ™ will also designate
the inner and outer traces with respect to 7% x 9T". Let T = ef Ues with ef
denoting the edges of 9T" in the z;-direction and

(105) ef ={eCc OT*:v-n~ >0} e; ={eCIT®:v-n~ <0} i=1,2.

Similarly 97" = ~ U~i with %-i denoting the edges of 9T in the v;-direction:
(106)
v ={yCOT" E,-n >0} v ={yCIT":Ey-n <0} i=1,2

(2

Next lemma extends [33, Lemma 8] and [21, Lemma 3.6] to higher dimensions
also with the more general projections defined in §4.2.

Lemma 12. Let T, = 7,7 x 1,0 be the tensor product of two cartesian meshes T,"
and T;) of Qx and Q, respectively. Let k > 1 and let f € C°([0,T]; WH*(Q) x
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H**2(Q)) be the distribution function solution of (1)~(3) and fy, € ZF its approwi-
mation satisfying (16). For any R € Ty, let K}, and K% be defined as in (46)—(47).
Let v° = P(v) and E® = PY(E) be the local L*-projections onto the piecewise-
constants on Ty, of v and E respectively. Then for any R = T* x TV € Ty, the
following estimate hold

(107) KRV, 0] < CIV IR fllirz rllllo,r-
Moreover, if E does not vanish on R it also holds
(108) KRES, £, )| < ClElo00rh™ | fllis2.rll¢llo,r-

Furthermore, if one of the components of E vanishes on R, but the other (others)
do not i.e., E;(x*) =0 for some x* € T* but E; # 0 on R for j # i, then

(109) K3 (E], £, 0)| < ClElocreh™ | fllk+2.rll¢lo,5-

Proof. We prove the lemma for d = 2. We start by noting that since both v°
and EY are nonzero constant vectors, without loss of generality we can assume
for both that all their components are positive; i.e. v1, U3 > 0 and respectively
EY >0 and EY > 0. Then we can further rewrite

Kr(V.f,9) = KR (V. f,9) + KR (¥, f,¢)
KR(E f,0) = Ky (E", f,0) + KE(E", £, ¢),
where, using the notation given in (105) and (106) and taking into account the

definitions of the numerical fluxes (17) and the projection operator II the two
terms above read

K@ f0)= [ 1 =(Pldnpdxdv— [ [ 17 = (o, % )] oy av

(110)

+ / / = (o, x ) (D wlmdey dv i,j = 1,2 # 4
and

(B f.9)= [ (-t g asaiv= [ [ Bl T o

(1) o[ B - xR pdydx i =125 £
We now start with the proof of (107). The proof of the approximation result for
K7 and K} are essentially the same, so we just carry out the proof for one of
them, say K*':

K& (v, f, )= /[f—Hh(f)]ﬁlg—idxdv—/v /+[f_(ﬂx’2 x I1,)(f)]~ vy dy dv

. 1F = (X Tt d .
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We first consider K7 = K7 (v?, f,¢) on the reference element, which with a

small abuse on the notation we still denote by R = T% x TV = [—1,1]*; T =
[—1,1)> = T*. Now, we claim that
(112) KR, fop) =0,  VfeP"(R), ¢ecQ"(R)

Let o € Q%(R) be fixed and notice that from the fact that 1T and Ty2 X Il, are
polynomial preserving operators it follows that (112) holds true for every f €
QF(R). Therefore to show (112) it is enough to consider f € P¥*1(R) \ Q(R);
Le., f=abtl ghtl b+l gpd o+t

We first set f = x’f“ Then f —II,(f) = f — 7,,f on R and so the volume

term vanishes by means of (35). As for the boundary terms, note that on e,

1 =1 whileon ey, vy = =1l and so f —II,(f) =1—1onef and f —II,(f) =
(—=1)*1 — (=1)*! on e;. Hence, f — II,(f) = 0 on both boundary integrals.

The other cases f = xé“ v vh ™ are all done arguing as follows. Integration
by parts of the volume term gives:

/ Bi(f - m(f))j— dx dv

/Tv/e2 (Mo X IL) ()]0~ daa dv— /Tv/62 (o xTLy) (f)] "~ dazy dv.

Now observe that if f = 25, v*** or v§™! the volume term on the right hand
side vanishes (since both f and I, f are independent of 7). Hence, substituting
the above expression into the definition of £} and we get

K2 (v, f. ) = /U/[f— (7 % TLy) ()]0t day dv

/1, / 22 X IL)(N) @~ dzzdv

_ / / BLf = (mry X T)(f) Lerp™ das dv

where we have denoted the jump by [-]., to stress the fact that the jump is taken
along the x; direction. If f = 25 then f — (7, , x L) (f) = f — 7,o(f) which
depends only on x5 and therefore it is continuous as a function of 551. Hence,
[f=m2(f)]an =0.

If f=of" or f = o5, the same reasoning (f independent of z;) gives
[f - ﬁv( )]z = 0. Moreover, notice that this does not depend on the precise
definition of ﬁv. Even if E or one of its components happen to vanish inside R,
one still have [ f — Py1(f) ]y = 0 for f = o™ and [f — Pua(f)]s, = 0 for
f = v5™. Therefore, (112) holds also true for f € PF1(R).

Now, for fixed ¢ € Q*(R), the linear functional f +— K(v, f, ) is continuous
on H™(R) with norm bounded by Cv|¢|or. Furthermore, due to (112), it

/ Ulwwdmv
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vanishes over P (R) for 0 < m < k. Thus, from Bramble-Hilbert Lemma, we
get that for f € H™2(R) with R being the reference element

K (v, [, 0)l < CW[|flmizrllelor  0<m <k

Then, standard scaling arguments together with the L>-stability of the L2-
projection yield to the estimate

KR (v, f,0™)] < CRY [V lo,oie | f k42, [0 |0,z

The same bound can be shown for K77, and so substituting in (110) we reach
(107).

The proofs of estimates (108) and (109) for K% are done analogously; if none
of the components of E Vanlsh inside R, the definition of the projection operator
HU is given in terms of 7r - and so the proof (108) can be performed arguing as
for L. Hence it is omitted.

In the case one (but not all) of the components of E vanish we next show that
the same argument used for showing (107) can be reproduced in this case.

Without loss of generality we can assume that E; > 0 (and so EY > 0) and
E» = 0 (but observe that not necessarily E9) in R so that II, = Ty X Pya. We
consider K} in the reference element R = T% x T = [—1,1)* x [-1,1]%

G (B, 1. 9)= [l g2 dxiv—[ [ 1f=(x P )] B s

/I/ (T x Py 2) ()] @Y dvs dx,

and we claim that
(113) KHE, f,o)=0 VfeP"*(R) VeeQ'(R).

As before, it is easy to see that (113) holds true for all f € Q*(R) using that IT,

is a polynomial preserving operator. So we only need to check for f = x’f“ it

oFL okt We start by setting f = o¥'. Then, f—1II,f = f —II, X Ty X Poaof
depends only on vy and therefore taking into account (35), the volume term is
zero. As for the boundary terms, since v; = £1 on 75 and f is a function
only of vy, from the collocation property (36) of 7r;f 1 it can be easily seen that

(f - Hh(f))lyg: = 0.
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If f =05 (or f = 2 25™), integration by parts of the volume term,
together with the fact that f — II,(f) is independent of v; gives

K%(Eo,f,gp) = —/ MEupdxdv
// (T X Po2) () Jor 9 BY dvs dx
N // (T X Pp2)(f) Jo 9 EY dvg dx = 0

where in the last step we have used that for f = v5™ (resp. f = z¥™!) the
function f — Pyaof (resp. f — 7,;f ) does not depend on vy, and so its jump
along this direction is zero. Hence, (113) holds true and now arguing as we did
for K!, using Bramble-Hilbert Lemma together with standard scaling arguments,
estimate (109) follows and the proof is complete. O

Proof of Lemma 8. We prove the Lemma for d = 2. We show estimate (48)
first in a single element R = T* x TV € 7;, and then we sum over all elements of
the partition. Let v := P2(v) be the L?-projection onto the piecewise constants
on 7, of v and we write

(114) Kr(v, f,w") = Kr(v =9, fw") + Kx (9, f,w").

Last term above is estimated by means of (107) from Lemma 12. To bound the
first term, let 9T = ei Uey with e denoting the edges of 9T in the x;-direction
defined in (105).

Then, Holder inequality, trace inequality [3] and inverse inequality [20] together
with with the error estimates (12) and (42), give

KR (v =, f,w")] < [[v = V]ocor

X ( “No.gll Vaw"[l0.r + Z ||we||0,e?:><TUHwh||0,e;7t><T“>
i=1,2

< ChvhkHfHkH,RHwhHO,R-
Substituting this estimate together with (107) in (114) we finally get
KR (v, f,w")| < CRE ([ f lerar + 1PV llocoze | f lliszr)

and so summation over all elements R € 7j, concludes the proof.

Remark 4. It might seem at first sight that the assumption that the partition 7,
is constructed so that v does not vanish inside any element R, has not been used.
Notice however, that such condition is implicitly used in the proof, since we
implicitly used that both the numerical fluxes and the projections are uniquely
defined along each e; € 9T* x T".



44 BLANCA AYUSO DE DIOS, JOSE A. CARRILLO, AND CHI-WANG SHU

Proof of Lemma 9. We consider first an arbitrary fix element R = T* xT" € 7},
and prove the corresponding estimate there. Let 977 = ~if U~; with %.i denoting
the edges of 9T in the v;-direction defined as in (106). Adding and subtracting
P(E) we can decompose K? as

(115) ]C%%(Ehu f7 wh) = ,C?%(Eh - PO(E)7 fa wh) + ,C?%(P()(E)? fv wh)‘

For the first term, Holder inequality together with trace and inverse inequalities
and estimate (41) give,

[CR(Ey, — P(E), f,w")| < [|E, — P°(E)

0,00,T'®

X (Hwel Vo llort HweHo,Tm;Hwhl\o,mﬁ>
i=1,2

0,R

< Cl[En = PU(E)loco,reh"[| flln+1.rllw" [lo,5-

Writing now E;, — PY(E) = E;, — E + E — PY(E) and using triangle inequality
together with the L> estimate (12) we finally get

(116)

KR (Er—P°(E), f,w")| < (CR*|E=Enlo,00rs +CH Bl oo 2) || 41, 2]10" 0,7

To conclude we need to estimate last term in (115). However, we need to dis-
tinguish several cases according to whether E or any of its components vanishes
inside R:
(i) : None of the components of E vanish inside R,
(ii) : both components F; and FE, vanish at some point: 3x* € T* such
that E(x*) = 0,
(iii) : only one of the components vanishes, say Fj; i.e. 3x* € T% s.t.
Ei(x*) =0 but Ey(x) #0Vx € T7.
In the first case (i), estimate (108) from Lemma 12 provides the desired bound.
In the case (ii), I, = I, ® Py1 @ Pya. Then, Holder inequality, estimates (41)
together with inverse and trace inequalities and the stability in L* of the L*-
projection (11), give

[KR(P(E), f,u")| < | P°(E)]

0,00,T®

X <||W6H0,R||vah||0,1% + Z HweHo,sz«,li||WhH0,wa%i>

i=1,2
< C||E|oor=h*| k41,10 [|0,5-

Using now the fact that 3x* € T such that E(x*) = 0 together with the mean
value theorem and the assumed regularity of E, we find

|E[0.0or= = max |E(x) — E(x")| < Cmax |x — X"||E|1 0070 < Chrye|E|1 o0 70
xcT® xcT®



DG METHODS FOR THE MULTI-DIMENSIONAL VLASOV-POISSON PROBLEM 45

Hence, in case (ii) we have
(117) KR(PUE), f,w")| < CH Bl oo e [|f k1m0 o,

Finally, we deal with the last case (iii). Without loss of generality we assume
that 1 > 0 on R and F, vanishes at some x* € T%. Arguing as for the splitting
in (110) we can write

Kr(PU(E), f,¢) = Ki (PU(E), f,¢) + K (P (E), f,¢),

where the terms Kj; and K} defined as in (111). Now, since E, vanishes inside R
but E; does not, estimate (109) from Lemma 12 gives the bound for Kj;. Hence
to conclude we only need to estimate the term K2 (P°(E), f, ). Reasoning as
for the case (i); the fact that 3x* € T* such that Fy(x*) = 0 together with the
mean value theorem and the assumed regularity of E, gives

| E2lo,00,7= = max |Es(x) — Eo(x")| < C'max |x — X*||E2|1,001e < Chre|Ely oo 72,
xeT* xcT®

and so using this bound together with the L™ of the L-projection (11), Holder
inequality, estimates (41) and trace and inverse inequalities, we finally get

IKE(PUE), f,w")] < [|PY,(E2) 0,007

X (HWEHO,Rh_lHWh”o,R + Z ||W6H0,Txm}HwhHo,meﬁ)

=12
< C||Eallooe,r=h* | f k41,8100,
< CH*MME| ool fllkt1,2][w" lo,R,

which together with estimate (109) give the desired estimate also in the case (iii).
Summing over all elements of the partition, the above estimate together with
estimates (116), (117) and (108) from Lemma 12 we reach (49) and conclude the
proof of the lemma.
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