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Abstract
The affine invariant partition of the set of quadratic systems with one finite singular point of the 4th multiplicity with respect to different topological classes is accomplished. The conditions corresponding to this partition are semi-algebraic, i.e. they are expressed as equalities or inequalities between polynomials.

Let us consider the system of differential equations

$$
\begin{equation*}
\frac{d x^{j}}{d t}=a^{j}+a_{\alpha}^{j} x^{\alpha}+a_{\alpha \beta}^{j} x^{\alpha} x^{\beta}, \quad(j, \alpha, \beta=1,2) \tag{1}
\end{equation*}
$$

where $a_{\alpha}^{j}$ and $a_{\alpha \beta}^{j}(j, \alpha, \beta=1,2)$ are real numbers (the tensor $a_{\alpha \beta}^{j}$ is symmetric in the lower indices, with respect to which the complete contraction was made).

The topological classification of the quadratic system (1) in the case when it has a unique real critical point on its phase plane is done in [4] and [6]. The conditions for the classification into topological classes described in these papers are expressed using the parameters of the corresponding canonical forms. The topological classification of system (1) with a unique real simple critical point is done in [7].

In [9] the conditions for the topological classification of quadratic systems with a unique finite critical point of multiplicity 4 were gived. However, the critical point was situated at the origin of the coordinates of system (1) and the obtained conditions are center affine invariant. Thus
the conditions given in [9] are not valid for the full system (1) in the case when such a point does not coincide with the origin.

Using the results of article [9] we shall find the corresponding affine invariant partition of coefficient space $E^{12}$ of system (1). The affine invariant conditions corresponding to this partition are semi-algebraic, i.e. they are expressed as equalities or inequalities between polynomials.

## Preliminaires

Let $a \in E^{12}$ be an element of the space of the coefficients of system (1) and let us consider the group $Q$ of nondegenerate real linear transformations of the phase plane. We denote by $r_{q}$ the linear presentation of any element $q \in Q$ into the coefficient space $E^{12}$ of system (1).

Definition 1 [8]. A polynomial $K(a, x)$ of the coefficients of system (1) and the unknown variables $x^{1}$ and $x^{2}$ is called a comitant of system (1) in the group $Q$, if there exists a function $\lambda(q)$ such that

$$
K\left(r_{q} \cdot a, q \cdot x\right) \equiv \lambda(q) K(a, x)
$$

for every $q \in Q, a \in E^{12}$ and $x=\left(x^{1}, x^{2}\right)$.
The function $\lambda(q)$ is called a multiplicator. If $\lambda(q) \equiv 1$, then the comitant $K(a, x)$ is called absolute; otherwise it is called relative. It is known (see [8]), that $\lambda(q)=\Delta_{q}^{-x}$, where $\Delta_{q} \neq 0$ is the determinant of the linear transformation matrix and the integer $\varkappa$ is called the weight of the comitant. A comitant $K$ of system (1) in the group $Q=G L(2, R)$ of linear homogeneous transformations of the phase plane of system (1) (which is also called a group of center-affine transformations) is called center affine. A comitant $K$ of system (1) in the group $Q=\operatorname{Aff}(2, R)$ of affine (linear non-homogenous) transformations is called affine. If the comitant $K$ does not depend explicitly on the variables $x^{1}$ and $x^{2}$ then it is called an invariant (center affine or affine, respectively).

Remark 1. We say that the comitant of system (1) equals zero when all its coefficients vanish. The signs of the comitants which take part in some sequences of conditions should be calculated at one and the same point, where they do not vanish.

We denote by $T(2, R)$ the group of shift transformations and by $r_{t}$ the linear presentation of any element $t \in T$ into the coefficient space $R^{12}$ of system (1).

Definition 2 [3]. A center affine comitant $K(a, x)$ of system (1) is called a $T$-comitant if the relation

$$
K\left(r_{t} \cdot a, x\right) \equiv K(a, x)
$$

is valid for every $t \in T$ and $a \in E^{12}$.

We shall say that comitant $K$ is of the type $(\rho, \varkappa, d)$ if it is a homogeneous polynomial of degrees $\rho$ and $d$ in the coordinates of vector $x$ and in the coefficients of system (1), respectively, and if its weight is equal to $\varkappa$.

Definition 3 [5]. The polynomial

$$
(f, \varphi)^{(k)}=\frac{(r-k)!(\rho-k)!}{r!\rho!} \sum_{h=0}^{k}(-1)^{h} C_{k}^{h} \frac{\partial^{k} f}{\partial\left(x^{1}\right)^{k-h} \partial\left(x^{2}\right)^{h}} \frac{\partial^{k} \varphi}{\partial\left(x^{1}\right)^{k} \partial\left(x^{2}\right)^{k-h}}
$$

is called a transvectant of index $k$ of two forms $f$ and $\varphi$. The degree of these forms in the coordinates of vector $x=\left(x^{1}, x^{2}\right)$ are equal to $r$ and $\rho$, respectively and $k \leq \min (r, \rho)$.

Proposition 1 [3]. The transvectant $(f, \varphi)^{(k)}$ of two $T$-comitants $f$ and $\varphi$ of the types $\left(r, \varkappa_{1}, d_{1}\right)$ and $\left(\rho, \varkappa_{2}, d_{2}\right)$ respectively will be also $a$ $T$-comitant of the type $\left(r+\rho-2 k, \varkappa_{1}+\varkappa_{2}+k, d_{1}+d_{2}\right)$.

Let us write system (1) as

$$
\begin{aligned}
\frac{d x^{1}}{d t} & =P_{0}+P_{1}+P_{2} \\
\frac{d x^{2}}{d t} & =Q_{0}+Q_{1}+Q_{2}
\end{aligned}
$$

where $P_{i}(i=0,1,2)$ are homogeneous polynomials of degree $i$, and consider the following center affine invariants and comitants, which are
constructed directly through the right-side parts of the given system:

$$
\begin{aligned}
J_{1} & =\left|\begin{array}{ll}
\partial P_{1} / \partial x^{1} & \partial P_{1} / \partial x^{2} \\
\partial Q_{1} / \partial x^{1} & \partial Q_{1} / \partial x^{2}
\end{array}\right|=a_{p}^{\alpha} a_{q}^{\beta} \varepsilon_{\alpha \beta} \varepsilon^{p q}, \\
C_{1} & =\left|\begin{array}{ll}
\partial P_{1} / \partial x^{1} & \partial P_{2} / \partial x^{2} \\
\partial Q_{1} / \partial x^{1} & \partial Q_{2} / \partial x^{2}
\end{array}\right|-\left|\begin{array}{ll}
\partial P_{1} / \partial x^{2} & \partial P_{2} / \partial x^{1} \\
\partial Q_{1} / \partial x^{2} & \partial Q_{2} / \partial x^{1}
\end{array}\right| \\
& =x^{\alpha} a_{q}^{\beta} a_{p \alpha}^{\gamma} \varepsilon_{\beta \gamma} \varepsilon^{p q}, \\
C_{2} & =\left|\begin{array}{ll}
P_{0} & P_{1} \\
Q_{0} & Q_{1}
\end{array}\right|=x^{\alpha} a^{\beta} a_{\alpha}^{\gamma} \varepsilon_{\beta \gamma}, \\
C_{3} & =\frac{1}{4}\left|\begin{array}{ll}
\partial P_{2} / \partial x^{1} & \partial P_{2} / \partial x^{2} \\
\partial Q_{2} / \partial x^{1} & \partial Q_{2} / \partial x^{2}
\end{array}\right|=\frac{1}{2} x^{\alpha} x^{\beta} a_{p \alpha}^{\gamma} a_{q \beta}^{\delta} \varepsilon_{\gamma \delta} \varepsilon^{p q}, \\
C_{4} & =\left|\begin{array}{ll}
P_{0} & P_{2} \\
Q_{0} & Q_{2}
\end{array}\right|=x^{\alpha} x^{\beta} a^{\gamma} a_{\alpha \beta}^{\delta} \varepsilon_{\gamma \delta}, \\
C_{5} & =\left|\begin{array}{ll}
P_{1} & P_{2} \\
Q_{1} & Q_{2}
\end{array}\right|=x^{\alpha} x^{\beta} x^{\gamma} a_{\alpha}^{\delta} a_{\beta \gamma}^{\mu} \varepsilon_{\delta \mu}, \\
C_{6} & =x^{2} P_{2}-x^{1} Q_{2}=x^{\alpha} x^{\beta} x^{\gamma} a_{\alpha \beta}^{\delta} \varepsilon_{\delta \gamma},
\end{aligned}
$$

(where $\varepsilon^{11}=\varepsilon^{22}=\varepsilon_{11}=\varepsilon_{22}=0, \varepsilon^{12}=\varepsilon_{12}=-\varepsilon^{21}=-\varepsilon_{21}=1$ ).
We also introduce the following $T$-comitants:

$$
\begin{aligned}
& C_{7}=x^{q} x^{s} x^{v}\left[2 a^{p} a_{\alpha \gamma}^{r}-a_{\alpha}^{p} a_{\gamma}^{r}\right] a_{\beta \varkappa}^{u} \varepsilon_{p q} \varepsilon_{r s} \varepsilon_{u v} \varepsilon^{\alpha \beta} \varepsilon^{\gamma \varkappa}, \\
& C_{8}=x^{\alpha} x^{\beta}\left[a_{s}^{m} a_{\beta}^{n} a_{p r}^{k}-2 a_{r}^{k} a_{\beta}^{n} a_{p s}^{m}+a_{p}^{k} a_{r}^{m} a_{s \beta}^{n}-4 a^{m} a_{p r}^{k} a_{s \beta}^{n}\right] a_{q \alpha}^{l} \varepsilon_{k l} \varepsilon_{m n} \varepsilon^{p q} \varepsilon^{r s},
\end{aligned}
$$

and transvectants:

$$
\begin{aligned}
\mu_{1} & =\left(C_{3}, C_{3}\right)^{(2)}, H_{1}=\left(C_{3}, C_{1}\right)^{(1)} \\
G_{1} & =\left(C_{1}, C_{5}\right)^{(1)}, G_{2}=\left(C_{5}, C_{5}\right)^{(2)}, G_{3}=\left(C_{3}, C_{4}\right)^{(1)}, \\
\eta_{1} & =\left(\left(\left(C_{6}, C_{6}\right)^{(2)}, C_{6}\right)^{(1)}, C_{6}\right)^{(3)}, M_{1}=\left(C_{6}, C_{6}\right)^{(2)}, \\
\bar{D}_{1} & =\left(\left(\left(C_{6}, C_{7}\right)^{(2)}, C_{6}\right)^{(1)}, C_{6}\right)^{(3)}, \bar{D}_{2}=\left(\left(C_{3}, C_{7}\right)^{(1)}, C_{6}\right)^{(3)}, \\
\bar{D}_{3} & =\left(C_{3}, C_{8}\right)^{(2)}, \bar{D}_{4}=\left(\left(\left(C_{7}, C_{7}\right)^{(2)}, C_{7}\right)^{(1)}, C_{7}\right)^{(3)},
\end{aligned}
$$

which by Proposition 1 are also $T$-comitants.

We introduce the following notation

$$
\begin{align*}
\mu & =-2 \mu_{1}, H=2 H_{1}, 2 G=4 G_{1}-3 G_{2}+8 G_{3} \\
F & =J_{1} C_{5}+2 C_{1} C_{4}+4 C_{2} C_{3}, V=C_{4}^{2}-C_{2} C_{5} \\
2 \eta & =27 \eta_{1}, 2 M=9 M_{1}, L=C_{6}, D=-\bar{D}_{4}  \tag{3}\\
D_{1} & =\bar{D}_{1}-2 \bar{D}_{2}, D_{2}=4 \bar{D}_{2}+\bar{D}_{3}, D_{3}=\bar{D}_{1}\left(21 \bar{D}_{1}-26 \bar{D}_{2}+4 \bar{D}_{3}\right)
\end{align*}
$$

As it was shown in [2] the comitants $\mu, H, G, F$ and $V$ are responsible for the number and multiplicities of the finite singular points of quadratic system (1).

Definition 4. We shall say that the real finite singular point $M_{0}$ of quadratic system $a \in E^{12}$ has multiplicity $k$ (or, in other words, from the singular point $M_{0}$ bifurcate $k$ singular points, as the coefficients of system $a \in E^{12}$ are varied), if the following conditions are satisfied:
(i) there exist a positive $\varepsilon_{0}>0$ and $\delta_{0}>0$ such that in the neighbourhood $U\left(a, \delta_{0}\right)$ of the point $a$, there are no points, which correspond to a system (1) having more than $k$ singular points in the neighbourhood $U\left(M_{0}, \varepsilon_{0}\right)$ of the singular point $M_{0}$;
(ii) for every positive $\delta<\delta_{0}$ and $\varepsilon<\varepsilon_{0}$, there is a point $b \in$ $U(a, \delta)$ which corresponds to a system (1) with $k$ singular points in $U\left(M_{0}, \varepsilon\right)$.

According to [2] we shall construct the following $T$-comitants:

$$
\begin{align*}
& P=G^{2}-6 F H+12 \mu V, R=4\left(3 H^{2}-2 \mu G\right) \\
& T=2 \mu\left[2 G^{3}+9 \mu\left(3 F^{2}-8 G V\right)-18 F G H+108 H^{2} V\right]-P R . \tag{4}
\end{align*}
$$

Proposition 2 [2]. Quadratic system (1) has a finite singular point of multiplicity 4 if, and only if, the following conditions hold:

$$
\begin{equation*}
\mu \neq 0, D=0, P=R=T=0 \tag{5}
\end{equation*}
$$

## Main result

Theorem. A phase portrait of quadratic system (1) with a finite point of multiplicity $4(\mu \neq 0, D=P=R=T=0)$ in the Poincare disk is up to a homeomorphism given by:

Figure 1 if $\eta>0, D_{1}<0, D_{2}>0$;
Figure 2 if $\eta>0, D_{1}<0, D_{2}<0$ or $\eta>0, D_{1} \geq 0$;
Figure 3 if $\eta=0, M \neq 0, D_{1}<0, D_{2}>0, D_{3} \geq 0$;
Figure 4 if $\eta=0, M \neq 0, D_{1}<0, D_{2}>0, D_{3}<0$;
Figure 5 if $\eta=0, M \neq 0, D_{1}<0, D_{2}<0$ or $\eta=0, M \neq 0, D_{1} \geq 0$;
Figure 6 if $\eta<0$, or $\eta=M=0, L \neq 0$.
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Proof: Let us assume that conditions (5) are satisfied, i.e. according to (6) there is a singular point of multiplicity 4 arbitrarily situated on the phase plane of system (1). By applying a shift transformation we can move the origin of the coordinates to this point. Thus we obtain the system

$$
\begin{equation*}
\frac{d x^{j}}{d t}=a_{\alpha}^{j} x^{\alpha}+a_{\alpha \beta}^{j} x^{\alpha} x^{\beta} \quad(j, \alpha, \beta=1,2) \tag{6}
\end{equation*}
$$

for which, from (2) and (3), we have that $V=0$. Therefore, by virtue of conditions $\mu \neq 0, V=0$ and in accordance with (4) the conditions (5)
imply the following relations among the comitants $\mu, H, G$ and $F$ :
(7) $\quad G^{2}-6 F H=0,3 H^{2}-2 \mu G=0,2 G^{3}+27 \mu F^{2}-18 F G H=0$.

We intend to show that for system (6) conditions (7) imply

$$
\begin{equation*}
H=F=G=0 \tag{8}
\end{equation*}
$$

Indeed, multiplying the first relation of (7) by $-2 G$ and summing it with the third relation we obtain

$$
\begin{equation*}
F(9 \mu F-2 G H)=0 \tag{9}
\end{equation*}
$$

If $F=0$, then from (7) it follows that $H=G=0$. Otherwise, taking into account (7) we have
$4 H\left(G^{2}-6 F H\right)+9 F\left(3 H^{2}-2 \mu G\right)+2 G\left(2 G^{3}+27 \mu F^{2}-18 F G H\right)=3 F H^{2}=0$.
Therefore, we have obtained that $H=0$ and from (7) it again follows that $F=0$. Thus, conditions (8) are valid for system (6) if its singular point $(0,0)$ is of the fourth multiplicity and vice versa.

Let us denote by $\lambda_{1}$ and $\lambda_{2}$ the eigenvalues corresponding to the singular point $(0,0)$ of system (6).

Case I. $\lambda_{1}^{2}+\lambda_{2}^{2} \neq 0$. According to $[\mathbf{1}]$ by applying a linear transformation and rescaling, system (6) can be written as follows

$$
\begin{align*}
& \frac{d x}{d t}=g x^{2}+2 h x y+k y^{2} \\
& \frac{d y}{d t}=y+l x^{2}+2 m x y+n y^{2} \tag{10}
\end{align*}
$$

for which we have $F=0, G=g\left(g x^{2}+2 h x y+k y^{2}\right)$. By condition (8) we receive $g=0$ and calculating the values of $H$ and $\mu$ we obtain

$$
H=h l(2 h x+k y)=0, \mu=l\left(4 h^{2} m-4 h k n+k^{2} l\right) \neq 0
$$

Thus, we have $h=0, k l \neq 0$ and by scaling of the parameters, system (10) can be put in the form

$$
\begin{align*}
& \frac{d x}{d t}=y^{2}  \tag{11}\\
& \frac{d y}{d t}=y+x^{2}+2 m x y+n y^{2}
\end{align*}
$$

for which the conditions for distinguishing the topological classes through the parameters $m$ and $n$ are found in [9]. Namely, it occurs in the following:

Proposition 3 [9]. A phase portrait of quadratic system (11) in the Poincare disk is up to a homeomorphism given by:

Figure 1 if $\bar{\eta}>0, X<0, Y>0$;
Figure 2 if $\bar{\eta}>0, X<0, Y \geq 0$ or $\bar{\eta}>0, X \geq 0$;
Figure 3 if $\bar{\eta}=0, R \neq 0, X<0, Y<0, Z \geq 0$;
Figure 4 if $\bar{\eta}=0, R \neq 0, X<0, Y<0, Z<0$;
Figure 5 if $\bar{\eta}=0, R \neq 0, X<0, Y>0$ or $\bar{\eta}=0, R \neq 0, X \geq 0$;
Figure 6 if $\bar{\eta}<0$, or $\bar{\eta}=R=0, \bar{L} \neq 0$,
where

$$
\begin{align*}
\bar{\eta} & =-4 m^{3}+4 m^{2} n^{2}-36 m n+32 n^{3}-27 \\
R & =\left(3 m-4 n^{2}\right) x^{2}-(2 m n+9) x y-\left(m^{2}+6 n\right) y^{2} \\
\bar{L} & =-x^{3}+2 n x^{2} y-m x y^{2}+y^{3}, X=2 n^{3}  \tag{12}\\
Y & =m n, Z=\left(32 n^{3}+4 m^{2} n^{2}+27\right) n^{2}\left(m^{2}+6 n\right)
\end{align*}
$$

It is easy to prove the following assertion:

Proposition 4. The following statements hold.

1) The consequences of conditions
a) $n<0, m n<0 ; \quad$ b) $n \geq 0$ or $n<0, m n \geq 0$
are equivalent to the consequences of conditions
a) $m>0, m n<0$;
b) $m n \geq 0$ or $m n<0, m<0$, respectively.
2) If $\bar{\eta}=0$ then the consequences of conditions
a) $n<0, m n<0,\left(32 n^{3}+4 m^{2} n^{2}+27\right)\left(m^{2}+6 n\right) \geq 0$;
b) $n<0, m n<0$, $\left(32 n^{3}+4 m^{2} n^{2}+27\right)\left(m^{2}+6 n\right)<0$; are equivalent to the consequences of conditions
a) $m>0, m n<0,\left(2 m^{3}+18 m n+27\right) m\left(m^{2}+6 n\right) \geq 0$;
b) $m>0, m n<0,\left(2 m^{3}+18 m n+27\right) m\left(m^{2}+6 n\right)<0$, respectively.

Indeed, the truth of the first statement of Proposition 4 follows directly from the expressions of the corresponding conditions. To prove the second one we assume that $\bar{\eta}=0$. According to (12) we have $-4 m^{3}+4 m^{2} n^{2}-36 m n+32 n^{3}-27=0$. Therefore, we have that $4 m^{2} n^{2}+32 n^{3}+27=2\left(2 m^{3}+18 m n+27\right)$ which proves Proposition 4.

For system (11) the following comitants can be calculated:

$$
\begin{align*}
\eta & =-4 m^{3}+4 m^{2} n^{2}-36 m n+32 n^{3}-27 \\
M & =\left(3 m-4 n^{2}\right) x^{2}-(2 m n+9) x y-\left(m^{2}+6 n\right) y^{2} \\
L & =-x^{3}+2 n x^{2} y-m x y^{2}+y^{3}, D_{1}=\frac{7}{3} m n  \tag{13}\\
D_{2} & =\frac{2}{27} m^{3}, D_{3}=\frac{14}{243}\left(2 m^{3}+18 m n+27\right) m\left(m^{2}+6 n\right)
\end{align*}
$$

Taking into account Proposition 4 and relations (12) and (13), we deduce that the conditions of Theorem for the realization of each of the phase portraits of system (11) are equivalent to the corresponding conditions of Proposition 3. Thus, the Theorem is valid for system (1) with one non-zero eigenvalue of the singular point of multiplicity 4 .

Case II. $\lambda_{1}=\lambda_{2}=0$. According to [1] by applying a linear transformation and rescaling (6) we have

$$
\begin{align*}
& \frac{d x}{d t}=y+g x^{2}+2 h x y+k y^{2}  \tag{14}\\
& \frac{d y}{d t}=l x^{2}+2 m x y+n y^{2}
\end{align*}
$$

for which have $F=0, G=l\left(l x^{2}+2 m x y+n y^{2}\right)$. By virtue of conditions (8) we have $l=0$ and by calculating the values of $H$ and $\mu$ we obtain

$$
H=g m(2 m x+n y)=0, \mu=g\left(g n^{2}-4 h m n+4 k m^{2}\right) \neq 0
$$

Thus, we have $m=0, g n \neq 0$ and by scaling of the parameters, system (14) becomes

$$
\begin{aligned}
& \frac{d x}{d t}=y+g x^{2}+2 h x y+k y^{2} \\
& \frac{d y}{d t}=y^{2}
\end{aligned}
$$

after the following substitution, $x=x_{1}-h y_{1}, y=g y_{1}, t_{1}=g t$ we have

$$
\begin{align*}
& \frac{d x_{1}}{d t_{1}}=y_{1}+x_{1}^{2}+k y_{1}^{2}  \tag{15}\\
& \frac{d y_{1}}{d t_{1}}=y_{1}^{2}
\end{align*}
$$

As it was shown in [9] the phase portrait of system (15) corresponds to Figure 2 if $k<\frac{1}{4}$, to Figure 5 if $k=\frac{1}{4}$ and to Figure 6 if $k>\frac{1}{4}$. As for system (15)

$$
\eta=1-4 k, M=-x_{1}^{2}+x_{1} y_{1}+(3 k-1) y_{1}^{2}, D_{1}=0
$$

we conclude that the phase portrait of system (14) corresponds to Figure 2 if $\eta>0$, to Figure 5 if $\eta=0$ and to Figure 6 if $\eta<0$. Taking into account the relation $D_{1}=0$ which holds for system (14), we conclude that the Theorem is valid in this case too. The Theorem is proved.
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