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GUIDED WAVES IN A FLUID LAYER
ON AN ELASTIC IRREGULAR BOTTOM

Andrés Fraguela Collar

Abstract
In this paper one considers the linearized problem to determine
the movement of an ideal heavy fluid contained in an unbounded
container with elastic walls. As initial data one knows the move-
ment of both the bottom and the free surface of the fluid and also
the strength of certain perturbation, strong enough to take the
bottom out of its rest state.

One important point to be considered regards the influence of
the bottom’s geometry on the propagation of superficial waves.
This problem has been already studied in other works without
considering the elastic properties of the bottom and considering a
cilindrical container with bounded section.

1. Introduction

The problem we are going to study corresponds to the linearization of
a tsunamis wave propagation model and describes the dynamics of linear
superficial waves on the sea when one considers that the perturbations
altering the free surface of the fluid are of elastic origin concentrated in
a certain bottom region.

We shall see that in the linearized model it is possible to note that cer-
tain wave guide superficial effects are produced by bottom irregularities
of the underwater ridge type.

In the case that the bottom is a horizontal plane it is well known that
the amplitude of the superficial waves decreases proportionally to R−1,
where R denotes the distance to the place where the initial perturbation
is localized. The fundamental result of [1] consists in the assertion that
in the presence of a rigid submarine chain of mountains, a group of su-
perficial waves, corresponding to a non empty class of initial conditions,
could appear and that they move over the chain with an amplitude de-
creasing order of R−α where α = 1/2, 1/3, 1/4, depends on the geometric
form of the chain profile.
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In this paper we shall study, besides the general dynamical properties,
the structure of the wave spectra propagating along the submarine chain
of mountains. It will be shown that if the altitude of such mountains
is high enough in comparison with the altitude of the fluid layer out of
the chain, then it would behave as a wave conductor in a way we are
going to state precisely later. Moreover, we will show the existence of
superficial waves wich propagate along the submarine chain and damp
quicker than when one considers a rigid bottom.

The proof of this fact is possible due to the conjunction of the effects
produced by the irregularity and the elasticity of the bottom.

Part of the results presented here are quoted without proof in [2].

2. Notation and Preliminaries

Let us consider in R3 := {X = (x1, x2, x3)} the axes x1, x2 taken
horizontally and the axis x3 upwards in the vertical direction. We shall
suppose that an ideal incompressible fluid is under the action of a homo-
geneeous gravitatory field occupying, in state of equilibrium, a certain
region Λ of R3 bounded by the plane π := {x3 = 0} (free surface) and
by the surface Γ := {x3 = −h(x2)} (bottom), where h(x2) ≥ h0 > 0 and
the function 1− h(x2) has a compact support.

The surface Γ is the border separating the volume Λ occuped by the
fluid from the region Ω := {x3 < −h(x2)} occupied by the bottom in a
state of static equilibrium.

When necessary, we shall distinguish the different geometrical features
of the bottom acording the notation π(h), Λ(h), Γ(h), Ω(h) instead of π,
Λ, Γ and Ω. In the case of a plane bottom, i.e., h = constant, we will
use the notation π(0), Λ(0), Γ(0) and Ω(h), respectively.

We will also denote by π
(h)
0 , Λ(h)

0 , Γ(h)
0 and Ω(h)

0 , respectively, the
transversal sections of the sets π(h), Λ(h), Γ(h) and Ω(h) with respect
to the plane {x1 = 0}. Note that π(h) and π

(h)
0 do not depend on the

election of the function h.
When it is not necessary to make any explicit reference to the bottom

structure we will use simply the notation π0, Λ0, Γ0 and Ω0 for the
transversal sections.

In this paper we are going to study the small oscillations of the medium
formed by the fluid layer and the elastic bottom in the neighbourhood
of the equilibrium state of the system, given initial conditions.

We are going to look for the pressure distribution P (X; t) and for the
displacement vector 
U(X; t) of the elastic bottom, in the form

P (X; t) = p∗(X)− p(X; t), 
U(X; t) = 
u∗(X) + 
u(X; t)
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where p(X; t) and 
u(X; t) are small dinamical deviations of the hydro-
static pressure p∗(X) = p0+ρ0gx3 and the static equilibrium state 
u∗(X)
of the elastic medium due to the presence of the fluid layer submitted
itself to the action of the gravity force.

Here p0 denotes the exterior pressure acting on the free surface on
the fluids layer and taken as constant in absence of movement, ρ0 is the
fluid’s density and g is the acceleration due to gravity.

In the frame of the linear theory, the problem of the small oscilla-
tions of the just mentioned system, is described by the following Lame’s
equations:

(L
u)i :=
3∑

k=1

∂σik(
u)
∂xk

=
ρ

λ + µ

∂
u

∂t2
, i = 0, 1, (Ω)(1)

∆p = 0, (Λ)(2)

(σ
u) · 
n =
1

λ + µ
p
n,

∂p

∂n
= ρ0

∂2un

∂t2
, (Γ)(3)

0 = g
∂p

∂x3
+

∂2p

∂t2
, (π)(4)

and the initial conditions:

G(x1, x2; 0) = G0(x1, x2), Gt(x1, x2; 0) = G1(x1, x2),(5)
(6) 
u(x1, x2, x3; 0) = 
u0(x1, x2, x3), 
ut(x1, x2, x3; 0) = 
u1(x1, x2, x3)

where G(x1, x2; t) denotes the deviation of the free surface of the fluid
with respect to the equilibrium surface coincident with the plane π. Due
to the stated condition of constant pressure on the free surface of the
fluid, the following relation holds ρ0g℘ = −p. In Equations (1) and (3)
we use the following notations:
ρ —density of the elastic medium, 
n = (n1, n2, n3) outer normal vector

to the region Ω, un —normal component of the vector 
u over Γ, σ(
u) =
1

λ+µτ(
u) where τ(
u) = (τ(
u))3i,k=1 is the tensor of elastic tensions in Ω,

τik(
u) = λδik
u + µ

(
∂ui

∂xk
+

∂uk

∂xi

)
λ, µ constants of elasticity, δik —the Kronecker’s delta, and

div(
u) =
3∑

k=1

∂ui

∂xi
.

In what follows we shall study oscillatory processes different to the
rest state only by movements with finite energy.
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3. Some functional spaces, auxiliary problems
and their generalized solutions

For every non negative �, we denote by L

2(Λ) the space of generalized

functions over Λ with derivatives of order � belonging to the space L2(Λ)
of square integrable functions in Λ.

We introduce in L

2(Λ) the seminorm:

‖p‖2L�
2(Λ) :=

∫
Λ

∑
|α|≤


|Dαp(X)|2dX, Dα =
∂|α|

∂xα
1 ∂x

α
2 ∂x

α
3

where α = (α1, α2, α3), αi ∈ N and |α| = α1 + α2 + α3. By L̃

2(Λ) we

shall denote the quotient L

2(Λ)/P
−1 where P
−1 is the vectorial space

of the polynomials in the variables x1, x2, x3 of degree less or equal to
�− 1.

The seminorm defined on L

2(Λ), restricted to the vectorial space

C∞
0 (Λ ∪ Γ) of the infinite differentiable complex functions whose sup-

port is a compact subset of Λ ∪ Γ, is already a norm.
L


2,0(Λ) denotes the completion of C∞
0 (Λ ∪ Γ) with respect to this

norm.
We shall consider moreover the Soboliev space H


2(Λ) of the functions
in L2(Λ) with generalized derivatives up to the order � belonging to
L2(Λ), provided with the usual norm

‖p‖2H�
2(Λ) :=

∫
Λ

∑
|α|≤


|Dαp(X)|2dX

where H̃

2(Λ) denotes the closure of C∞

0 (Λ ∪ Γ) in H

2(Λ).

The space H̃

2(Λ) is made up of those functions from H


2(Λ) whose
derivatives of order less or equal to �− 1 have a π-trace identically equal
to zero.

Obviously L̃

2(Λ) is a Hilbert space of generalized functions having

L2,0(Λ) as a closed vector subspace. Moreover, the following immersions
hold:

H

2(Λ) ⊂ L̃


2(Λ), H̃

2(Λ) ⊂ L


2,0(Λ) ⊂ L̃

2(Λ).

In order to obtain other relations between such spaces and for fur-
ther developments as well, it is necessary to set more conditions on the
functions h determining the surface Γ.

In what follows we shall suppose that the function h is continous and
continously differentiable except at most in a finite number of points
where it forms no angles (inner or outer) less or equal to π/2.
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Lemma 3.1. The spaces L1
2,0(Λ) and H̃1

2 (Λ) coincide and their norms
are equivalent.

Proof: It is not difficult to prove this lemma just repeating the argu-
ment used in Example 3.2.2/2 from [3].

For every positive integer � > 0, we shall denote by H

−1/2
2 (π) and

H

−1/2
2 (Γ) the trace spaces of the functions from H


2(Λ) to π and Γ, re-
spectively. These trace spaces are called the Soboliev-Slobodietski spaces
of order �− 1/2.

With the conditions imposed on the region Λ, the following equality
holds:

(7) H1
2 (Λ) = {φ ∈ L̃1

2(Λ) : φ/π ∈ H
1/2
2 (π)}.

In fact, if φ ∈ L̃1
2(Λ) and φ/π ∈ H

1/2
2 (π), then there is a function

φ1 ∈ H1
2 (Λ) satisfaying φ1/π = φ/π . But then φ0 = φ − φ1 ∈ L1

2,0(Λ)
and due to Lemma 3.1 we can conclude that φ − φ1 ∈ H1

2 (Λ) therefore
φ ∈ H1

2 (Λ).
Just repeating the proof of Lemma 3.1, it is easy to see that if φ ∈

L1
2(Λ) and φ/π ∈ L2(π), then

(8) ‖φ‖L2(Γ) ≤ ‖φ‖L2(π) + ‖∇φ‖L2(Λ).

But we know that through

‖φ‖ := ‖∇φ‖L2(Λ) + ‖φ‖L2(Γ) + ‖φ‖L2(π),

we define a norm in H1
2 (Λ) equivalent to the usual Soboliev norm. There-

fore, from (8) we can write

(9) H
1/2
2 (Λ) = {φ ∈ L̃1

2(Λ) : φ/π ∈ L2(π)}.

From (9) we get immediately that

(10) H
1/2
2 (π) = φ/π ∈ L̃1

2(Λ) ∩ L2(π).

We denote by 
L2(Ω) and 
L2(Γ) the spaces of square integrable vectorial
functions over Ω and Γ, respectively. 
H


2(Ω) and 
H

−1/2
2 (Γ) denotes the

Soboliev and Soboliev-Slovodietski spaces of vectorial functions.
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For every pair of functions 
u, 
v ∈ 
H1
2 (Ω) we define:

ελ,µ(
u,
v) :=
λ

2(λ + µ)
div 
u div
v +

µ

λ + µ

3∑
k=1

∂
uj

∂xj

∂
vj
∂xj

+
µ

2(λ + µ)

3∑
i,j=1

(
∂ui

∂xj
+

∂uj

∂xi

) (
∂
vi
∂xj

+
∂
vj
∂xi

)
E∗

λ,µ[
u,
v] :=
∫

Ω

ελ,µ(
u,
v)dX

Eλ,µ[
u,
v] := E∗
λ,µ[
u,
v] +

∫
Ω


u
vdX.

In order to simplify notation, when not necessary we will use neither
the arrow → to indicate that we are dealing with vectorial functions, nor
the subindices λ, µ in the expressions above.

It is known (see [4]) that the expression (E[u, u])1/2 defines a norm in

H1

2 (Ω) equivalent to the usual Soboliev norm.
The following Green formula for the Lame operator L defined in (1)

is also well known:

(11) 〈Lu, v〉�L2(Ω) = E∗[u, v]− 〈σ(u) · n, v〉�L2(Γ)

where u ∈ 
H2
2 (Ω), v ∈ 
H1

2 (Ω) and by the symbol 〈·, ·〉 one denotes the
scalar product in the mentioned spaces.

From now on we use, whenever possible, the following simplified no-
tation for norms and scalar products:

- | · | for the module of a complex number.
- |·|Q and |·|�Q for the norm in spaces L2(Q) and 
L2(Q), respectively,

where Q = π, Λ, Γ, Ω.
- ‖ · ‖Q and ‖ · ‖�Q for the usual norm in the Soboliev spaces H1

2 (Q)

and 
H1
2 (Q), respectively, where Q = Λ, Ω.

- [·]Q and [·]�Q for the norm in the Soboliev-Slovodietski spaces

H
1/2
2 (Q) and 
H

1/2
2 (Q), respectively, where Q = π, Γ.

- 〈·, ·〉Q and 〈·, ·〉�Q for the scalar products in L2(Q) and 
L2(Q),
respectively, where Q = π, Λ, Γ, Ω.

Moreover, we shall use the notation B(H1, H2) for the space of bounded
linear operators defined between the Banach spaces H1 and H2. When
no doubts could arise about the nature of the spaces H1 and H2, we
denote by |‖ · |‖ the norm in B(H1, H2).
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Let now φ, φ0 be scalar functions defined on π; τ , τ0 scalar functions
defined on Γ and f , F , vectorial functions defined on Γ and Ω, respec-
tively.

Consider the following boundary problems:

∆q = 0(Λ), q/π = φ,
∂q

∂n

∣∣∣∣
Γ

= 0,(12)

∆r = 0(Λ), r/π = 0,
∂r

∂n

∣∣∣∣
Γ

= τ(13)

∆R = 0(Λ),
∂R

∂x3

∣∣∣∣
Γ

= 0,
∂R

∂n

∣∣∣∣
Γ

= τ0,(14)

∆S = 0(Λ),
∂S

∂x3

∣∣∣∣
π

= g−1/2φ0,
∂S

∂n

∣∣∣∣
Γ

= 0(15)

Lv + v = F (Ω), σ(v) · 
n|Γ = 0(16)
Lw + w = 0(Ω), σ(w) · 
n|Γ = f.(17)

Definition 3.1. The functions q ∈ L̃1
2(Λ), r ∈ L1

2,0(Λ); R, S ∈ L̃1
2(Λ),

v, w ∈ 
H1
2 (Ω) are generalized solutions of Problems (12)-(17) if the

following conditions are satisfied:

q/π = φ,

∫
Λ

∇q∇εdX = 0, ∀ε ∈ L1
2,0(Λ)(12∗) ∫

Λ

∇r∇εdX = −〈τ, ε〉Γ, ∀ε ∈ L1
2,0(Λ)(13∗) ∫

Λ

∇R∇εdX = −〈τ0, ε〉Γ, ∀ε ∈ L̃1
2(Λ)(14∗) ∫

Λ

∇q∇εdX = g1/2〈φ0, ε〉π, ∀ε ∈ L̃1
2(Λ)(15∗)

E[v, β] = 〈F, β〉�Ω, ∀β ∈ 
H1
2 (Ω)(16∗)

E[w, β] = 〈f, β〉�Γ, ∀β ∈ 
H1
2 (Ω).(17∗)

With the help of variational methods and Reisz representation theorem
for bounded linear functionals in Hilbert spaces, we can prove existence
and unicity for generalized solutions of Problems (12)-(17).

If we denote by ˆ the Fourier transform in L2(Rx1) and if α is the
variable in the space of transformed functions, then the boundary prob-
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lem (12) can be written in the following equivalent way;

∂2q̂

∂x2
2

+
∂2q̂

∂x3
2

− α2q = 0, (Λ0),(18)

q̂/π0 = φ,
∂q̂

∂n0

∣∣∣∣
Γ0

= 0,(19)

where 
n0 is the normal exterior to Ω0 in Γ0.
If we suppose that φ ∈ C∞

0 (π), then Problem (12) has a solution in
the classical sense. Using the principle of locality for elliptic boundary
problems, and the fact that Γ(h)

0 differs from Γ(0)
0 only in a compact

region, we get the following estimates (see [5]):
(20)

max
{
|q̂(α, x2, x3)|

∣∣∣∣ ∂q̂∂x3
(α, x2, x3)

∣∣∣∣} ≤ Ce−a(α2+x2
2+x2

3) sup |φ̂(α, x2, 0)|

for every α ∈ R, (x2, x3) ∈ Λ0 where α and C are positive constants.
From (24) and Plancherel identity for the Fourier transforms, one con-

cludes immediately that the trace of ∂q
∂x3

to π belongs to L2(π). This
remark allows the definition of an operator A0 in L2(π) with domain of
definition D(A0) = C∞

0 (π), through

A0φ = g
∂q

∂x3

∣∣∣∣
π

, φ ∈ D(A0),

where q is the solution of the boundary problem (12) corresponding to
φ.

Using now the Green formula one can see that A0 is symmetric. Denote
by A the closure of the operator A0 in L2(π). The operator A is self-
adjoint and positive in L2(π), D(A) = H1

2 (π), D(A1/2) = H
1/2
2 (π) and

for every pair of functions φ1, φ2 ∈ D(A) the following relation holds:

(21) 〈Aφ1, φ2〉π =g

∫
Λ

∇q1∇q2dX,

where qi is the solution of the boundary problem (12) corresponding to
φi, i = 1, 2.

Applying Green’s formula we obtain for each φ ∈ D(A0)

|A0φ|2π =
g2

2

∫
Λ

∂

∂x3
|∇q|2dX =

g2

2

∫
π

|∇q|2dS−g2

2

∫
Γ

|∇q|2 cos (n, x3)dS.
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From this we have:

1
2
|A0φ|2π =

g2

2

∫
π

(∣∣∣∣ ∂φ∂xi

∣∣∣∣2 +
∣∣∣∣ ∂φ

∂x2

∣∣∣∣2
)
dS − g2

2

∫
Γ

|∇q|2 cos (n, x3)dS

since ∂q
∂xi

= ∂φ
∂xi

, i = 1, 2 over π and since Γ = {x3 = −h(x2)} then
cos (n, x3) ≥ 0 over Γ.

Therefore

(22) |A0φ|2π ≤ g2

∫
π

(∣∣∣∣ ∂φ∂x1

∣∣∣∣2 +
∣∣∣∣ ∂φ∂x2

∣∣∣∣2
)
dX

for every φ ∈ D(A0) the inequality (22) holds for A and for every function
φ ∈ H1

2 (π), just by the definition of the closure operator.
From the inequality (22) one has that

(23) A ∈ B(H1
2 (π), L2(π)).

On the other hand,

|A1/2φ|π =g1/2|∇q|Λ ≤ g1/2 sup{|∇p|Λ : p ∈ H1
2 (Λ), p/π=φ}=g1/2[φ]π,

and from this
A1/2 ∈ B(H1/2

2 (π), L2(π)).

Let us define now other operators that we shall use later on.
We know that the solution of Problem (12) belongs to H1

2 (Λ) for every
φ ∈ H

1/2
2 (π), hence we can define the operator

(24) B1φ = q/Γ, D(B1) = H
1/2
2 (π).

From (24) we get

[B1φ]2Γ = [q]2Γ ≤ C1‖q‖2Λ ≤ C2{|φ|2π + g|∇q|2Λ} ≤ C3[φ]2π

which leads us to

(25) B1 ∈ B(H1/2
2 (π), H1/2

2 (Γ)).

Let us now define in L2(Γ) the operator

(26) Bτ = r/Γ
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where r denotes the generalized solution of (13) corresponding to τ .
From this definition it follows immediately that

(27) B ∈ B(L2(Γ), H1/2
2 (Γ)).

If τ1, τ2 ∈ C∞
0 (Γ), the boundary problem (13) has a solution in the

classical sense. If we apply Green’s formula to the expression

〈r1,∆r2〉Λ = 0

where r1 and r2 are the solutions of (13) corresponding to τ1 and τ2,
respectively, we obtain

(28) 〈Bτ1, τ2〉Γ = −
∫

Γ

∇r1∇r2dX.

Using variational methods one proves that if τ ∈ H
1/2
2 (Γ) then the

solution r to Problem (13) belongs to H2
2 (Λ) and therefore the traces of

the derivatives ∂r
∂x3

∣∣∣
π
∈ L2(π) exist.

This analysis allows us to define the operator A1 with D(A1)=H
1/2
2 (Γ)

through

(29) A1(τ) := g
∂r

∂x3

∣∣∣∣
π

∈ L2(π).

From the immersion theorems it follows immediately that

(30) A1 ∈ B(H1/2
2 (Γ), L2(π)).

We are now going to study the boundary problem (19). It is obvious
that if for some function φ ∈ L2(π) there exists a generalized solution S
to Problem (15), in the sense of definition (15∗), then it is unique.

We will prove that such a solution always exists for any function φ0 ∈
D(A−1).

In fact, if A−1(φ0) = φ, then φ0 = A(φ) = g ∂q
∂x3

∣∣∣
π
, where q is the

generalized solution of Problem (12).
Obviously, the function q is also a solution of the boundary prob-

lem (15) with the right hand side g−1φ0. From the uniqueness of the
solution of Problem (15) it follows that S = g1/2q and therefore

(31) S/π = g1/2q/π = g1/2φ = g1/2A−1(φ0).
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Then the operator A−1 acts according to the law:

(32) A−1(φ0) = g−1/2S/π, φ0 ∈ D(A−1),

where S is the generalized solution of Problem (15). On the other hand
from (15∗) one gets the chain of equalities:

(33) 〈A−1φq, φq〉π = g−1/2〈S, φ0〉π =
〈
S,

∂S

∂x3

〉
π

= |∇S|2Λ.

Now we are going to study the boundary problem (14). Consider the
operator

(34) A2(τ0) := A−1A1(τ0),

and let us show that for any τ0 ∈ D(A2) there exists a generalized
solution of Problem (14) such that

(35) A2(τ0) = −R/π.

Let τ0 ∈ D(A2) and A2(τ0) = φ. Then A(φ) = g ∂r
∂x3

∣∣∣
π

where r is the

generalized solution of Problem (13) when one takes τ0 as a boundary
condition instead of τ .

Let q be the solution of Problem (12) corresponding to φ = A2(τ0),
then g ∂q

∂x3

∣∣∣
π

= A(φ) = g ∂r
∂x3

∣∣∣
π
. It is not difficult to verify that the

function R = r − q is the generalized solution of Problem (14) in the
sense of Definition (14∗) satisfying equality (35).

The proof of existence and uniqueness of the solution of Problems (16)
and (17) for F ∈ 
L2(Ω), f ∈ 
L2(Γ) is an immediate consequence of the
Korn inequality (see [4]) and of the Riesz Lemma about the representa-
tion of bounded linear functionals in Hilbert spaces.

From this proof it follows the existence of bounded operators

P : 
L2(Ω) → 
H1
2 (Ω) and Q0 : 
L2(Γ)→ 
H1

2 (Ω)

giving generalized solutions of such problems:

P (F ) = v, Q0(f) = w.

The operators P and Q are defined by the equalities

〈F, β〉�Ω = E[P (F ), β],(36)

〈f, β〉�Γ = E[Q0(f), β],(37)
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for any functions f ∈ 
L2(Γ), F ∈ 
L
(
2Ω), β ∈ 
H1

2 (Ω).
It is well know that the closure of D(P−1) with respect to the norm

(〈P−1v, v〉�Ω)1/2 gives us the domain of definition of P−1/2.

Moreover D(P−1/2) = 
H1
2 (Ω), and

E[u, v] = 〈P 1/2(u), P 1/2(v)〉�ω; u, v ∈ 
H1
2 (Ω).

Therefore |P−1/2(v)|�Ω is a norm in 
H1
2 (Ω) equivalent to the usual one.

From the last statement and (37) one gets the relation:

(38) 〈P−1/2Q0(f), P−1/2(β)〉�Ω; = 〈f, β〉�Γ,

valid for any f ∈ 
L2(Γ), β ∈ 
H1
2 (Ω).

4. Operational statement of Cauchy problem (1)-6)
and their generalized solutions

In this paragraph we are going to consider for the sake of convenience
that g = ρ0 = 1. We shall look for function p and u in (1)-(6) of the
form p = q + r, u = v +w, where q, r, v and w are generalized solutions
of the boundary problems (12), (13) and (16), (17).

Note that using the operators introduced in the previous paragraph
the system (2)-(4) can be written in the equivalent operational form:

σ(u) · 
n =
1

λ + µ
B1(φ)
n +

1
λ + µ

∂2

∂t2
[B(un)
n], (Γ)(3∗)

0 = φ +
∂2

∂t2
[A−1(φ) + A2(un)], (π),(4∗)

where φ = p/π and we have just taken ψ = ∂2un

∂t2

∣∣∣
Γ

in the boundary

problem (13).
Now consider the system of equations

(39) Lv + v = − ρ

λ + µ

∂2u

∂t2
+ u(Ω), σ(v)
n = 0(Γ),

(40) Lw+w = 0(Ω), σ(w)
n =
1

λ + µ
B1(ϕ)
n+

1
λ + µ

∂2

∂t2
[B(un) · 
n] (Γ)

(41) u = v + w,
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where u(t) is a vectorial function defined on the interval [0,+∞[, twice
continuously differentiable, taking values in 
H1

2 (Ω). For a given function
u(t) the generalized solutions of problems (39) and (40) are expressed by
the formulas:

v =
ρ

λ + µ
P

(
∂2u

∂t2

)
+ P (u),(39∗)

w =
1

λ + µ
Q0NB1(φ) +

1
λ + µ

∂2

∂t2
Q0NBΓn(u),(40∗)

where N represents the operator multiplication by the normal vector 
n,
and Γn is the trace operator on Γ scalarly multiplied by the normal 
n and
defined in 
H1

2 (Ω). If we introduce the notations Q := −Q0NBΓn, Q1 :=
−Q0NB1 then from (39∗) (40∗) and (41) one gets the operational equa-
tion:

(42) u− P (u) +
1

λ + µ
(ρP + Q)

d2u

dt2
+

1
λ + µ

Q1(φ) = 0.

Note that the operators P and Q are bounded and self-adjoint in the
space 
H1

2 (Ω) with respect to the scalar product E[·, ·]. Moreover the
operator P is positive and Q is non negative, as follows from (37) and
the relation

(43) E[Q(u), β] = −〈B(un), βn〉Γ,

valid for any u, β ∈ 
H1
2 (Ω).

From (43) it follows that the operator Q1 belongs to the space
B(H1/2(π), 
H1

2 (Ω).
Obviously the study of the solutions of the system (1)-(4) can be re-

duced to the study of the matrix operational equation
(44)[( 1

λ + µ
(ρP + Q) 0

A2Γn A−1

)
d2

dt2
+

(
I − P

1
λ + µ

Q1

0 I

)] (
u
φ

)
=

(
0
0

)

where the matrix operator act on the space 
H1
2 (Λ) × L2(π). If in (44)

we change the variable (λ + µ)1/2ϕ0 = ϕ and afterwards we apply the
operator (

I −(λ + µ)−1Q1

0 (λ + µ)−1/2I

)
to the left of (44) we obtain the equivalent operational equation:

(45)
(
M1

d2

dt2
+ M2

)
V = 0,
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where

M1 =
(

(λ + µ)−1(ρP + Q−Q1A2Γn) −(λ + µ)−1/2Q1A
−1

(λ + µ)−1/2A2Γn A−1

)

M2 =
(
I − P 0

0 I

)

V =
(

u
φ0

)
and the scalar function G = (λ+µ)1/2φ0 gives the vertical displacement
of the free surface of the fluid layer.

For every u ∈ D(Q1A2Γn) the following equality holds:

E[Q1A2Γn(u), u] = |∇r|2Λ − |∇R|2Λ.

From this equality we can prove that Q̃ := Q − Q1A2Γn is positive
and selfadjoint in H̃1

2 (Ω) and for every u ∈ D(Q̃) it holds:

(46) E[Q̃(u), u] = |R|2Λ.

In the two previous equalities, r and R are the generalized solutions
of the boundary problems (13) and (14) corresponding to τ = un/Γ and
τ0 = −un/Γ.

If now we decompose the matrix M1 defined in (45) in the form

(47) M1 = M10 + M11,

where

M10 =
(

(λ + µ)−1ρP 0
0 A−1

)

M11 =
(

(λ + µ)−1(Q−Q1A2Γn) −(λ + µ)1/2Q1A
−1

(λ + µ)−1/2A2Γn 0

)
then, taking into account (46) and the fact that A2Γn(u) = R/π, where
R is the generalized solution of the problem (14) for τ = −un/Γ, we
obtain that the operators M1, M2 are selfadjoint in 
H1

2 (Ω) × L2(π).
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Moreover, M1 and M2 are positive and M2 is bounded. More exactly
the following equalities hold.

(48) 〈M11(V ), V 〉�Ω×π = |∇(λ + µ)−1/2R + S|2Λ − |∇S|2Λ
(49) 〈M1(V ), V 〉�Ω×π = ρ(λ + µ)−1|u|2�Ω + |∇(λ + µ)−1/2R + S|2Λ.

Remark. It is not difficult to see that under the assumption
λ
µ = const., the operators P and Q0 do not depend on λ nor on µ.
So that, if we put (λ+µ)−1 = ε2, the condition give us that the operator
M is an analytic operator function of the variable ε in a neighbourhood
of ε = 0 in Kato’s sense ([7, XII.2]). In fact, from (49) we have that
M1(ε) is a family of type B. So the problem (45) becomes the problem(
A−1 d2

dt2 + I
)

as ε→ 0, which corresponds to the hard bottom case wich
has been studied in [1].

Consider Cauchy’s problem for the operational equation (45) under
the initial conditions

(50) V |t=0 =
(

u0

(λ + µ)−1/2℘0

)
, Vt|t=0 =

(
u1

−(λ + µ)−1/2℘1

)
where u0, u1, ℘0 and ℘1 appear in the initial conditions (5) and (6).

It is known from the general theory of Cauchy’s problem solubility that
the problems (45) and (50) could not have a solution in 
H1

2 (Ω)×L2(π).
Let us make a construction which describes the space where the solu-

tion could be found.
Denote by H the Hilbert space obtained by completing the pre-Hilbert

space 
H1
2 (Ω)× L2(π) with the inner product

(51) 〈U, V 〉 = 〈M2U, V 〉�Ω×π = E[(I − P )u, v] + 〈φ0, φ1〉π

where

U =
(

u
φ0

)
, V =

(
v
φ1

)
.

Obviously
〈U, V 〉 = E∗[u, v] + 〈φ0, φ1〉π.

Consider the vector space 
L1
2(Ω) of the generalized vector functions

on Ω wich fulfill the following property: the first derivatives satisfy
E∗[u, u] ≤ +∞. Every function in 
L1

2(Ω) also belongs to the space
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L1
2,loc(Ω) of the vector functions on Ω which are locally square integrable.

The mapping (E∗[u, u])1/2 defines a seminorm in 
L1
2(Ω).

We denote by 
̃
L1

2(Ω) the quotient space given in 
L1
2(Ω) by the sub-

space of constant functions.
It is not difficult to verify the equality

(52) H = 
̃
L

1

2(Ω)× L2(π).

Furthermore, from Korn’s inequality (cf. [4]) we have that

(53) 
H1
2 (Ω) = 
̃

L
1

2(Ω) ∩ 
L2(Ω).

By a direct check it can be seen that the operator M−1
2 M1 is symmetric

in H.
Applying Lemma 3 of [9] to operators M1 and M2 we obtain that the

closure M−1
1 M2 of the operator M−1

1 M2 in the space H = 
̃
L

1

2(Ω)×L2(π)
is selfadjoint and positive.

Definition 4.1. The pair (u, p) is a generalized solution of Cauchy’s
problem (1)-(6) if V = (u, φ0) is a solution of Cauchy’s problem for the
operational equation

(54)
d2V

dt2
+ M−1

1 M2V = 0

with the initial conditions

(55) V |t=0 =
(

u0

(λ + µ)−1/2℘0

)
, V |t=0 =

(
u1

−(λ + µ)−1/2℘1

)
.

Remark. Notice that from the solution V of Cauchy’s problem (54)-
(55), the hydrodynamic pressure p in the problems (1)-(6) can be re-
constructed. In fact, when V is obtained, the auxiliary boundary prob-
lems (12) and (13) with the conditions

q/π = φ0,
∂r

∂n

∣∣∣∣
Γ

=
∂2un

∂t2

are solved.
As a result we obtain the functions q and r, so p = q + r.
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From the general theory of solubility of Cauchy’s problem for abstract
hyperbolic equations we conclude (cf. [7]) that, if we suppose in (55) that

V |t=0 ∈ D(M−1
1 M2) and Vt|t=0 ∈ D([M−1

1 M2]
1/2

) ∩ R([M−1
1 M2]

1/2
),

then the problem (54) and (55) has unique solution V (t), such that
V (t) ∈ D(M−1

1 M2) has two continuous derivatives and satisfies equa-
tion (54) for every t ∈ [0, T ]. Besides, the function V ′(t) has an image
in [D(M−1

1 M2]1/2 and the function [M−1
1 M2]1/2V ′(t) is continuous on

[0, T ].

The solution V (t) of the problem (54)-(55) depends continuously on
the initial data and it is expressed by means of the formula

(56) V (t) = (cos t[M−1
1 M2]1/2) V |t=0

+ (sin t[M−1
1 M2]1/2)[M−1

1 M2]−1/2 Vt|t=0 .

5. The spectral problem of the normal oscillations
of the system (1)-(4)

Let us write ρ0 = g = 1 as in the last paragraph. The solutions of
problem (1)-(4) will be found in the form of travelling waves of the type

u(X; t) = ei(wt−αx1)v(x2, x3); p(X; t) = ei(wt−αx1)q(x2, x3); α,w ∈ R.

Replacing these expressions in (1)-(4), we set down the following spec-
tral problem in the parameters α and w:

[α2A− αB + C](c) = ρw2v, (Ω0)(57)

∆q − α2q = 0, (Λ0)(58)

[M + iαN ] (v) = q
n,
∂q

∂n
= −w2vn, (Γ0)(59)

∂q

∂x3
− w2q = 0, (π0)(60)

where 
n denotes the unitary normal exterior vector to Γ0, ∆ represents
the Laplace operator for to the variables x2 and x3, and the coefficients
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of (57) and (59) are matrix differential expressions:

A :=

λ + 2µ 0 0
0 µ 0
0 0 µ



B := i(λ + µ)

 0 D2 D3

D2 0 0
D3 0 0



C := −

µ∆ 0 0
0 µ∆ + (λ + µ)D2

2 (λ + µ)D2D3

0 (λ + µ)D2D3 µ∆ + (λ + µ)D2
3



N :=

 0 µn2 µn3

λn2 0 0
λn3 0 0



M :=

µ(n2D2+n3D3) 0 0
0 (λ+2µ)n2D2+µn3D3 λn2D3+n3D2

0 λn3D2+µn2D3 µn2D2+(λ+2µ)n3D3



∆ := D2
2D

2
3; Dk :=

∂

∂xk
; k = 2, 3; 
n = (n2, n3).

Let α be a fixed real number. We shall study the weak solutions
q ∈ H1

2 (Λ0), v ∈ 
H1
2 (Λ) of the spectral problems (57)-(60) associated to

w.
We shall define the bilinear functional E0 for vector functions u and v

smooth enough on Ω0

E0[u, v] :=
∫

Ω0

ε0(u, v)dX + 〈u, v〉�Ω0

where

ε0(u, v) := λ div′ udiv′ v + µ(D2u1D2v1 + D3u1D3v1)

+
µ

2

3∑
i,k=2

(Dkui + Diuk)(Dkvi + Divk),

div′ u := D2u2 + D3u3, u = (u1, u2, u3).
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Henceforth, the so-called second Korn’s inequality (cf. [4])

‖v‖2�H1
2 (Ω0)

≤ CE0[v, v], v ∈ H1
2 (Ω0), C > 0

tells us that the expression (E0[v, v])1/2 defines an equivalent norm to the
usual Sobolev norm on the space 
H1

2 (Ω0). Let us introduce the auxiliary
problems

∆q1 − α2q1 = 0(Λ0), q1/π0 = φ,
∂q

∂n

∣∣∣∣
Γ0

= 0,(61)

∆q2 − α2q2 = 0(Λ0), q2/π0,
∂q2
∂n

∣∣∣∣
Γ0

= τ,(62)

Cv1 + v1 = f(Ω0), Mv1|Γ0
= 0,(63)

Cv2 + v2 = 0(Ω0), Mv2|Γ0
= τ,(64)

q1 ∈ H1
2 (Λ0),

q2 ∈ H1
2 (Λ0) = {q ∈ H1

2 (Λ0); q/π0 = 0},
vi ∈ 
H1

2 (Ω0), i = 1, 2, . . . ,

The weak solutions are defined in the following manner

q1/π0 = φ, 〈∇q1,∇r〉Λ0 + α2〈q1, r〉Λ0 = 0, ∀r ∈ H̃1
2 (Λ0)(65)

〈∇q2,∇r〉Λ0 + α2〈q2, r〉Λ0 = 〈ψ, r〉Γ0 , ∀r ∈ H̃1
2 (Λ0)(66)

E0[v1, w] = 〈f, w〉 �Ω0
, ∀w ∈ 
H1

2 (Ω0)(67)

E0[v2, w] = 〈τ, w〉 �Γ0
, ∀w ∈ 
H1

2 (Ω0).(68)

Hence forward we shall denote by Vα[q, r] the bilinear functional
〈∇q,∇r〉Λ0 +α2〈q, r〉Λ0 . The definitions (65)-(68) correspond in a natu-
ral way to Green’s formulas for ∆ and C:

〈∆q, r〉Λ0 =
〈

∂q

∂x3
, r

〉
π0

−
〈
∂q

∂n
, r

〉
Γ0

− 〈∇q,∇r〉Λ0 ,

〈Cv + v, w〉�Ω0
= E0[v, w]− 〈M(v) · 
n,w〉�Γ0

,

which are valid for scalar complex functions q, r and vector functions v,
w smooth enough, defined on Λ0 and Ω0, respectively.

Let us observe that (61) is the Euler equation for the functional
Vα[q1, q1]. Thus, from the general theory of variational methods for
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the solution of elliptic boundary problems, we deduce the existence
and uniqueness of a weak solution of the problem (61) for every φ ∈
H

1/2
2 (π0). Such solutions are a minimum for the functional Vα over the

class H1
2 (Λ0), whose trace in π0 is exactly φ. Existence and unicity of

weak solutions of the problems (62)-(64), when the functions φ ∈ L2(Γ0),
f ∈ 
L2(Ω0), r ∈ 
L2(Γ0), are possible to prove using the Riesz theorem
for Hilbert spaces.

We shall find the weak solutions (q, v) of the problems (57)-(60) in the
form q = q1 + q2, v = v1 + v2, where qi, vi, i = 1, 2 are weak solutions
of the auxiliary problems (61)-(64) when the right side function φ, ψ, f
and τ are conveniently chosen.

Now let us define some operators related to the operational statement
of the spectral problem (57)-(60).

If the function φ, given by the problem (61), is in the space C∞
0 (π0),

then q1 ∈ H2
2 (Λ0) and hence we can define an operator according to the

formula

A0
α(φ) :=

∂q1
∂x3

∣∣∣∣
π0

where C∞
0 (π0) is the domain of definition.

Integrating by parts the expression 〈∆q1 − α2q1, q1〉Λ0 we deduce the
relation

(69) 〈A0
αφ, φ〉π0 = Vα[q1, q1], ∀φ ∈ C∞

0 (π0)

so we deduce that the operator A0
α is symmetric and positive for every

α ∈ R.
Let us denote the closure of the operator A0

α by means of Aα. In the
same way as for the operator A from (21), we can prove that Aα is a
self-adjoint and positive operator in the space L2(π0), whose domain of
definition is H1

2 (π0) and D(A1/2
α ) = H

1/2
2 (π0).

Relation (69) also takes place for the operator Aα and for every φ ∈
D(Aα). These arguments ensure that the operator A−1

α is bounded when
α ∈ R/{0}.

Also define the operator Bα in L1
2(Γ0), according to the formula

Bα(ψ) = q2/Γ0. Obviously, the operator Bα is bounded and negative in
L2(Γ0) and also satisfies the relation

(70) 〈Bαψ,ψ〉Γ0 = −Vα[q2, q2],∀ψ ∈ L2(Γ0).

By using immersion theorems it is easy to see that the operator
B1,α(φ) = q1/Γ0, is bounded between the space H

1/2
2 (π0) and H

1/2
2 (Γ0).
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Consider the operator A
(1)
α whose definition domain is H

1/2
2 (Γ0) and

ranges over L2(π0) given by

A(1)
α (ψ) :=

∂q2
∂x3

∣∣∣∣
π0

.

Doing again the same analysis which we did for the operator defined in
(34), we can verify that the operator A(1)

1,α := A−1
α A

(1)
α satisfies A1,α(θ) =

−q3/π0 where q3 is the weak solution of the boundary problem

(71) ∆q3 − α2q3 = 0(Λ0),
∂q3
∂x3

∣∣∣∣
π0

= 0,
∂q3
∂n

∣∣∣∣
Γ0

= θ

in the sense that

〈θ, r〉Γ0 = −Vα[q3, r], ∀τ ∈ H1
2 (Λ0).

Finally, similar to those auxiliary problems (16) and (17), the weak so-
lutions of problems (63) and (64) define bounded operators P0 : 
L2(Ω) →

H1

2 (Ω0) and Q0 : 
L2(Γ0)→ 
H1
2 (Ω0) such that P0f := v1, Q

0τ := v2.
The operator P0 is still self-adjoint and positive in 
L2(Ω0) when we

consider the inner product E0[·, ·]. Furthermore, D(P−1/2
0 ) = 
H1

2 (Ω0)
and for every u, v ∈ 
H1

2 (Ω0) the relation

(72) E0[u, v] = 〈P−1/2
0 u, P

−1/2
0 v〉�Ω0

holds.
Let (q, v) be the weak solution of the problem (57)-(60). Represent the

function q in the form q = q1+q2 where q1 and q2 are weak solutions of the
auxiliary problems (61) and (62), corresponding to φ = q/π0 ∈ H1

2 (π0)
and ψ = −w2vn. Then

∂q

∂n

∣∣∣∣
Γ0

=
∂q2
∂n

∣∣∣∣
Γ0

, q/Γ0 = q1/Γ0 + q2/Γ0 = B1,α(φ)− w2Bα(vn)

∂q

∂x3

∣∣∣∣
π0

=
∂q1
∂x3

∣∣∣∣
π0

+
∂q2
∂x3

∣∣∣∣
π0

= Aα(φ)− w2A(1)
α (vn).

From the above equalities we deduce that the equations (58)-(60) can
be written in the equivalent operational form

[M + iαN ](v) = B1,α(φ)
n− w2Bα(vn)
n,(73)

φ− w2[A−1
α (φ)− w2A1,α(vn)] = 0.(74)
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If in the problems (63) and (64) we take

f = [−α2A + αB + I + ρω2I](v)

τ = B1,α(φ)
n− w2Bα(vn)
n− iαN(v),

where (q, v) is the weak solution of (57)-(60), we obtain the following
relation for the function v:

(75) v − P0f −Q0τ = v − P0[I − α2A + α(B − iP−1
0 Q0NT )

+ ρω2I](v)−Q0[(·
n)B1,α(φ)− ω2(·
n)BαTn(v)] = 0.

In this relation T is the trace operator on Γ0 defined in 
H1
2 (Ω0), Tn

is the trace operator multiplied by the normal vector 
n and (·
n) is the
scalar product operator by the normal vector.

If in (75) we make the substitution u = P
−1/2
0 (v) ∈ 
L2(Ω0) and we

operate at the left side by means of P−1/2
0 , we obtain the equations

(76) L(α)u := [α2A0 − αB0 + i− P0](u) = ω2Kα(u)−Rα(φ),

being

A0 = P
1/2
0 AP

1/2
0 , B0 = P

1/2
0 BP

1/2
0 − iP

−1/2
0 Q0NTP

−1/2
0

Kα = ρP0 − P
−1/2
0 Q0(·
n)BαTnP

−1/2
0 , Rα = −P−1/2

0 Q0(·
n)B1,α.

Writing the equation (74) by using the new variables we obtain:

(77) φ = ω2[A−1
α (φ) + Sα(u)]

where
Sα = Aα,1TnP

1/2
0 .

Thus, we have posed the spectral problem (76) and (77) related to the
spectral parameter ω2, which can be expressed in the matrix form

(78)
(
L(α) R(α)

0 I

) (
u
φ

)
= ω2

(
Kα 0
Sα A−1

α

) (
u
ψ

)
.

Applying the results of the lemma in [10] we can deduce that the
operators B0 and Kα given in (76), are self-adjoint in 
L2(Ω0). Besides
Kα is positive and the operator Rα is −AαSα.
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It is not difficult to verify that for α ∈ R, |α| sufficiently large, the
operator L(α) is positive (L(α) � 0). Thus when α is chosen as above
there exists the operator L(α)1/2 and it is invertible.

If in (78) we make the change of variables L(α)1/2u = w and we
operate on the left side by means of the invertible matrix operator(

L(α)1/2 0
0 I

) (
K−1

α 0
−AαSαK

−1
α Aα

)
we obtain a spectral problem equivalent to (78) for the operator M(α)
in the space 
L2(Ω0)× L2(π0):

(79) M(α)
(
ω
ϕ

)
= ω2

(
ω
ϕ

)
where

M(α) :=
(
L(α)1/2 0

0 I

)
,

(
K−1

α K−1
α Rα

−AαSαK
−1
α Aα−AαSαK

−1
α Rα

)(
L(α)1/2 0

0 I

)
.

Notice that the operator M(α) is self-adjoint.
If we write (74) in the form(

ω
ϕ

)
= ω2M(α)−1

(
ω
ϕ

)
make the substitution w = L(α)1/2u, ϕ = A

1/2
α (ψ) and we operate on

the left side by means of (
L(α)1/2 0

0 A
1/2
α

)
we obtain the following equivalent spectral problem,

(80)
(
L(α) 0

0 Aα

) (
u
ψ

)
=

(
Kα −RαSα −RαA

1/2
α

A
1/2
α Sα I

) (
u
ψ

)
where both matrix operators are self-adjoint in 
L2(Ω0)× L2(π0).

6. Spectra of the operator M(α)
and existence of wave guides in the problem (1)-(4)

Let us denote by M(h)(α) and M(0)(α) the operator M(α) in the
cases of irregular and plane bottom respectively. A simple application
of perturbation theory proves that for every α ∈ R, the limit spectra
σπ(M(h)(α)) and σπ(M(0)(α)) of the operators M(h)(α) and M(0)(α)
coincide.
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Theorem 6.1. When α ∈ R has a sufficiently large modulus the fol-
lowing inclusions hold:

(81) σπ(Mh(α)) ⊃ σπ(Ah
α) ⊃ σ(Lh

α).

Besides,

(82) inf σ(M(h)(α) ≤ inf σ(A(h)
α ).

Proof: Observe that the equality

(83) inf σ(M(α)) = inf
〈L(α)u, u〉vecΩ0 + 〈Aαψ,ψ〉π0

ρ〈P0u, u〉�Ω0
+ 〈K0,αu, u〉�Ω0

+ |Wαu + ψ |2π0

,

takes place for an arbitrary operator M(h)(α). So the first inclusion
in (81) can be deduced from the equality of the limit spectra of the
operators M(h)(α) and M(0)(α) by assuming h = 0 in (83) and bearing
in mind that K0,α ≥ 0 and the infimum of the right side of (83) is smaller
than the infimum ranging over all the functions of the type (0, ψ)t.

The above reasoning for an arbitrary h shows the validity of the in-
equality (82). Observe that for ε = 1/α, 1/α2L(α) can be written in the
form A0 − εB0 + ε2(I − P0) =M(ε).

For ε = 0 we easily obtain M(0) > µ/2P0. The expression of L(α) is
given in terms of bounded operators, so the inequality M(ε) > µ/2P0 is
valid for ε sufficiently small.

From the above statements we deduce

L(α) ≥ (µ/2)α2P0, α ∈ �, | α |� 0.

Such real numbers α satisfy

inf σ(L(h)
α ) = inf

u∈ �H1
2 (Ω

(h)
0 )

〈L(α)u, u〉�Ω(h)
0

ρ〈P0u, u〉�Ω(h)
0

≥ µ

2ρ
α2.

Then the second inclusion in (81) is obtained from the equality

σπ(A(h)
α ) = [| α | an | α |, +∞[.

It is known (see [1]) that when the bottom is hard the condition
minh(x2) < 1 is sufficient for the existence of traveling waves which are
propagated troughout the underwater ridge, that is, for the existence
of eigenvalues ωk(α) of the operator A

(h)
α outside its limit spectrun. If

the elastic properties of the bottom are considered, it is necesary to in-
troduce stronger constraints to the bottom geometry to obtain similar
results.
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Theorem 6.2. Suppose that the function h satisfies the required con-
ditions of Section 1 and further minh(x2) < 1/2. Then for every α
whose modulus is sufficiently large, the operator M(h)(α) has at least an
isolated eigenvalue ω(α).

Proof: It is sufficient to prove that

(84) inf σ(M(h)(α)) < inf σπ(M(h)(α)).

Suppose for convenience that α� 0.
We can deduce (84) from (82) provided we can prove that for α � 0

the following inequality holds

(85) α tanhα− inf σ(A(h)
α ) > α tanhα− inf σπ(M(h)(α)).

It is known that the following equality is valid

(86) inf σ(A(h)
α ) = inf

{
Vα[q1] : q1 ∈ H1

2 (Λ(h)
0 ), q1/π0 = ϕ, | ϕ |π0< 1

}
.

Consider x2 = x, x3 = z and define the function q(x, z) =
√
ae−a|x|g(z)

where

g(z) =
1

coshα

{
coshα(z + 1), −1 < z < 0
1, z < −1.

Denote by m = minh(x), M = maxh(x), and let ε > 0 such that
m + ε < 1/2.

Then we have the estimate

(87) Vα[q] ≤ α tanhα +
a2

2

(
tanhα

α
+

1
cosh2 α

)
− a

[
k1α

w cosh2 α
sinh 2α(1−m− ε)− k2

α2 + 1
cosh2 α

]
where the constant k1, only depends on ε and k2 depends on ε and M ,
moreover k2 = 0 if M = 1. The term between brackets in (87) can be
made positive for α sufficiently large. For such α we have the estimate

(88) V (α)[q] ≤ α tanhα− c(α),

where c(α) > 0 and

(89) 1/2c(α)k2
1α

−3e4(m+ε)α → 1(α→∞).
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Now from (86) and (88) we obtain the estimate

(90) α tanhα− inf σ(A(h)
α ) ≥ c(α).

Let us get an upper estimate for the right term in (85) .
Obviously, for h ≡ 1 we have

(91) σ(M(0)(α)) = σπ(M(0)(α)).

From (91) and the equality σπ(M(h)(α)) = σπ(M(0)(α)) we have

(92) σ(M(0)(α)) = σπ(M(h)(α)).

Relation (92) allows us to calculate inf σπ(M (h)(α)) according to the
equality (83) with index (0). Thus from (83) the inequality

inf σπ(M(h)(α))
(93)

≥ inf
〈L(α)u, u〉�Ω(0)

0
+ 〈A(0)

α ψ,ψ〉
π

(0)
0

ρ〈P0u, u〉�Ω(0)
0

+ 〈K0,αu, u〉�Ω(0)
0

+ (|Wα(u) |
π

(0)
0

+ | ψ |
π

(0)
0

)2

is obtained where the operators in the right hand side are with index (0).
Now let us use the inequality

(94) 2|Wαu|π(0) |ψ|π(0) ≤
|Wαu|2π(0)

ε2(α)
+ |ψ|2π(0)ε

2(α)

where the number ε(α) will be chosen below.
From (93) by using (94) we obtain:

(95)
inf σπ(M(h)(α)) ≥ (1 + ε2(α))−1

inf
〈L(α)u, u〉�Ω(0)

0
+ 〈A(0)

α ψ,ψ〉
π

(0)
0

ρ〈P0u, u〉�Ω(0)
0

+〈K0,αu, u〉�Ω(0)
0

+ | ψ |
π

(0)
0

+(1+ε−2(α)) |Wα(u) |2
π

(0)
0

.

Now we observe that the infimum taken on the right side of (95) is
exactly the infimum of the spectrum of the following problem:

(96)
(
L(α) 0

0 A
(0)
α

) (
u
ψ

)
= ω2

(
ρP0 + K0,α + (1 + ε−2(α))W ∗

αWα 0
0 I

) (
u
ψ

)
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where ω2 is the spectral parameter.
But the spectrum σ0 of problem (96) is the union of the spectra of the

problems given below
L(α)u = ω2[ρP0 + K0,α + (1 + ε−2(α))W ∗

αWα]u,(97)

A(0)
α ψ = ω2ψ.(98)

From the definition of the operators K0,α and Wα when the bottom
is flat (h = 1), the following estimates are obtained

(99) 〈K0,αu, u〉�Ω(0)
0
≤ k3

α
|u|2�Ω(0)

0
, |Wαu|π(0) ≥ k1

e−2α

α
|u|2�Ω(0)

0
.

Let us put ε(α) = e−2α. Then from (82), (99) and the fact that the
infimum of the spectrum σ1 of problem (97) coincides with the expression

inf
〈L(α)u, u〉�Ω(0)

0

ρ〈P0u, u〉�Ω(0)
0

+ 〈K0,αu, u〉�Ω(0)
0

+ (|Wαu |2
π

(0)
0

(1 + ε−2(α))

we obtain the estimates
(100) inf σ1 ≥ k4α

2, α > 0.

On the other hand, it is known (see [1]), that

(101) σ(A(0)
α ) = σπ(A(0)

α ) = σπ(A(h)
α ) = [α tanhα,+∞[.

Thus, from (100) and (101) we deduce that if α� 0 then
(102) σ0 = [α tanhα,+∞[.

From the first inclusion given by (81) and from (102) and (95) the
estimates given below are obtained
(103) (1 + ε−2α)−1α tanhα ≤ inf σπ(Mh(α)) ≤ α tanhα.

From (103) we obtain the inequality

(104) α tanhα− inf σπ(Mh(α)) ≤ α tanhα[1− (1 + ε−2α)−1] ≤ αe−2α.

From (84) and taking into account that m + ε < 1/2, we have

lim
α→+∞

αe−2α

c(α)
= 0.

Thus, from (90) and (94) we deduce (85) for α � 0, so that the
theorem is proved.

Remark. Analyzing the specific form of the operators considered in
the definition of M (h)(α), we deduce that not every eigenfunction of the
operator M (h)(α) has the type (0, ϕ)t. In fact, from this assumption
and from (77), every isolated eigenvalues of M (h)(α) should also be an
isolated eigenvalue of A(h)

α . Bu it is easy to verify that it is not valid in
general, at least for specific profile of the bottom.
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7. Asymptotic solution
of the Cauchy problem (1)-(6)

Let us make a change of variable q = iωφ in the problem (57)-(60) and
number the isolated eigenvalues of the operator M(h)(α) so obtained by
taking into account their multiplicities:

ωk(α), k = 1, . . . , n(α) ≤ ∞, α ∈ R, |α| � 0.

If we consider the complex conjugate of the problem (57)-(60), it is
easy to see that the following relations are satisfied

(105)

ωk(−α) = −ωk(α)

vk(α, x2, x3) = vk(−α, x2, x3)

φk(α, x2, x3) = φk(−α, x2, x3)

for every real α, |α| � 0.
It is not difficult to prove that the operator [M(h)(α)]−1 can be ex-

pressed in the following way

[M(h)(α)]−1=
(
L(α)−1/2 0

0 I

)(
Kα−RαSα −RαA

−1
α

Sα A−1
α

)(
L(α)−1/2 0

0 I

)
.

Let us represent the operator [M(h)(α)]−1 in the form

[M(h)(α)]−1 = R(α) +H(α)

where

H(α) =
(

0 −L(α)−1/2RαA
−1
α

SαL(α)−1/2 0

)
.

Let a = inf σπ([M(h)(α)]−1) and b > a.
For every self-adjoint operator C defined in a Hilbert space H and

for γ < β arbitrary numbers, let us define π[C](γ, β) := dimEC(γ, β)H,
where EC is the spectral measure of the operator C.

Then from Lemma 9.4.1 [8] we obtain the inequality

(106) π[R(α)](a− ‖H(α)‖, b + ‖H(α)‖) ≥ π
[
[M(h)(α)]−1

]
(a, b)

where ‖H(α)‖ denotes the norm of the operator H(α).
We have seen in the proof of Theorem 6.2 that for every real α whose

modulus is sufficiently large the equality σ(R(α)) = σ(A−1
α ) takes place.
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Indeed we can find a number k(α), in such a way that the following
estimates are valid

(107)

1
a

= inf σπ(M(h)(α)) ≤ k(α) < |α| tanh |α|,

‖H(α)‖ ≤ 1
k(α)

− 1
|α| tanh |α|

for every real α whose modulus is sufficiently large.
From (107) we deduce that the part of the spectrum of the operator

R(α) which lies on the interval (a − ‖H(α)‖, b + ‖H(α)‖) consists of a
finite number of eigenvalues with finite multiplicity.

From the last statements we deduce that the left side in (106) is
bounded. Therefore, the spectral multiplicity of the operator [Mh(α)]−1

in the interval (a, b) is finite.
It is obvious that Mh(α) is an analytic family related to α in Kato’s

sense (see [6, p. 24]), and hence it is possible to use the Kato-Rellix’s
Theorem from the regular theory of perturbations (see Theorem 12-13
of [6]). Combining all results above mentioned, we obtain the following
theorem:

Theorem 7.1. Let us suppose that a function h fulfills the condi-
tions of Theorem 6.2. Then every function ωk(α) admits an analyti-
cal continuation to some subset of the real axis of the type Ik ∪ {−Ik}
where Ik =]αk, βk[. The total multiplicity of the spectrum of the oper-
ator M(h)(α) does not depend on α : n(α) = r. The functions ωk(α)
are real and odd in Ik ∪ {−Ik}. For each α ∈ Ik ∪ {−Ik} eigenfunc-
tions (vk(α),−iωk(α)φk(α))t, k = 1 . . . r of the problem (57)-(60) can
be found which depend analytically on α ∈ Ik ∪ −Ik and determine an
orthonormal system in 
H1

2 (Ω0)×H1
2 (Λ0).

Let us consider the study of the influence of the irregularity and elas-
ticity of the bottom on the asymptotic form of the amplitude of the
superficial waves in the problem (1)-(6) as | x1 |∼ t→∞.

From now on, initial data u0, u1, G0, G1 will satisfy the condition
u0 = v0 + w0 where v0 and w0 are generalized solutions of the Cauchy
problems (16) and (17); besides u1 ∈ 
H1

2 (Ω), G0 ∈ H1
2 (π), G1 ∈ L2(π).

Under such conditions the problem (1)-(6) has only one solution in the

space 
̃
L

1

2(Ω) × L2(π). Let us denote this solution by (u,G)t, and let us
consider the vector functions defined by means of the expression

(108) eiωk(α)t(vk(α, x2, x3), −iωk(α)φk(α, x2, x3))t; k = 1, . . . , r
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for α ∈ Ik ∪ {−Ik} and equal to zero otherwise, where vk and φk were
described in Theorem 7.1. These functions are solutions of the system
which are obtained from (1)-(4), after mapping by means of the Fourier
transform with respect to x1. Let us denote such system by (1’)-(4’).
Because the derivatives with respect to t in (1)-(4) are of second or-
der, we conclude that those functions which can be obtained from (108)
substituting eiωk(α)t by sinωk(α)t and cosωk(α)t, respectively are also
solutions of the problem (1’)-(4’).

Any linear combination of such solutions of type

(109)
(
bk(α) cosωk(α)t + ak(α)

sinωk(α)t
ωk(α)

) (
vk(α, x2, x3)

−iωk(α)φk(α, x2, x3)

)
are also solutions of the system (1’)-(4’).

Let us denote by Uk(α, x2, x3; t) the solutions of the type (109) and
by Ũ(α, x2, x3; t) their inverse Fourier transform with respect to α.

Obviously, the functions Ũk, k = 1, . . . , r are solutions of the prob-
lem (1)-(4), and from Theorem 7.1 we deduce that they are orthogonal
to each other.

Let us find the solution of the Cauchy’s problem (1)-(6) in the form

(110) U(x1, x2, x3; t) =
r∑

k=1

Ũk + Ũ0

where the function Ũ0 is otrhogonal to the sum
∑r

k=1 Ũk. In the expan-
sion (110), the function Ũ0 corresponds to the continuous spectrum of
the operatorM(h)(α) and the sum corresponds to the discrete spectrum.

Let us find the coefficients ak(α) and bk(α) in the expression of Uk,
which depend on the initial conditions (5) and (6).

Let us observe that from the orthogonality of the functions
(vk(α, x2, x3), −iωk(α)φk(α, x2, x3))t in the space 
H1

2 (Ω0)×H1
2 (Λ0) and

from relation (69) for the operator Aα we deduce that the functions

(vk(α, x2, x3), −iωk(α)φk(α, x2, 0))t

form and orthonormal system in 
H1
2 (Ω0)× L2(π0). From this we have:

(111)
√

2πbk(α) =
∫ ∞

−∞
e−iαx1E0[u0(x1, ·, ·), vk(α, ·, ·)]dx1

+ iωk(α)
∫ ∫


2
e−iαx1G0(x1, x2)φk(α, x2, 0)dx1dx2.
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It is not difficult to show that ak(α) can be obtained from (111) sub-
stituting u0 by u1, and G0 by G1.

Because the functions ωk(α) in relations (131) are odd, we deduce
immediately that

(112) ak(α) = ak(−α), bk(α) = bk(−α).

If we take into account the fact that the functions Ũk are Fourier trans-
forms of functions which vanish outside the sets [−βk,−αk]∪ [αk, βk], we
obtain an expression for Ũk as the sum of two integrals:

∫ βk

αk
and

∫ −αk

−βk
.

If in the second integral we make the change of variables α→ −α, then
from (112) we obtain an integral which is the complex conjugate of the
first one. In this way we obtain

(113)

Ũk(x1, x2, x3; t) =
1√
2π

Re
∫ βk

αk

{(
bk(α)− i

ak(α)
ωk(α)

)
ei(ωk(α)t+αx1)

+
(
bk(α) + i

ak
ωk(α)

)
e−i(ωk(α)t−αx1)

} (
vk(α, x2, x3)

−iωk(α)φk(α, x2, x3)

)
dα.

Thus we have proved the following result.

Theorem 7.2. The solutions Uk(x1, x2, x3; t) of the Cauchy prob-
lem (1)-(6) admits an orthogonal expansion of the type (110). The func-
tions Ũk are given by the expression (113) where the coefficients bk(α)
and ak(α) are defined by means of relation (111) where it is necessary
to change u0 to u1, and G0 to G1 when the coefficient is ak(α).

Thus we see that the initial data can be written as a sum of terms
orthogonal to each other, every one of them affects the corresponding
component of the solution in (110). So, for specific choices of the initial
conditions some terms of the sum in (110) are zero.

Each function Ũk in (110) describes a group of waves which are moving
along the x1-axis and they are located inside a band.

Under the assumption that ω′
k(α) != 0, α ∈ (αk, βk) the rate of

decreasing of the corresponding component of the displacement vec-
tor uk(x1, x2, x3; t) and that of the amplitude of the superficial waves
Gk(x1, x2, t) as |x1| ∼ t → ∞ is determined by the real zeros of the
function ω′′

k according to the principle of stationary phase.
Similarly in the case when the bottom is hard (see [1]) each zero of

the function ω′′
k of order m in the interior of (αk, βk) incorporates the

order t−1/m+2 to the asymptotic behaviour.
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Let us consider an example. Suppose to simplify that the initial con-
ditions u1 and G1 in (5) and (6) are zero. Then from (113) and from the
relation p = G on π, we have:
(114)

Gk(x1, x2; t)=

√
2
π

Im

{∫ βk

αk

φk(α, x2, 0)ωk(α)bk(α)eiαx1cosωk(α)tdα

}
.

Let us study the asymptotic behaviour of the function Gk(x1, x2 : t) as
|x1| ∼ t → ∞, in the particular case given by the condition w′

k(α) != 0
in (αk, βk) and w′′

k(α) has one and only one zero of second order at some
point α0 ∈ R:

(115) w′′
k(α0) = 0, w′′

k(α0) = 0, wIV
k (α0) > 0.

Applying the principle of stationary phase we obtain the next theorem.

Theorem 7.3. Consider the Cauchy problem (1)-(6) with initical
conditions u0, G0, u1 = 0, G1 = 0. Suppose that the function h sat-
isfies the required condition in Theorem 6.2 and that the function wk(α)
does not have stationary points and satisfies conditions (115) at a unique
point α0 ∈ R. Then the component Gk(x1, x2 : t) of the amplitude of
the superficial waves, produced by the initial conditions (u0,G0), has the
asymptotic expressions:

Gk(x1, x2 : t) = α0vk(κkt)−1/4 Im
{
φk(α0, x2, 0)bk(α0)

×
[
eiα0(vkt+x1)F+

(
x1 + ckt

(κkt)1/4)

)
+e−iα0(vkt−x1)F−

(
x1 − ckt

(κkt)1/4

)]}
+o(t1/4),

as | x1 |∼ t→∞, where the function

F ± (z) =
1√
2π

∫ ∞

−∞
ei(sz±s4/4)ds,

are entire and even, and satisfy the relations

F−(z) = F+(z),

F−(z) =
1− i√

24
|z|−1/3e−i 3

4 |z|
4/3

+ 0(|z|−1),

and besides κk = ωIV (α0)/6, vk = ωk(α0)
α0

and ck = w′
k(α0).

Remark. Suppose that the profile h is such that the component vk
of the eigenvector (vk, iωk(α)φk) is not zero in the holomorphic interval
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given in Theorem 7.1. According to the remark posed at the end of
Section 6 we know that such profile exists. An asymptotic formula for
Gk(x1, x2; t) is obtained in [1] when the depth is hard under the same con-
ditions on ωk(α) required in Theorem 7.3. Comparing both asymptotic
expressions we arrive at the conclusion that for every initial condition G0

in the free surface we can find and initial perturbation u0 of the elastic
bottom, so the component Gk(x1, x2; t) of the amplitude of the superfi-
cial waves decrease more rapidly than that when the bottom is hard. In
fact, from vk(α, x2, x3) != 0 and from (111) we deduce that there exist
initial conditions such that b(α) = 0. Then, from Theorem 7.3 we have
that Gk(x1, x2 : t) = o(t−1/4) as |x1| ∼ t→∞. Thus we see that consid-
ering the elastic properties of the bottom in the Cauchy-Poisson problem
leads to some weakening of the wave conductor effect which produces an
underwater ridge.
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