
DESTRUCTION OF INVARIANT CURVES IN THE
RESTRICTED CIRCULAR PLANAR THREE BODY PROBLEM

USING COMPARISON OF ACTION

JOSEPH GALANTE AND VADIM KALOSHIN

Abstract. The classical principle of least action says that orbits of mechani-
cal systems extremize action; an important subclass are those orbits that min-
imize action. In this paper, we utilize this principle along with Aubry-Mather
theory to construct instability regions for a certain three body problem. We
consider a Sun-Jupiter-Comet system and under some simplifying assumptions,
we show the existence of instabilities for orbit of the comet. In particular we
show that a comet which starts close to orbit of an ellipse of eccentricity to
e = 0.66 (fig ??) can increase in eccentricity up e = 0.96. Such an initial orbit
is well within the range of our solar system. This might give an indication of
why most objects rotating around the Sun in our solar system have relatively
low eccentricity. A more technical formulation is as follows.

Figure 1. Ellipse of Eccentricity e = 0.66.
labelrange-of-motion

We consider the so called restricted circular planar three body problem
(RCP3BP) which has a conserved quantity called a Jacobi constant J . Fix-
ing J specifies the Hill regions, the regions of allowable motion for the comet
[AKN]. We pick J so that there are three disjoint Hill regions; the outer Hill
region is unbounded and bounds the comet away from collisions with Jupiter. In
this paper, we develop general methods for construction of (Birkhoff) regions of
instability for RCP3BP in the outer Hill region corresponding to eccentricities
e∗(µ, J) ≤ e ≤ emax(µ, J). The upper bound emax arises from degeneracies in
Delauney variables for nearly parabolic motions. We transcend this limitation in
[GK2] and prove the existence of an ejection orbit.
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We would like to point out that existence of ejection orbits and Chazy insta-
bilities for RCP3BP was established by Llibre and Simo [LS]. We estimate their
e∗(0.001, 1.8) ≈ 0.985, however their motions belong to a horseshoe, while ours
have a fairly different nature. We fix plausible values for the Solar System, and
use J = 1.8 to carry out the details. The main result is the following.

Theorem 0.1. Consider the restricted circular planar three body problem with
Sun-Jupiter mass ratio µ. Fix a Jacobi Constant J that produces three disjoint
Hill regions and consider dynamics in the outer Hill region. Then there exist
trajectories of a comet with initial eccentricity e∗ = e(µ, J) that increases to
eccentricity emax(µ, J). For example if µ = 10−3 and J = 1.8, then e∗ ≤ 0.66 and
emax ≥ 0.96.

The primary tools for this result will be the applicability of Aubry-Mather the-
ory to the restricted circular planar three body problem, and the implementation
of rigorous numerical integration. We stress that trajectories are not constructed
by means of numerical integration. After a mathematical framework is developed,
we derive a list of inequalities. To have an explicit value of e∗, we use a com-
puter to verify the range of validity of the inequalities, which are of two types:
analytic and dynamic. Analytic inequalities do not make use to integration of
the equations of motion. Dynamical inequalities do involve integration, but only
over short periods of time. We use software which can handle both types of
inequalities in a mathematically rigorous way.

1. Introduction

We consider the restricted circular planar three body problem (RCP3BP) with
two massive primaries, which we call the Sun and Jupiter, that perform uniform
circular motion about their center of mass. (See fig. 2) The system is normalized
to mass one so the Sun has mass 1−µ and Jupiter mass µ. We further normalize
so that Jupiter rotates with period 2π, and the distance from the Sun to Jupiter
is constant and also normalized to one. Our goal is to understand the behavior
of the massless comet whose position in polar coordinates is denoted (r, ψ). It is
convenient to consider the system in a rotating frame of reference which rotates
with unit speed in the same direction as Jupiter. In this system, the Sun and
Jupiter are fixed points on a line, say the x-axis. We let (r, ϕ) = (r, ψ− t) denote
the motion of the comet in the rotating frame of reference. The motions of the
comet can be viewed as the solutions to Hamilton’s equations with a Hamiltonian
of the form

(1) H = H2BP + ∆H(r, ϕ) :=
P 2

r

2
+
P 2

ϕ

2r2
− Pϕ − 1

r
+ ∆H(r, ϕ)

where ∆H (denoted below) is the perturbation of the associated Sun-Comet two
body problem (2BP(SC)) and Pr and Pϕ are the momenta variables conjugate to
r and ϕ [CC]. (This system arises by initially considering the planar 3BP where
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the comet has mass m, and letting m → 0.) If dJ is the Jupiter-Comet distance

Figure 2. Sun-Jupiter-Comet.

and dS is the Sun-Comet distance, then ∆H can be written

dJ(r, ϕ) = (r2 − 2(1 − µ)r cos(ϕ) + (1 − µ)2)
1

2(2)

dS(r, ϕ) = (r2 + 2µr cos(ϕ) + µ2)
1

2(3)

∆H =
1

r
− µ

dJ
− 1 − µ

dS
=
µ(1 − µ)(1 − 3 cos(2ϕ))

2r3
+O

( µ

r4

)

.(4)

It turns out the RCP3BP has a conserved quantity known as the Jacobi constant.

(5) J(r, ϕ, ṙ, ϕ̇) =
r2

2
+

µ

dJ
+

1 − µ

dS
− ṙ2 + r2ϕ̇2

2
=: U(r, ϕ) − ṙ2 + r2ϕ̇2

2
.

Let H(J0) = {(r, ϕ) : U ≥ J0} denote the Hill regions associated to the Jacobi
constant J0. These regions are the locations in the (r, ϕ) plane (shaded regions
in figure 3) where the comet is allowed to move. Denote by Hout(J0) the outer

Figure 3. Hill Regions.

Hill region which is the noncompact region of allowable motions. It is here that
escape may be possible. For µ = 10−3, such a region exists for J0 ≥ 1.52.
(This value arises by considering the ‘zero velocity’ curves which are on the
boundary of the Hill regions. [AKN]) Examination the equations of motion,
reveals they depend only on the variables (r, ϕ) as well as velocity. Hence the
phase space R

4 is foliated by invariant generically 3-dimensional surfaces. Fixing
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the Jacobi constant gives dynamics on one of these 3-dimensional surfaces, which
we denote

(6) S(J0) = {(r, ϕ, ṙ, ϕ̇) : J(r, ϕ, ṙ, ϕ̇) = J0} .
Denote by RCP3BP(µ,J0) the RCP3BP with Sun-Jupiter mass ratio µ and

dynamics restricted to S(J0).

Lemma 1.1. If (r, ϕ, ṙ, ϕ̇)(0) ∈ S(J0), then (r(t), ϕ(t)) ∈ H(J0).

Lemma 1.2. Trajectories in Hout(J0) satisfy
J2

0

2
− 8µ ≤ r(t) for all t.

As the position of Jupiter is at radius 1 − µ, then this lemma implies that if
the comet is in the outer Hill region, it will remain bounded away from collisions
with the Sun and Jupiter for all time by at least 0.145.

For small µ and away from collisions, RCP3BP is nearly integrable and can be
approximated with the 2BP(SC) (ie µ = 0). Elliptic motions of a 2BP have two
special points where the radial velocity ṙ of the comet is zero. The perihelion is
the closest point to the Sun, denoted rperih, and the apohelion is the farthest point
from the Sun, denoted rapoh. Define the osculating (or instantaneous) eccentricity
e(t) for the RCP3BP to be the eccentricity of the comet in the unperturbed
2BP(SC) system with initial conditions taken to be those of comet in the RCP3BP
at time t.

1.1. The Main Theorem. It is natural to think of the coordinates on S(J0) as
(e, ϕ, t). We say that a surface T 2 ⊂ S(J0) is an invariant 2-torus of
RCP3BP (µ, J0) if there is a smooth invariant surface given by the graph {e(ϕ, t) :
(ϕ, t) ∈ T

2} of a smooth function e : T 2 → R+. In particular, the existence such
a surface would separate the energy surface S(J0). When µ = 0 (i.e. when there
is no perturbation), the problem reduces to the 2BP(SC) system and every such
surface is defined by {e = e0 ≥ 0}. Bounded motions coorespond to e0 ∈ [0, 1).
In general, for µ > 0 and for e small and bounded away from 1, many of these
invariant 2-tori survive due to KAM [dLll]. One of the corollaries of our results
is the existence of a region free of invariant 2-tori. Celleti and Chierchia gave a
computer assisted proof using µ ≈ 10−3 and J0 ≈ 1.76 which could be adapted
to show that near e = 0.3 there is an invariant 2-torus T 2 separating S(J0) into
a compact “Below T 2” component and a noncompact “Above T 2” component
[CC]1. We present the method for a specific value of J0 = 1.8, however the method
works for any J0 ≥ 1.52. 2

We now restate our main theorem.

1Personal Communication
2Values

√
2 ≤ J0 ≤ 1.52 require substantial additional work. For J0 near or less than

√
2

collisions with Jupiter are hard to exclude.
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Figure 4. Various eccentricity orbits of the 2BP in the plane and
on the (ϕ, t, e) cylinder.

Theorem 1.3. Consider the restricted circular planar three body problem with
Sun-Jupiter mass ratio µ. Fix a Jacobi Constant J that produces three disjoint
Hill regions and consider dynamics in the outer Hill region. Then there exists e∗ =
e∗(µ, J0) and emax = emax(µ, J0) such that there are no invariant 2-tori crossing
the region e∗ ≤ e ≤ emax. For example e(0.001, 1.8) ≤ 0.66 and emax(0.001, 1.8) ≥
0.96.

Later we show that dynamics of RCP3BP(µ, J) in the outer Hill region can be
reduced to the study of an exact area preserving twist map (EAPT). Then one
way to rephrase Theorem 1.3 is that there exists a Birkhoff region of instability
in a certain region.

2. Action Comparison Method

“Nature is thrifty in all its actions”. - Maupertuis [D]

In this chapter we outline a method for destroying invariant curves based on
the method of action comparison.

2.1. Action-Minimization. The motions of the comet also satisfy the Euler-
Lagrange (EL) equations with Lagrangian

(7) L =
v2

2
+

1

r
− ∆H(r, ϕ) :=

ṙ2

2
+
r2(ϕ̇+ 1)2

2
+

1

r
− ∆H(r, ϕ)

and locally minimize action.

Notice that L : R
2 × R

2 × T → R, L(q, q̇, t) given by (7) is a smooth Cr (r ≥ 2)
positive definite Lagrangian away from Jupiter and the Sun, eg in Hout(1.8).
Let (q0, t0), (q1, t1) ∈ R

2 × R. Action along an absolutely continuous curve
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γ : [t0, t1] → R
2 is defined to be

(8) A(γ) =

∫ t1

t0

L(γ(t), γ̇(t), t)dt.

We say that a curve γ : [t0, t1] → R
2 is action-minimizing if

(9) A(γ) = min
γ : [t0,t1]→R2:γ(t0)=q0,γ(t1)=q1

A(γ)

where minimum is taken over all absolutely continuous curves connecting q0 to q1.
We also say that a curve γ : R → R

2 is globally action-minimizing if it is action
minimizing on every time interval [t0, t1]. From the applicability of Aubry–Mather
theory it follows that

Lemma 2.1. If T 2 is an invariant 2-torus of RCP3BP, then every trajectory
inside of T 2 is globally action-minimizing.

We shall prove this result in a later section under the constraint that e ≤ emax.
However lets consider the utility of the result now. Our goal is to show that
certain high eccentricity trajectories are not globally action minimizing. If this
is so, then they are not contained in invariant 2-tori. The main idea is that
passing by Jupiter is cheaper at some times than at others. We will exploit this
difference and outline the method using some simplifying assumptions, then in a
later section develop the formalism to make the method rigorous.

2.2. Solar Passages and Perihelion Angles. Consider a trajectory (r(t), ϕ(t))
on S(J0) ∩Hout(J0) such that

(i) r(t1) = R for some time t1,

(ii) the trajectory passes through a perihelion rperih = r(t∗) at some t∗ > t1
inside the ball of radius J2

0 , ie rperih < J2
0 . (Recall mathematically ṙ = 0 at the

perihelion, and physically it is the closest point to sun.)

(iii) r(t2) = R for t2 > t∗.

Call such a segment of trajectory (r(t), ϕ(t))t∈[t1,t2] an R–Solar passage. (fig
5). The perihelion angle, denoted ϕperih, is the angle the comet makes relative to
the position of Jupiter at the perihelion. Let SP (J0, R) be the set of all R–Solar
passages. The following lemma guarentees existence of solar passages.

Lemma 2.2. Fix µ = 0.001 and Jacobi constant J0 ≥ 1.52. Consider a trajectory
γ(t) = (r(t), ϕ(t)) in the outer Hill region such that for some time τ we have that
e(τ) ≥ e∗. Then there exists an Rmax so that γ(t) has a R–Solar passages for all

rperih < R ≤ Rmax. Furthermore
J2

0

2
− 8µ ≤ rperih ≤ J2

0 .

We present a heuristic proof of this lemma for J0 = 1.8. Recall that for
µ = 0 we have ė(t) ≡ 0. In the 2BP(SC) for e ≥ 0.45, trajectories are ellipses
with apohelion distance to the origin rapoh ≥ 5. This indicates that there is a
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Figure 5. An R–Solar passage.

time interval [t1, t2] such that r(t1) = r(t2) = R ≤ rapoh(e), and hence for some
t∗ ∈ [t1, t2] we have ṙ(t) < 0 (resp. > 0) for each t ∈ (t1, t

∗) (resp. (t∗, t2)). It
implies that r(t∗) is a minimum of r(t) on the interval [t1, t2]. Simple analysis of
∆H shows that |∆H| ≤ 2.7µ

r3 for r ≥ 1.59. This implies that ė(t) ≃ O(µ/r3) which
is small since µ ≈ 10−3, so the shape of the orbit is almost unchanged and hence
the minimum, ie the perihelion, will still exist since the comet must turn around
eventually. Furthermore there exists an Rmax ≃ rapoh(e(τ)) so that we have R–
Solar passages for all R ≤ Rmax. The lower bound on the radius follows from
properties of Hout(1.8) and is approached with nearly parabolic motions while
the upper bound follows from considering nearly circular motions of the comet.

2.3. Bad Perihelion Angles. We will prove that certain R–Solar passages are
not action minimizing. It turns out this depends heavily on the perihelion angle
during the passage.

Theorem 2.3. (Bad Angles Theorem) Fix µ and J so that there are three disjoint
Hill regions and consider dynamics in the outer Hill region. Then there exists
is an interval [ϕ−, ϕ+] with ϕ± = ϕ±(J0), such that if (r(t), ϕ(t))t∈[t1,t2] is an
R–Solar passage and perihelion angle ϕperih ∈ [ϕ−, ϕ+], then (r(t), ϕ(t))t∈[t1,t2] is
not action-minimizing.

We present the proof of the Bad Angles Theorem in a later section. Combining
lemmas 2.2 and 2.1, and theorem 2.3 shows there is an e∗(µ, J0) such that there
are no invariant 2-tori crossing the region e ≥ e∗(µ, J0).

Proof of Theorem 1.3. The proof is by contradiction. Suppose there is
an invariant 2-torus T 2 of RCP3BP(µ, J0). Consider the intersection of T 2 with
perihelion/apohelion surface Σ = {ṙ = 0}. In polar coordinates ϕ̇ < 0 so tra-
jectories intersect {ṙ = 0} transversally and thus Σ ∩ T 2 is diffeomorphic to a
compact one-dimensional manifold, i.e. the circle. This implies that for every per-
ihelion angle ϕperih = ϕ(t∗) there is a trajectory (r(t), ϕ(t)) inside T 2 with this
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perihelion angle. By Lemma 2.2 there is an R–Solar passage (r(t), ϕ(t))t∈[t1,t2]

with t∗ ∈ [t1, t2] for this trajectory. By Theorem 2.3 this R-Solar passage is not
action-minimizing, which contradicts lemma 2.1. Thus, there are no invariant
2-tori for RCP3BP(µ, J0) crossing e ≥ e∗(µ, J0).

2.4. Action Decomposition. In this section we stick to µ = 10−3 and J0 = 1.8
for concreteness. Suppose γ ∈ SP (1.8, R). We decompose γ into (fig 6)

(i) γ− – the part of the curve where r decreases from radius R to radius 5,
which we call a (R, 5) segment

(ii) γin – a 5–Solar passage

(iii) γ+ – the part of the curve where r increases from radius 5 to radius R,
which we call a (5, R) segment.

Remark. 5 ≈ 3J2

0

2
. For r ≥ 5 one can show that |∆H| ≤ 10−5. Denote the

region {r ≥ 5} the outside region since the comet is practically outside the range
of influence of Jupiter. Denote the region {r ≤ 5} the kick region as the comet’s
orbital parameters are perturbed (or kicked) more in this region.

We denote the action on each of the segments A−
out, Ain, and A+

out respectively.

(10) A(γ) = A−
out + Ain + A+

out .

Figure 6. Decomposition of γ into smaller arcs.

2.5. Action Comparison in the Kick Region. It turns out that Ain has fairly
sensitive dependence on the perihelion angle. We can explain the difference in
actions physically by considering two scenarios. One possibility is that the comet
is pulled along behind Jupiter, and gains velocity. This is a so called gravity
assist, and when the comet leaves the perihelion, it will be flung further out than
before. This case turns out to be action minimizing since the comet is getting a
free ride from Jupiter. The other possibility is exactly the reverse. The comet is



DESTRUCTION OF INVARIANT CURVES USING COMPARISON OF ACTION 9

slowed down by Jupiter and is pulled more inward, as Jupiter attempts to capture
it. Note that Jupiter can never actually capture the comet as a moon since the
inner Hill region around Jupiter is separated from the outer region by our choice
of Jacobi Constant.

Figure 7. Potential Capture and Escape.

According to standard formulas [AKN], it turns out the eccentricity e =
√

1 − 2P 2
ϕ(J0 − Pϕ) where J0 = E = −H is the energy of the associated Hamil-

tonian. One can parameterize the 3-dimensional energy surface S(J0) with co-
ordinates (r, ϕ, Pϕ). Denote by SP (J0, R, Pϕ) the set of all R–Solar passages
belonging to S(J0) that have initial angular momentum Pϕ. Define ϕperih

max and

ϕperih
min as the angles such that

Ain(Pϕ, ϕ
perih
max ) := max

γ∈SP (J0,R,Pϕ)
A(γin)(11)

Ain(Pϕ, ϕ
perih
min ) := min

γ∈SP (J0,R,Pϕ)
A(γin) .(12)

Remark. It turns out that ϕperih
min and ϕperih

min depend slightly on Pϕ. We ignore
this for now to keep the argument simple.

Lets compute the differences in action and angle as a function of Pϕ.

∆Amin
in (Pϕ) = min

Pϕ

(

Ain(Pϕ, ϕ
perih
max ) −Ain(Pϕ, ϕ

perih
min )

)

(13)

∆ϕ = ϕperih
max − ϕperih

min .(14)

To get a feel for these quantities we pick R = 26 and Pϕ = 1.8. A computer can
then compute ∆Amin

in ≈ 0.0163237 and ∆ϕ ≈ 1.076.

Plotted (fig 8) is ϕperih vs. the corresponding action of the curve for the
particular set of 26–Solar passages corresponding to parabolic motion (Pϕ = 1.8).
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Figure 8. Action Difference for nearly parabolic motions.

2.6. Heuristic Outside Region Action Comparsion. We now describe a pro-
cedure to construct γtest, a new curve with smaller action than γ, ie A(γtest) <
A(γ). Doing this will complete the Bad Angles Theorem since we can take a
neighborhood of ϕperih

max for the interval of angles specified in the theorem. For
r ≥ 5, |∆H| ≤ 10−5, so the perturbation term is neglegibly small away from the
Sun and it is not too bad to approximate the RCP3BP by the 2BP(SC)
for the (R, 5) segment and the (5, R) segments. Doing so allows us to be explicit
and compute the action without computer assistance. The approximations will
be made rigorous later.

Heuristically if the comet starts at R = 26 and has ϕperih = ϕperih
max , then by

modifying the velocity of the (26, 5) segment, the comet can slow down enough
so that Jupiter will move from a position where the action is maximized to a
position where action is minimized. The comet can then speed very slightly dur-
ing the (5, 26) segment to arrive at R = 26 at the same time as in the original case.

Note that it takes a finite amount of time ∆T for the angle of Jupiter relative
to the comet to change by ∆ϕ. In nonrotating coordinates Jupiter moves with
unit speed, and for r ≥ 5 the comet’s angle remains nearly constant since ψ̇ = Pϕ

r2 .
(In rotating coordinates, Jupiter is fixed and the comet is moving with almost
unit speed.) Hence ∆T ≈ ∆ϕ. By Kepler’s Second Law, for r ≥ 5 the comet
moves slower the further away it is from the Sun. We denote the amount of time
the comet spends in the (26, 5) segment by Tout. (To keep the argument simple,
assume by symmetry, this also the time spent in the (5, 26) segment.) A very
small change in velocity will change the amount of time to reach the perihelion
considerably. Let

λ± =
Tout

Tout ∓ ∆ϕ
≈ Tout

Tout ∓ ∆T
.(15)

Suppose there exists an invariant 2-torus. Then there are trajectories on it which
have all possible perihelion angles. Suppose γ ∈ SP (1.8, 26) is such that the
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perihelion angle is ϕperih
max and γin ∈ SP (1.8, 5) maximizes action over all 5–Solar

passages. Consider a new curve γtest where

(i) the velocity of the (26, 5) segment is γ̇−test = λ− · γ̇−

(ii) γin
test is a 5–Solar passage which minimizes action over all 5–Solar passages

(iii) the velocity of the (5, 26) segment is γ̇+
test = λ+ · γ̇+.

Corollary 2.4. Suppose γ ∈ SP (1.8, 26) maximizes action during its 5–Solar
passage with perihelion angle ϕperih

max , and γtest is constructed above with perihelion

angle ϕperih
min . If A(γ) − A(γtest) > 0, then γ is not a global action minimizer.

Furthermore, there are no global action minimizers in SP (1.8, R), R ≥ 26.

Lets calculate the difference in actions between γ and γtest, starting with the
action of the rescaled (26, 5) segment γ−test. The Hamiltonian of the 2BP(SC)

approximation for parabolic motion gives v2

2
= P 2

r

2
+

P 2
ϕ

2r2 = 1
r
, where v = γ̇ is the

velocity of γ.

A(γ−test) =

∫ t(26)·λ−

t(5)·λ−

(
λ2
−v

2

2
+

1

r
)(
t

λ−
) dt(16)

=

∫ t(26)

t(5)

λ−(λ2
−(

1

r
) +

1

r
)(u) du(17)

=

∫ 26

5

λ3
− + λ−
rṙ

dr(18)

=

∫ 26

5

λ3
− + λ−√
2r − 1.82

dr .(19)

Remarks. The last line comes from solving H2BP (r, ϕ, ṙ, 1.8) = 1.8 for ṙ, as this
corresponds to parabolic motion. The limits of integration change since we must
start and end at the same place with respect to (r, ϕ) in the scaled and unscaled
cases. By symmetry from the 2BP(SC) approximation, the (5, R) segment γ+

test

will be the same computation only using λ+. The unscaled trajectories γ+ and
γ− will be same computation, only using λ = 1.

Consider the following formulas relating time and radius for 2BP parabolic
motions.

Lemma 2.5. For parabolic motions in the 2BP,

r(t) =
1

2

(

3t+
√

J6
0 + 9t2

)2/3

+
J4

0

2
(

3t+
√

J6
0 + 9t2

)2/3
− J2

0

2
(20)

t(r) =
1

3

√

2r3 + 3J2
0r

2 − J6
0 .(21)
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Proof. These can be derived from formulas in [AKN] section 2.1.

Using these formulas gives

t(5) ≈ 7.1413(22)

t(26) ≈ 68.0594(23)

Then

λ− ≈ 0.984436(24)

λ+ ≈ 1.01606(25)

and

A(γ−test) ≈ 8.49599(26)

A(γ+) = A(γ−) ≈ 8.76567(27)

A(γ+
test) ≈ 9.0507 .(28)

Now compute the difference in action between the curves γ and γtest.

A(γ) −A(γtest) ≥ ∆Amin
in +

(

A(γ−) − A(γ−test)
)

+
(

A(γ+) − A(γ+
test)

)

(29)

≈ 0.000978235 > 0 .(30)

Further analysis indicates that picking any other radius larger than R = 26 will
also produce a strictly positive result. The reason is that spending more time
in the outside region, increases Tout, which pushes λ’s closer to 1, which makes
the differences in action on the (5, 26) and (26, 5) segments smaller, and hence
increases the difference in actions between γ and γtest. Hence we conclude that
there are no invariant 2-tori corresponding to R ≥ 26, ie e ≥ 0.88.

The remainder of this paper is dedicated to making the action comparison
method mathematically rigorous.

3. Delauney Variables

For the two body problem there is a natural well defined action angle coordinate
system known as Delauney Variables. A derivation of Delauney variables is found
in [CC]. In short, they arise by considering the generating function

S(r, ϕ, L,G) = ϕG+

∫ r

rperih(L,G)

√

2

( −1

2L2
−
P 2

ϕ

2r2
+

1

r
+ Pϕ

)

dr .(31)

This gives the canonical transformation φDel(r, ϕ, Pr, Pϕ) = (L,G, ℓ, g) from

polar to Delauney variables where rperih = L2

(

1 −
√

1 − G2

L2

)

is the perihelion

of the 2BP expressed in terms of L,G.
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For the 2BP, L2 is the semi major axis of the ellipse of the orbit, so by Kepler’s
Third Law, the period T = 2πL3. Upon examination of the generating function
observe G = Pϕ is angular momentum. The variable ℓ is the mean anomaly
which is ℓ = π mod 2π at the apohelion, ℓ = 0 mod 2π at the perihelion, and in
general (ℓ− ℓ0) = 2π

T
t. Its possible recover radius from Delauney coordinates by

noting r = L2(1− e cos(u)) where the eccentricity e =
√

1 − G2

L2 , and u the mean

anomaly is given implicitly by u − e sin(u) = ℓ. More exposition on anomalies
can be found in [AKN] and [CC].

Applying the canonical transformation to H2BP
Polar gives

(32) H2BP
Del = H2BP

Polar ◦ (φDel)
−1 = − 1

2L2
−G .

Note that S satisfies det( ∂2S
∂(r,φ)∂(L,G)

) = L3

Pr
6= 0. Hence in general there ex-

ists a canonical transformation from polar to Delauney, provided the generating
function is well defined [AKN]. Hence where it makes sense, one gets Delauney
variables for RCP3BP using the generating function S.

(33) H3BP
Del = H3BP

Polar ◦ (φDel)
−1 = − 1

2L2
−G+ ∆H(L,G, ℓ, g)

where the perturbation term is converted to Delauney. Unfortunately Delauney
variables are is not defined very close to separatrices for the RCP3BP correspond-
ing to nearly parabolic motions. In [GK2] we develop techniques to overcome this
limitation.

4. Twisting in Delauney Coordinates

Consider the Poincare section Γ = {g = 0 mod 2π}. Using a computer one
can show that −1.025 < ġ ≤ −0.9975 for J0 = 1.8 and µ = 0.001, and hence
Γ is well defined (see appendix for how to derive this estimate). Consider the
Poincare return map F : S(J0) ∩H(J0) ∩ Γ 7→ S(J0) ∩H(J0) ∩ Γ defined by

(34) F =

(Fℓ

FL

)

:

(

ℓ0

L0

)

7→
(

ℓ(t∗, ℓ0, L0)

L(t∗, ℓ0, L0)

)

where t∗ > 0 is the first return time to Γ. In this section, we show that in Delauney
coordinates, the return map F is an exact area preserving twist (EAPT) map
for L ≤ Ltwist(µ, J0). (See [MF], [Ban], [Mo1],and [S] for exposition on EAPT
maps). Numerically we find Ltwist(0.001, 1.8) ≥ 16.

4.1. Twisting Conditions. Our goal is to develope an explicit condition which
can be numerically checked to verify twist. The energy reduction formulas found
in the [BK] and [KN] allow us to write an autonomous Hamiltonian system as
a time dependent Hamiltonian. Parts of exposition below are taken these sources.
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Fix µ and J0. Suppose the differential of a Hamiltonian H ′
J0

(L,G, ℓ, g) satisfies
the following equation:

(35) dH ′
J0

(L,G, ℓ, g) =

(

∂H
∂ℓ

)

(

∂H
∂G

)dℓ+

(

∂H
∂L

)

(

∂H
∂G

)dL+

(

∂H
∂g

)

(

∂H
∂G

) dg + dG .

Then trajectories of H ′
J0

and those of H on the energy surface S(J0) coincide

up to time reparameterization provided that ∂H
∂G

is bounded away from zero. By

construction
∂H′

J0

∂G
≡ 1. Consider the implicit function G = G(L, ℓ, g, J0). Noting

that ġ ≈ −1, define a new time periodic Hamiltonian by

(36) H̃J0
(L, ℓ, t) = G(L, ℓ, g, J0) −H ′

J0
(L, ℓ, g, G(L, ℓ, g, J0))

where the variable t = g. Notice that

(37)
∂

∂G
(H̃J0

(L, ℓ, t)) =

(

∂G

∂G

)

−
(

∂H ′
J0

∂G

)(

∂G

∂G

)

= 1 − 1 · 1 ≡ 0

so it is easy to see that H̃J0
does not depend on G. Now compute the derviative

of H̃J0
with respect to L.

(38)
∂

∂L
H̃J0

(L, ℓ, t) =
∂G

∂L
− ∂H ′

J0

∂L
−
(

∂H ′
J0

∂G

)(

∂G

∂L

)

.

But
∂H′

J0

∂G
≡ 1 by construction, so

(39)
∂

∂L
H̃J0

(L, ℓ, t) = −∂H
′
J0

∂L
= −

(∂H(L,ℓ,g,G(L,ℓ,g,J0))
∂L

)

(∂H(L,ℓ,g,G(L,ℓ,g,J0))
∂G

)

where the last equality follows by construction of H ′
J0

. Now look at the second
derivative with respect to L.

∂

∂L

(

∂H̃J0
(L, ℓ, t)

∂L

)

= − ∂

∂L





(

∂H(L,ℓ,g,G(L,ℓ,g,J0))
∂L

)

(

∂H(L,ℓ,g,G(L,ℓ,g,J0))
∂G

)





= − 1
∂H
∂G

∂

∂L

(

∂H

∂L
(L, ℓ, g, G(L, ℓ, g, J0))

)

(40)

−
(

∂H

∂L

)

(

1

(∂H
∂G

)2

)

· ∂

∂L

(

∂H

∂G
(L, ℓ, g, G(L, ℓ, g, J0))

)

= −

(

(

∂H
∂G

)

(

∂2H
∂L2 + ∂2H

∂L∂G
∂G
∂L

)

−
(

∂H
∂L

)

(

∂2H
∂L∂G

+ ∂2H
∂G2

∂G
∂L

))

(∂H
∂G

)2
.
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Note there is a ∂G
∂L

to be dealt with. G is implicitly defined by

(41) G = J0 −
1

2L2
+ ∆H(L, ℓ, g, G(J0, L, ℓ, g)) .

Differentiate this expression to obtain

(42)
∂G

∂L
= L−3 +

(

∂∆H

∂L

)

+

(

∂∆H

∂G

)(

∂G

∂L

)

and solve to find

(43)
∂G

∂L
=
L−3 +

(

∂∆H
∂L

)

1 −
(

∂∆H
∂G

) .

One can now compute the partial derivatives of H using the equations of motion

and plug everything into the above expression for ∂
∂L

(∂H̃J0
(L,ℓ,t)

∂L

)

. With the aid
of a computer it is possible to estimate this term, which we call the twist term.
Lets examine why this derivative is so important now.

4.2. Proof of EAPT for the Return Map F . Since F arises as the Poincare
return map of an autonomous Hamiltonian, it is area preserving, and also exact in
that the area between a nonhomotopically trivial curve in S(J0) and its image un-

der F is zero. The condition for twist for F is equivalent to ∂Fℓ

∂L0
= ∂ℓ(t∗,ℓ0,L0)

∂L0
< 0

[Ban],[MF].

We now show that if ∂
∂L

(∂H̃J0
(L,ℓ,t)

∂L

)

< 0 then this corresponds to twist. Con-
sider the equations of first variation.

(44)
d

dt

(

∂ℓ
∂ℓ0

∂ℓ
∂L0

∂L
∂ℓ0

∂L
∂L0

)

=





∂2H̃J0

∂ℓ∂L

∂2H̃J0

∂L2

−∂2H̃J0

∂ℓ2
−∂2H̃J0

∂ℓ∂L



 .

In particular, at time t = 0 it holds that

(45)
d

dt

(

∂ℓ

∂L0

)∣

∣

∣

∣

t=0

=
∂2H̃J0

∂L2

∣

∣

∣

∣

t=0

.

Hence the sign of ∂2H̃E

∂L2 |t=0 determines whether ∂ℓ
∂L0

is decreasing or increasing

near t = 0. But ∂ℓ
∂L0

|t=0 = 0 so the sign of
∂2H̃J0

∂L2 will determine the sign of ∂ℓ
∂L0

∣

∣

t=0
in a neighborhood of t = 0, ie it will determine twist for the flow over a small

increment of time. So if sign
(∂2H̃J0

∂L2

)

is constant for all t ∈ [0, 2π], ℓ0 ∈ T, and L0

in some interval, then the map F is twisting in that region.

In the case µ = 0, then ∂Fℓ

∂L
= − ∂ℓ

∂L0
= − 3

L4

0

· 2π > 0. Hence we require ∂Fℓ

∂L0
< 0

for twist in RCP3BP. For µ > 0, ∂Fℓ

∂L
= − 3

L4

0

· 2π + O(µ), and its possible for

large L that the perturbation terms near the perihelion to overwhelm the − 3
L4

0

and change the sign of twist term. This is why twisting can fail.
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With an explicit twisting condition, a computer can be programmed to look
for sign changes in the twist term. For J0 = 1.8 and µ = 0.001, using nonrigorous
numerics we see a sign change after L = 16, ie for eccentricities larger than 0.994
the map F may no longer be a twist map.

Lemma 4.1. In Delauney variables, RCP3BP(0.001, 1.8) is twisting for 0.07 ≤
e ≤ 0.994.

Remark. We have started using rigorous numerics to fully verify this result
using interval arithmetic. The program is still running, however we are confident
of the result based on high precision nonrigorous numerical evidence. In [GK2],
we establish a coordinate system that is twisting for nearly parabolic motions
and does not require this lemma.

5. Rigorous Action Comparison

We introduced several approximations in section 2 which, while reasonable
sounding, are nonetheless not mathematically rigorous. We will rectify this now.
It turns out that by using elliptic motions, we can lower e(0.001, 1.8) down to
e = 0.66 at the cost of increasing complexity of the estimates. This section relies
on technical appendices and computer assisted methods for some of the estimates.

5.1. The Intervalization of the RCP3BP. The following formula nicely
changes between time and radius.

(46)

∫ t1

t0

dt =

∫ r1

r0

dr

ṙ
.

This integral can be rearranged into the form

t1 − t0 =

∫ r1

r0

rdr
√

2C(r+ − r)(r − r−)
(47)

r+ =
1 +

√

1 − 2CP 2
ϕ

2C
(48)

r− =
P 2

ϕ

1 +
√

1 − 2CP 2
ϕ

(49)

C = J0 − Pϕ + ∆H .(50)

In the case µ = 0, the integral can be evaluated explicitly since then ∆H = 0 and
Pϕ is constant. In the RCP3BP, we no longer have these luxuries as r+ and r−

now depend on t, however we expect that in the outside region these quantities
will not change much since the perturbative effects of Jupiter are too faint to
make much of a difference. Our goal is to “intervalize” the problem, ie to use a
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computer to generate rigorous bounds on the above terms and use interval arith-
metic to manipulate the bounds.

The first step to carrying out this procedure is to get precise estimates on the
perturbation terms. Using a computer, one can prove

Lemma 5.1. |∆H| ≤ 2.7µ
r3 and |∂∆H

∂r
| ≤ 12.5µ

r4 for r ≥ 1.59.

While this is adequate for exposition, it not quite accurate enough for our pur-
poses. We define a function (|∆H|)+(r) so that for all ϕ ∈ T and r ≥ 1.59 it holds

that (|∆H|)+(r) ≥ |∆H(r, ϕ)|. The function
(∣

∣

∂∆H
∂r

∣

∣

)+
(r) is defined similarly.

In the appendix, we outline a method to define these functions precisely using a
computer.

We also need very accurate estimates on how Pϕ changes dynamically with
time (or radius). In the appendix, we construct a function ρ(r) such that Pϕ(t) ∈
Pϕ(0) + [−ρ(r(t)), ρ(r(t))] for t the time between an apohelion and the following
perihelion. Using ρ and some data from the rigorous integration (sect 5.7), one
can prove the following lemma.

Lemma 5.2. (Bounds on change in angular momentum)
Assume µ = 10−3 and J0 = 1.8. Then

(i) When approaching the perihelion from the apohelion, angular momentum
doesn’t change by more than ρ(5) = 0.0215298µ over the entire outside region.

(ii) When approaching the perihelion from the apohelion, angular momentum
doesn’t change by more than 4.44885µ.

(iii) Angular momentum won’t change by more than 1.444µ after an R-Solar
passage.

Furthemore, one can also prove

Lemma 5.3. ρ(r) ≤ 20µ
r3 for r ≥ 1.61. Furthermore ρ(r) ≤ 2.7µ

r3 for r ≥ 5.

This should not come as a great surprise since Pϕ − Pϕ(0) =
∫ t

0
−∂∆H

∂ϕ
dt, so

angular momentum changes solely due to the perturbation term which is of order
O( µ

r3 ).

5.2. New Outside Region Setup. Assuming there is always parabolic behav-
ior away from the sun is unnatural for low eccentricity orbits where the comet
does not make large R-Solar passages. It more accurate to use elliptic orbits.
From the formulas for λ± in section 2, we observe that it is in our favor to have
time in the outside region as large as possible since this pushes λ± closer to one.
By Kepler’s Second Law, the comet will move the slowest, and hence take the
most time near an apohelion. So when constructing the test curve γtest, instead
of (5, R) and (R, 5) segments, we use the pieces of trajectory connecting 5-Solar
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passages, ie we start at r = 5, advance to an apohelion, and move back to r = 5
(fig. 9).

Figure 9. The New Outside Region Setup.

5.3. Asymmetry in the Outside Region. When approximating the RCP3BP
with parabolic motions we made use of the fact that the 2BP before and after
a 5-Solar passage were the same. This is not true in general. When the comet
passes through the kick region, Jupiter changes the angular momentum of the
comet. This changes the behavior of the comet in the outside region. In fact,
this is the mechanism which allows capture and escape to occur. However this
is difficult to model as the change in angular momentum after a 5-Solar passage
means the apohelions before and after the 5-Solar passage are different. This
means that γ− and γ+ spend different amounts of time in the outside region, and
hence λ− and λ+ are not directly related.

Another technical complexity to consider is that our rigorous numerics work
by taking intervals in initial conditions and integrating them (see appendix 8),
in particular the integrator starts a comet at r = 5 and makes a 5-Solar passage.
Let Pϕ(t5) denote the angular momentum at the start of the 5–Solar passage. We
consider Pϕ(t5) ∈ I and denote the enclosure for the angular momentum before
the 5–Solar passage I− and after I+. Note that we have I ⊂ I±.

In order to reach the interval I at time t5, initial conditions must be contained
in I+[−2ρ(5), 2ρ(5)] = I− since this accounts for a change in angular momentum
in the outside region. The bound of 2ρ(5) is because the comet passes between
r = 5 and the apohelion twice.

Let (∆Pϕ)kick(I) denote enclosure of possible changes in angular momentum
after passing through the kick region when entering with angular momentum
Pϕ ∈ I. This means that when leaving, Pϕ ∈ I + (∆Pϕ)kick(I). Then when the
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comet is leaving the sun and is in the outside region, Pϕ ∈ I + (∆Pϕ)kick(I) +
[−2ρ(5), 2ρ(5)] = I+.

5.4. Some Bounds. We are tasked with estimating all of equations (47) in de-
tail. Suppose I = P ∗

ϕ + [−w,w] and |(∆Pϕ)kick(I)| ≤ M . We call [−w,w] the
window around P ∗

ϕ. It is an artifact of the rigorous numerics. We use the ()± to
denote upper and lower bounds (see appendix 8). Lower case letters will denote
values before the 5-Solar passage and upper case letters will denote values after
the 5-Solar passage. Then let

c± = J0 − P ∗
ϕ ± 2ρ(5) ± w ± (|∆H|)+(5)(51)

C± = J0 − P ∗
ϕ ± 2ρ(5) ± w ±M ± (|∆H|)+(5) .(52)

Clearly the above quantities bound C = J0 − Pϕ + ∆H before and after the
5-Solar passage. Consider the Sun-Comet two body problems with Pϕ = P ∗

ϕ ±
ρ(5) ± w or Pϕ = P ∗

ϕ ± ρ(5) ± w ± M . We call the 2BPs with these angular
momenta the extreme 2BPs with respect to P ∗

ϕ. The RCP3BP with Pϕ(0) = P ∗
ϕ

has angular momenta between the values of the angular momenta for the extreme
2BPs with respect to P ∗

ϕ Hence time spent in the outside region as well as action
in the outside region for the RCP3BP is between the values found using the
extreme 2BPs. For small w, we note that the range of angular momenta is not
more than 3µ between the extreme 2BPs, so in the outside region away from
parabolic motions (e ≤ 0.96), there will not be any qualitative difference from
using the extreme 2BP approximations. Hence in order to carry out the action
comparison rigorously using the elliptic motions for RCP3BP, we carry it out for
the extreme 2BPs and note that the actual value for RCP3BP will be contained
inside bounds obtained. Now let

r±− =
(P ∗

ϕ ± 2ρ(5) ± w)2

1 +
√

1 − 2(c±)(P ∗
ϕ ± 2ρ(5) ± w)2

(53)

r±+ =
1 +

√

1 − 2(c∓)(P ∗
ϕ ∓ 2ρ(5) ∓ w)2

2(c∓)
(54)

R±
− =

(P ∗
ϕ ± 2ρ(5) ± w ±M)2

1 +
√

1 − 2(C±)(P ∗
ϕ ± 2ρ(5) ± w)2

(55)

R±
+ =

1 +
√

1 − 2(C∓)(P ∗
ϕ ∓ 2ρ(5) ∓ w ∓M)2

2(C∓)
.(56)
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In light of the integrals in appendix 11, we note that for the 2BP, time from the
apohelion to r = 5 is given by

(57) Tout =
I1(r

perih, rapoh, 5, rapoh)
√

2(E − Pϕ)
.

For RCP3BP, we let tout be the time γ− spends in the outside region, ie the
time spent from initial conditions until the start of 5-Solar passage. Let Tout

be the time γ+ spends in the outside region, ie the time spent from the end of
5-Solar passage until the final conditions.

Lets use the estimates on Pϕ, ∆H , rperih, and rapoh to estimate quantities in
the action comparison. Define

b±out(k) =
Ik(r

±
−, r

∓
+, 5, r

∓
+)

√

2(c∓)
(58)

B±
out(k) =

Ik(R
±
−, R

∓
+, 5, R

∓
+)

√

2(C∓)
(59)

where the Ik are integrals defined in the appendix. The signs of the radii are
choosen so that they are all consistent with using a single extreme 2BP for each
of the 4 possible bounds b±out, B

±
out. It follows that tout ∈ [2b−out(1), 2b+out(1)] and

Tout ∈ [2B−
out(1), 2B+

out(1)]. Recall that the factor of 2 comes from the fact the
distance from r = 5 to an apohelion is traversed twice in the new scheme for the
outside region. The other values of k will used later.

5.5. λ estimates. If (r(t), ϕ(t), ṙ(t), ϕ̇(t)) is a solution to the Euler-Lagrange
equations, then the rescaled trajectory
(

r( t
λ
), ϕ( t

λ
), λṙ( t

λ
), λϕ̇( t

λ
)
)

= (rλ(t), ϕλ(t), ṙλ(t), ϕ̇λ(t)) is also a solution to the
Euler-Lagrange equations. The equations of motion give

ϕ̇ = − 1 +
Pϕ

r2
(60)

ϕ̇λ =

(

−1 +
Pϕ

r2

)

λ .(61)

Hence

ϕ(t) =ϕ(0) − t+

∫ t

0

Pϕ(s)

r(s)2
ds(62)

ϕλ(t) =ϕ(0) − λt+ λ

∫ t

0

Pϕ(s)

r(s)2
ds .(63)

We compute the differences in angle over time and solve for λ to get

(64) λ(t) = 1 − ϕλ(t) − ϕ(t)

t−
∫ t

0
Pϕ(s)
r2(s)

ds
.
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This formula can be interpreted as telling us how much of a rescaling λ is needed
if we specify the difference

(

ϕλ(t)−ϕ(t)
)

of angles from the rescaled and original
trajectories at time t. Note that when using this formula, it is more conve-
nient to calculate ∆ϕ(t5), the difference in angles at the start of the 5-Solar
passage, rather than ∆ϕperih. This is because we want to compute time and
action in the outside region only and the above formula allows us to consider
behaviors only in the outside region. Using ∆ϕ(t5) has the effect of redefin-

ing ϕperih
max and ϕperih

min . We now consider these angles to be the angle the comet
makes with respect to Jupiter when at r = 5 that respectively maximizes or
minimizes Ain as in section 2.5. These angles depend on Pϕ, as does the differ-

ence ∆ϕ(t5) = ϕperih
max − ϕperih

min =
(

ϕλ(t) − ϕ(t)
)

. It is acceptable to use this new
difference in angles since solutions with these new minimal and maximal angles
will flow into solutions with perihelion angles which minimize or maximize action.

Now lets estimate λ± using each of the extremal 2BPs listed above. First
estimate,
(65)
∫ t

0

Pϕ(s)

r2(s)
ds =

∫ r(t)

r(0)

dr

ṙr2
=

∫ r1

r0

Pϕdr
√

2(J0 − Pϕ + ∆H)r(rapoh − r)(r − rperih)

which looks like the integral I−1 from the appendix multiplied by Pϕ. Let

j =[(P ∗
ϕ − 2ρ(5) − w) · b−out(−1), (P ∗

ϕ + 2ρ(5) + w) · b+out(−1)](66)

J =[(P ∗
ϕ − 2ρ(5) − w −M) · B−

out(−1), (P ∗
ϕ + 2ρ(5) + w +M) · B+

out(−1)] .(67)

Then

λ±− (I−) ∈ 1 − (∆ϕ(t5))(I)

2[b−out(1), b+out(1)] − 2j
(68)

λ±+ (I+) ∈ 1 +
(∆ϕ(t5))(I)

2[B−
out(1), B+

out(1)] − 2J
.(69)

The signs in λ±± come about by examining the action comparion in the kick region
and noting the maximal action comes after the minimal one (ie it is less than π
to the right of the minimal action, and more than π to the left on the circle.)
Then starting at the maximal action, we need to slow down the comet, ie we
need λ− < 1. Thinking of this another way, since ϕ̇ < 0, slowing down means
spending more time in the outside region, which means ϕ decreases.

5.6. Action Decomposition. Using H = −E = J0, it follows that for elliptic

motions v2

2
= P 2

r

2
+

P 2
ϕ

2r2 = 1
r
+ ∆H −E + Pϕ where v = γ̇. The rescaled action for
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the elliptic case is

A(λ, t0, t1 =

∫ t1λ

t0λ

(

λ2v2

2
+

1

r
− ∆H

)(

t

λ

)

dt(70)

= λ

∫ t1

t0

(

λ2

(

1

r
+ ∆H −E + Pϕ

)

+
1

r
− ∆H

)

(u)du(71)

=

∫ t1

t0

λ3 + λ

r
dt+

∫ t1

t0

λ3(−E + Pϕ)dt+

∫ t1

t0

(λ3 + λ)(−∆H)dt .(72)

We define

AP (λ, t0, t1) =

∫ t1

t0

λ3 + λ

r
dt(73)

AK(λ, t0, t1) =

∫ t1

t0

λ3(−E + Pϕ)dt(74)

A∆H(λ, t0, t1) =

∫ t1

t0

(λ3 + λ)(−∆H)dt(75)

so that A = AP +AK +A∆H . To do the action comparison, we need to estimate

A(1, tout) −A(λ+, tout) + A(1, tout) −A(λ−, tout)(76)

=AP (1, tout) −AP (λ+, tout) + AP (1, tout) − AP (λ−, tout)

+ AK(1, tout) −AK(λ+, tout) + AK(1, tout) − AK(λ−, tout)

+ A∆H(1, tout) − A∆H(λ+, tout) + A∆H(1, tout) − A∆H(λ−, tout) .(77)

To estimate each of these terms, our strategy is to get lower and upper bounds
by using the extreme 2BP’s.

5.6.1. A∆H estimates. The least care needs to be taken in estimating this term.

A∆H(1, tout) −A∆H(λ+, tout) + A∆H(1, tout) − A∆H(λ−, tout)(78)

=

∫

tout

(2 − λ3
+ − λ+)(−∆H)dt+

∫

tout

(2 − λ3
− − λ−)(−∆H)dt(79)

∈ 2[B−
out(1), B+

out(1)](2 − [λ−+, λ
+
+]3 − [λ−+, λ

+
+])[(|∆H|)+(5)](80)

+ 2[b−out(1), b+out(1)](2 − [λ−−, λ
+
−]3 − [λ−−, λ

+
−])[(|∆H|)+(5)] .

This term is small, usually of the order 10µ2, and no additional refinements need
to be made to this estimate.
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5.6.2. AK estimates. Lets estimate

AK(1, tout)−AK(λ+, tout) + AK(1, tout) − AK(λ−, tout)

=

∫

tout

(

1 − λ3
−

)

(−E + Pϕ)dt+

∫

tout

(

1 − λ3
+

)

(−E + Pϕ)dt(81)

using the extreme 2BPs. To keep notation simple, let min(I−) = m−, max(I−) =
m+, min(I−) = M−, and max(I+) = M+.

∫

tout

(

1 − λ3
−

)

(−E + Pϕ)dt+

∫

Tout

(

1 − λ3
+

)

(−E + Pϕ)dt

(82)

⊂ [2 ·
(

b−out(1)
)

·
(

1 − (λ−−)3
)

·
(

− E +m−

)

, 2·
(

b+out(1)
)

·
(

1 − (λ+
−)3
)

·
(

−E +m+

)

]

+
[

2 ·
(

B−
out(1)

)

·
(

1−(λ+
+)3
)

·
(

− E+M−

)

, 2·
(

B+
out(1)

)

·
(

1− (λ−+)3
)

·
(

− E+M+

)]

.

(83)

Note the ordering of the bounds. For example b−out(1) is paired with λ−− and
m− since smaller angular momentum means a smaller apohelion, meaning less
time is spent in the outer region, ie a smaller tout, and less time in the outer
region means a worse λ value, ie farther from one, ie a smaller λ− < 1. The logic
for the other pairings is similar.

These bounds are readily computable on a computer.

5.6.3. AP estimates. Now estimate

AP (1, tout) − AP (λ+, tout) + AP (1, tout) −AP (λ−, tout)

=

∫

tout

2 − (λ3
− + λ−)

r
dt+

∫

tout

2 − (λ3
+ + λ+)

r
dt(84)

using the extreme 2BPs. Note that these integrals look like I0 from the appendix.
To keep notation simple, let min(I−) = m−, max(I−) = m+, min(I−) = M−,
and max(I+) = M+.

∫

tout

2 − (λ3
− + λ−)

r
dt+

∫

tout

2 − (λ3
+ + λ+)

r
dt(85)

⊂ [2 ·
(

b−out(0)
)

·
(

2 − (λ−−)3 − λ−−
)

, 2 ·
(

b+out(0)
)

·
(

2 − (λ+
−)3 − λ+

−

)

]

+ [2 ·
(

B+
out(0)

)

·
(

2 − (λ−+)3 − λ−+
)

, 2 ·
(

B−
out(0)

)

·
(

2 − (λ+
+)3 − λ+

+

)

] .(86)

These bounds are readily computable on a computer.
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5.7. The Kick Region Action Comparison. In this subsection we consider
µ = 10−3 and J0 = 1.8 and develope precise estimates on how action varies in the
kick region. We program the CAPD package to rigorously integrate trajectories
over 5-Solar passages, and record ∆Amin

in (I), ∆ϕ(t5)(I), the change in angular
momentum over the kick region (∆Pϕ)kick(I), and the time to cross the kick
region. Stated as a theorem

Figure 10. Lower bounds on ∆Amin
in (Pϕ) vs. Pϕ.

Figure 11. Upper bounds on ∆ϕ(t5)(Pϕ) vs. Pϕ.

Figure 12. Upper bounds on (∆Pϕ)kick vs. Pϕ.
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Figure 13. Upper bounds on the maximum time to cross the kick region.

Theorem 5.4. For RCP3BP(0.001, 1.8) and Pϕ ≥ 1.6875,

∆Amin
in ≥ 15.9748µ(87)

∆ϕ(t5) ≤ 1.2495(88)

|(∆Pϕ)kick| ≤ 1.40093µ .(89)

Furthermore, for Pϕ ≥ 1.71, the maximum time to cross the kick region is less
than 19.5256.

Proof. We program the CAPD package to rigorously integrate trajectories
over a 5-Solar passage. Action can also be solved for simultaneously by noting
that since action is the integral of the Lagrangian, i.e. A(t) =

∫ t

0
L(s)ds, hence

Ȧ = L(t), and L(t) depends on the polar variables at time t, which are known
after one step of the integrator. Use initial conditions r = 5, Pϕ ∈ [1.6875, 1.81],
ϕ ∈ T. Subdivide [1.6875, 1.81] into 4901 boxes of size 0.000025, and subdi-
vide [−π, π] into 12567 boxes of size 0.000025. Use the implicit definition of

Pr =

√

2
(

1.8 − P 2
ϕ

2r2 + 2
r
− ∆H(r, ϕ)

)

on the energy surface S(1.8). Use A(0) = 0.

Integrate trajectories until they cross {r = 5} again. Record the action before
and after the box of trajectories crosses {r = 5}. Then make an interval out of
the lower and upper bounds on action while crossing. Since the box is small, with
the use of adaptive step size, the width of the action interval will be small, and
it accurately measures action for the box being integrated. We do this for each
trajectory with a fixed box of Pϕ’s, i.e. for Pϕ(t5) ∈ P ∗

ϕ + [−w,w]. The action
difference in this class is bounded using the largest lower bound of all the action
intervals, and smallest upper bound. Actual differences could be larger. Also
recorded is the angle of the initial conditions which produces each extremal box,
the maximum change in angular momentum for each window of initial condition,
and the exit times. This all gives the data above. Note that this method ac-
tually produces an extensive list of boxes and bounds. These are plotted in the
graphs above.
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Remark. This setup is expensive and took 15 computers 2 weeks to complete
the comparison.

Using the above estimates for the outside region, as well as the rigorous in-
tegration data for the kick region, a program was written to compare action.
The result is the estimate in the main theorem that e∗(0.001, 1.8) ≤ 0.66. The
software is general enough to handle other values of µ and J0.

6. The applicability of Aubry-Mather Theory

We have shown that the map F is an exact area preserving twist map in
Delauney coordinates. However the action comparison was performed in polar
coordinates. We need

Theorem 6.1. (Bernard’s Theorem) If φ is a canonical change of coordinates
on a smooth compact manifold M , then for every ω, the Aubry-Mather set Σω

contained in the domain of φ is preserved under the change of coordinates [Ber].

Unfortunately, this theorem requires that Aubry-Mather (AM) sets are con-
tained in compact domains. We need to know that in particular they won’t leave
the twist region, e ≤ 0.994. The estimates on change in angular momentum tell
us that making one full orbit (perihelion to perihelion) will not change angular
momentum by more than 8.95µ (see appendix). Translating this into a state-
ment about eccentricity, it says that starting with initial eccentricity e ≤ 0.96,
the comet remains in the twist region after one revolution around the sun. Hence
starting in e ≤ 0.96 will ensure our AM sets remain bounded safely inside the
twist region. The AM sets are bounded below by invariant curves, say near
e = 0.3 from the [CC] result. Hence all our AM sets are contained in a compact
region. [GK3] provides more of a justification for this bound as well as develops
more efficient methods for bounding the location of Σω.

Let β(L) be a C∞ bump function which is 1 for L ∈ [1.7, 16] (i.e. 1 for ec-
centricities between 0.3 and 0.994), and 0 outside of a neighborhood of [1.7, 16].
Now consider the dynamics of the Hamiltonian H3BP

Del · β(L). It will behave like
that of H3BP

Del on the compact region {1.7 ≤ L ≤ 16}, and is trivial outside a
neighborhood of this interval. Hence Bernard’s Theorem applies using this com-
pact subset of the energy surface. Thus Aubry-Mather sets will remain the same
in both coordinate systems, so invariant 2-tori will be action minimizing by stan-
dard results for exact area preserving twist maps [Ban], [MF], [S].

If C− and C+ are two rotationally invariant curves such that there are no
invariant curves in between C− and C+, we say that region C bounded by C−

and C+ is a Birkhoff Region of Instability (BRI). Our main result says that we
have a BRI inside of e ∈ [0.66, 0.96]. Furthermore,
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Theorem 6.2. (Mather Connecting Theorem) For any two rotation numbers
ω, ω′ ∈ [ω−, ω+] inside of the rotation interval of a Birkhoff Region of Instability
C, there is a point p ∈ C such that the α limit set of p is contained in Σω and
the ω limit set of p is contained in Σω′. ([K1], [Ma]).

Furthermore, every possible rotation number has an Aubry-Mather set associ-
ated to it [Ma]. Each eccentricity e = e0 on the cylinder S(J0)∩H(J0)∩{g = g∗}
has a range of rotation numbers associated it. These are determined by the
speed at which ℓ goes around the base T, i.e. the speed at which the comet moves
around the sun. Higher eccentricities will have smaller rotation numbers. Hence
the Mather Connecting Theorem provides us with a connecting orbit which starts
with initial eccentricity e = 0.66 and approaches eccentricity e = 0.96.

7. Conclusion and Extension

We have constructed a large Birkhoff region of instability. What prevents
us from extending the result to eccentricities beyond emax is the fact that our
coordinate system becomes undefined for nearly parabolic motions. This is not
an ideological issue as we expect instabilities near the separatrices which arise
from parabolic motions. Delauney variables can be modified near the separatrices
to deal with singularities which arise for nearly parabolic motions, and this is done
in [GK2]. When done our claim becomes

Theorem 7.1. Consider the restricted circular planar three body problem with
Sun-Jupiter mass ratio µ. Fix a Jacobi Constant J that produces three disjoint
Hill regions and consider dynamics in the outer Hill region. There exist trajecto-
ries of a comet with initial eccentricity e∗ = e(µ, J) that increases in eccentricity
beyond 1, i.e. the comet escapes the solar system to infinity. For example, if
µ = 10−3 and J = 1.8, then e∗ ≤ 0.66.

8. Appendix - Rigorous Numerics

We need a computer to provide mathematically verified bounds on flows of
ODE’s to complete some of the estimates encountered. Consider the initial value
problem (IVP)

(90)

{

ẋ = f(x)

x(0) = x0

Assume that solutions exist, are unique, and are defined for all time, and that
f is sufficiently smooth (either C∞ or real analytic). We specify a fixed step
size h for the Euler Method. If x(t) is a solution to the IVP, then from Taylor’s
Theorem

(91) x(t+ h) = x(t) + x′(t) +O(h2) ≈ x(t) + hf(x(t))
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Euler’s Method forgets the remainder and makes the a linear approximation at
each time step to give

(92)

{

ti = ti−1 + h

xi = xi−1 + hf(xi−1) .

Each step of the Euler Method makes an error of O(h2), known as the local
truncation error, which for h small isn’t too bad. However the small errors made
by disregarding the O(h2) causes the method to track a slightly different solution
each time step. After many steps these small errors can accumulate and destroy
the method’s usefulness by jumping to a solution which has different behavior
from the one desired. This is known as global truncation error. Even higher order
methods like Runge-Kutta 7-8 are still susceptible to this. We utilize methods
which avoid these difficulties.

8.1. Interval Arithmetic. When working on a computer, there is another
source of error which must be accounted for - floating point error - which arises
because a computer is incapable of representing a general real number.

Machine representable numbers are a subset of real numbers which a computer
can perform computations with. We define machine-ǫ as the smallest positive
number such that 1 6= (1 + ǫ) on our machine. It gives a kind of spacing between
machine representable numbers. This is dependent on the computer’s architec-
ture and software, however most computers adopt IEEE standards which specify
such representable numbers, and use machine ǫ ≈ 10−16. Assume that we have
adopted such a standard. [IEEE]

One method to get around these difficulties is by using so called interval arith-
metic. If x ∈ R we say [a, b] is an interval representation for x with machine
representable numbers a and b if x ∈ [a, b]. We denote intervals in calligraphic
capital letters (I). If I = [a, b], then define max(I) = b and min(I) = a.

If f : R
n × R

m → R is a smooth function and I × J is a product of intervals,
we say that the interval K encloses f on the domain I × J if f(I,J ) ⊂ K.
Computing good enclosures is a principle difficulty in interval arithmetic. [KM]
and [MZ] contain methods to make enclosures both rigorous and efficient.

When we say “bound f : R
d → R over domain D using interval arithmetic” we

really mean to use the following algorithm.

1) Cover D with n intervals (or products of intervals) Id
i so that D ⊂ ∪n

i Id
i .

2) Find enclosures Ki such that f(Id
i ) ⊂ Ki.

3) Compute m = min(Ki) and M = max(Ki)



DESTRUCTION OF INVARIANT CURVES USING COMPARISON OF ACTION 29

This algorithm gives numbers so that m ≤ f(D) ≤ M . Bounds depend on D,
d, n, and the regularity of f . Generally speaking, decreasing diam(Id

i ) improves
the bounds.

Several of our computations are done on a Computer Algebra System (CAS).
Generally speaking, a computer algebra system is a system which rigorously ma-
nipulates algebraic and numerical expressions. A CAS can be programmed to
use exact arithmetic, which is arithmetic using symbolic expressions to produce
exact output without rounding. For example 1

2
+ 1

3
= 5

6
on a CAS. It is possible

to perform exact interval arithmetic where intervals contain symbolic expressions
and the bounds are manipulated using exact arithmetic. Our CAS needs the
following capabilities.

1) Manipulates algebraic expressions using exact arithmetic

2) Take symbolic derviatives (where possible)

3) Take symbolic integrals (where possible)

4) Perform interval arithmetic accounting for rounding error

Remark. Mathematica is one such CAS which satisfies these constraints. There
are others.

As we will be computing many lower and upper bounds, lets adopt the nota-
tion (·)± to denote functions or numbers which are upper and lower bounds on
the function (·). For example f(x, y) ≤ (f(x))+ means that (f(x))+ is a function
of x such that the bound holds for all y in the domain of f .

Returning to the problem of rigorous numerics for ODE’s, we reformulate the
problem in terms of interval arithmetic. Now consider the Interval Value Problem
(IvVP) .

(93)

{

ẋ = f(x)

x(0) ∈ I

where now I is some interval of initial conditions, x is now made up of interval
objects instead of reals, and all operations are performed via interval arithmetic.
From a dynamical systems perspective, we seek to transport a cube of initial
conditions under the flow of the ODE. The advantage of an IvVP solver is that by
covering the space of initial conditions with intervals, the solver tells us rigorously
how the entire space moves under flow.

8.2. The Lohner Algorithm. One might wonder how to construct a rigorous
IvVP solver or even if they exist. Both questions are answered in [Z] and [WZ].
The main idea is as follows.
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Notice the difficulty with nonrigorous methods is that they follow slightly dif-
ferent solutions at each step which gradually move apart. Gronwall’s inequality
tells us that differing solutions move apart at most exponentially based on the
magnitude of a Lipschitz constant, which is roughly ||Df(x)||. The O(h2) trun-
cation error in Euler’s Method is from remainder term in the Taylor’s theorem
which can be written in the form x′′(ξ)h2

2
= Df(ξ)f(ξ)h2

2
for some ξ. A naive

way to produce a rigorous integrator is to bound the truncation error at each
step. Poor bounds will require the integrator to use larger interval bounds at
each step, and these bounds can potentially grow exponentially, rendering the
output useless. This is commonly known as the wrapping effect.

In order to get good estimates on the errors made, accurate of estimates of
||Df(x)|| are needed. One way to do this is to solve the equations of first varia-
tion rigorously. Any bound on the variational equations will suffice to rigorously
take a step in the Euler Method. In [Z], [WZ] and [MZ], efficient methods are
outlined. They introduce efficient representations of interval sets that allow for
better bounds. It is also noted that in solving the equations of variation, the
same main idea can be applied to D2f(x) and higher derivatives so that one can
get efficient bounds for higher order equations of variation.

The theory developed in [Z] and [WZ] has been implemented in a package
called CAPD. It is our primary tool for rigorous integration of the equations of
motion.

9. Appendix-Estimates on Perturbation Terms

We outline how a computer can generate (|∆H|)+(r) and
(∣

∣

∂∆H
∂r

∣

∣

)+
(r).

9.1. Outside Region Estimates.

Step 1a – First Taylor expand in 1
r

the perturbation term ∆H to 12 terms,

and ∂∆H
∂r

to 13 terms. The coefficients are trigonometric polynomials in ϕ.

Step 1b – Using basic calculus (or a CAS), find the maximum of the absolute
value of the coefficients. Exact interval arithmetic can also be used to do this.

Step 1c – Compute the remainder terms. They are functions of 1
r

and ϕ.

Both are defined on compact domains, 0 ≤ 1
r
≤ 1

5
and −π ≤ ϕ ≤ π. Note that

∆H and ∂∆H
∂r

have critical points at ϕ = 0, π and cos(ϕ) = 1−2µ
2r

hence so do

their derivatives in 1
r
. Subdivide the domain 0 ≤ 1

r
≤ 1

5
into intervals of size

10−3 and use exact interval arithmetic to obtain rigorous upper bounds on the
remainder term.

Step 1d – Assemble new terms which are the Taylor Polynomials from 1a
with the coefficients from 1b and the remainder terms from 1c. We use these to
define the symbols (|∆H|)+ and

(∣

∣

∂∆H
∂r

∣

∣

)+
for r ≥ 5.
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Remark. All of these estimates are independent of the Jacobi constant.

Some of the leading terms in the expansion for r ≥ 5.

(|∆H|)+ =
µ(1 − µ)

r3
+
µ(1 − µ)(1 − 2µ)

r4
+ ... for r ≥ 5(94)

(∣

∣

∣

∣

∂∆H

∂r

∣

∣

∣

∣

)+

=
3µ(1 − µ)

r4
+

4µ(1 − µ)(1 − 2µ)

r5
+ ... for r ≥ 5(95)

Remark. While the leading terms are able to be expressed in terms of µ for
any value of µ explicitly, later terms which the computer find will depend on the
specific µ used. However the software written is general enough to handle any
input µ.

9.2. Kick Region Estimates. We modify the above technique to estimate the
perturbation terms in the kick region, where the bounds on the remainder term
become poor for r < 5.

Step 1e – Keep the terms up to order 5 for (|∆H|)+ and order 6 for
(∣

∣

∂∆H
∂r

∣

∣

)+

from the outside region, and add new remainder terms of the form 1
300r6 and 1

50r7

respectively.

We use these new functions to define the symbols (|∆H|)+ and
(∣

∣

∂∆H
∂r

∣

∣

)+
in the

kick region. Interval arithmetic is used to verify the approximations generated
are bounds on the actual perturbation terms.

Remark. The estimates for the inner region where found by hand for the specific
value of µ = 10−3. However it is possible to program the CAS to find estimates
in the kick region for any value of µ.

9.3. Assumptions and Some Initial Bounds. Consider the case µ = 10−3

and J0 = 1.8. It is useful to have some initial bounds on angular momentum and
minimal radius. Note that the class of solutions we care about has Pϕ ≤ 1.81,
i.e. e ≤ 1.0324. For now we assume that Pϕ ≤ 1.81, and justify this later.

Noting that Pϕ = (rperih)2 −
√

2(rperih) − 2∆H − 2E(rperih)2 + (rperih)4, then
one gets an upper bound on Pϕ by using (|∆H|)+ in place of ∆H in the definition
of Pϕ. Further examination indicates that increasing Pϕ decreases rperih. Hence
its possible to get a lower bound on rperih, which can be used to bound the
magnitude of the perturbation term.

rperih ≥ 1.61048 = rperih
min(96)

|∆H| ≤ 0.629522µ .(97)

We justify our assumptions in the next section.
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10. Appendix – Estimates on change in Pϕ

We prove lemma 5.2. It will become necessary to have good estimates on how
Pϕ changes. Recall that

(98) Ṗϕ = −∂∆H
∂ϕ

.

Hence

(99) ∆Pϕ(t0, t1) = Pϕ(t1) − Pϕ(t0) =

∫ t1

t0

−∂∆H
∂ϕ

dt .

Now

(100)
d

dt

(

∆H(r(t), ϕ(t))
)

=

(

∂∆H

∂r
(t)

)

ṙ(t) +

(

∂∆H

∂ϕ
(t)

)

ϕ̇(t)

and hence

(101)
∂∆H

∂ϕ
(t) =

1

ϕ̇(t)

(∂∆H

∂r
(t)ṙ(t) − d

dt
(∆H(t))

)

.

Plugging in and using a change of variables gives

∆Pϕ(t0, t1) =

∫ t

0

− 1

ϕ̇(t)

(∂∆H

∂r
(t)ṙ(t) − d

dt
∆H(t)

)

dt

=

∫ t

0

1

ϕ̇(t)

( d

dt
∆H(t)

)

dt−
∫ r(t1)

r(t0)

1

ϕ̇(t(r))

(∂∆H

∂r

)(

r, ϕ(t(r))
)

dr .(102)

Let r0 = r(t0) and r1 = r(t1). Suppose the comet is approaching the perihelion
from the apohelion. Then r1 ≤ r0. As t increases, r decreases, and our estimate
should account for more uncertainty in the value of Pϕ given the perturbation
term grows larger in magnitude closer to the sun.

(103) |∆Pϕ(t0, t1)| ≤
1

minr∈[r0,r1] |ϕ̇(r)|

(

∣

∣

∣

∫ t1

t0

d

dt
∆H(t)dt

∣

∣

∣
+

∫ r0

r1

∣

∣

∣

∂∆H

∂r

∣

∣

∣
dr

)

Note that

(104) min
r∈[r0,r1]

|ϕ̇(r)| ≥ min
r∈[r0,r1]

(

1 − Pϕ

r2

)

≥ 1 − maxPϕ

r2
1

.

Hence

|∆Pϕ(t0, t1)| ≤
1

1 − max Pϕ

r2

1

(

|∆H(t1) − ∆H(t0)| +
∫ r0

r1

∣

∣

∣

∂∆H

∂r

∣

∣

∣
dr
)

(105)

≤ 1

1 − max Pϕ

r2

1

(

(|∆H|)+(r0) + (|∆H|)+(r1) +

∫ r0

r1

(∣

∣

∣

∣

∂∆H

∂r

∣

∣

∣

∣

)+

dr
)

.(106)
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Claim.
(

(|∆H|)+(r0) + (|∆H|)+(r1) +
∫ r0

r1

(∣

∣

∂∆H
∂r

∣

∣

)+
dr
)

is nondecreasing as a

function of r0 for r0 ≥ 1.59.

Since (|∆H|)+ is decreasing as a function of r and limr0→∞(|∆H|)+(r0) = 0,
from this claim it follows that
(107)

|∆Pϕ(t0, t1)| ≤ ρ(r(t1)) :=
1

1 − max Pϕ

r2

1

(

(|∆H|)+(r1) +

∫ ∞

r1

(∣

∣

∣

∣

∂∆H

∂r

∣

∣

∣

∣

)+

dr
)

provided that the radius is decreasing from t0 to t1 and the comet is in the out-
side region. Using (maxPϕ) ≤ 1.81 to evaluate ρ(5) gives an upper bound on
the change of Pϕ over the whole outside region. Note that this argument can be
made symmetric by considering change from the final conditions and reserving
time. Hence, (i) when approaching the perihelion from the apohelion, angular
momentum doesn’t change by more than ρ(5) ≈ 0.0215298µ over the entire out-
side region, (ii) when approaching the perihelion from the apohelion, angular

momentum doesn’t change by more than ρ(rperih
min ) ≈ 4.44885µ, and (iii) angular

momentum won’t change by more than 2ρ(5) + 2ρ(rperih
min ) ≈ 8.94077µ during an

R-Solar passage.

If we only care about change in angular momentum after an R-Solar passage,
then (iii) is not an optimal bound. We use CAPD to perform rigorous integration
over all 5-Solar passages with Pϕ ∈ [1.68753, 1.81] and note that |∆Pϕ| ≤ 1.4µ
(Theorem 5.4). Thus a more tight estimate on total change in angular momem-
tum after an R–Solar passage is 1.4µ+ 2 · 0.0215298µ < 1.444µ.

This justifies the initial assumption, since if the comets starts with Pϕ(0) = 1.8
(i.e. e = 1) and approached the sun to make an R-Solar passage, then the most
angular momentum could ever be is Pϕ = 1.80894077 < 1.81. Note that e ≤ 0.96
corresponds to Pϕ ≤ 1.788.

Remark. We have implicitly used J0 = 1.8 and µ = 10−3 to generate the esti-
mate on change in angular momentum since these constants are used in estimates

on ρ, (|∆H|)+, and
(∣

∣

∂∆H
∂r

∣

∣

)+
. The software to estimate these quantities will ac-

cept any µ and J0 and the estimates on the integral above is general in nature,
so similar estimates on change in angular momentum for any µ and J0 where
there are three disjoint Hill regions with dynamics in the outer Hill region can be
generated by the computer.
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11. Appendix - Estimations of Common Integrals

We need to know some properties of the following commonly occurring inte-
grals. At various times one encounters integrals of the form

(108)

∫ t1

t0

rk(t)dt =

∫ r1

r0

rkdr

ṙ
.

Rewriting this

(109) F (J0, r0, r1, Pϕ, k) =

∫ r1

r0

rk+1dr
√

2(J0 − Pϕ + ∆H)(r+ − r)(r − r−)
.

Suppose that we can bound 2(E−Pϕ +∆H) as well as r± independently of time.
Then to evaluate integral (109) it suffices to know how to evaluate

(110) I(a, b, c, d, k) =

∫ d

c

rkdr
√

(b− r)(r − a)

where in all cases, a, b, c, d ≥ 0 and c ≤ r ≤ d. Specific forms are known for some
k. (The integrals are left in indefinite form.)

I(a, b, x,−1) =

arctan

(

x(a+b)−2ab

2
√

ab(b−x)(x−a)

)

√
ab

(111)

I(a, b, x, 0) = arcsin

(

2x − b − a

b − a

)

(112)

I(a, b, x, 1) =
a + b

2
arcsin

(

2x − a − b

b − a

)

− b − a

2

√

1 −
(

2x − a − b

b − a

)2

.(113)

12. Appendix - Hardware and Software

Mathematica was used for its symbolic manipulation abilities, as well as its
built in interval arithmetic. It was used to verify the claims in the technical
appendices. It also is used to symbolically differentiate the perturbation term
in Delauney and compute the twist term. Furthermore Mathematica’s built
in numerical integrator allowed us to model results quickly and get estimates
on the quantities involved in the action comparison. We made heavy use of
the CAPD (Computer Assisted Proofs in Dynamics) library which is written in
C++ to perform the rigorous numerical integration. CAPD can be obtained at
capd.ii.uj.edu.pl . CAPD is a library which provides objects for intervals, vec-
tors, matrices, maps, and integrators which can be included into C++ programs.
CAPD’s interval libraries and rigorous integrators were used to perform the ac-
tion comparison rigorously. The programs written in Mathematica and CAPD
can be obtained online at www.math.umd.edu/ joepi.
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The software ran continuously for two weeks, distributed over a cluster of 15
machines the fastest of which was a 3.4 GHz Pentium 4 with 2GB RAM and 120
GB HDD. It produced over 16GB of data. Each machine was running Linux with
latest available build of CAPD and Mathematica 5.0 or better.
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