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Abstract. In [12] the Ahlfors-Beurling operator T was represented
as an average of two-dimensional martingale transforms. The same
result can be proven for powers T n. Motivated by [18], we de-
duce from here that ||T n||p are bounded from above by Cnp∗, p∗ =
max

�
p, p

p−1

�
. We further improve this estimate to obtain optimal

behaviour of the Lp norms in question.

Résumé

L’opérateur d’Ahlfors–Beurling T a une répresentation comme un
moyenne des transformations de martingale sur le plan, voir [12]. Le
même résultat existe pout T n. On en déduit (motivés par [18] )
que les normes ‖T n‖p soient bornés par Cnp∗, p∗ = max

�
p, p

p−1

�
.

On peut améliorer ce résultat et obtenir la meilleur borne pour ces
normes.

1. Introduction

In the article [18] Iwaniec and Martin study singular integrals that appear
in regularity theory of nonlinear PDE in arbitrary dimensions. For exam-
ple, they compute the Lp−norms of scalar Riesz transforms on Rn, thus
extending a well-known result of Pichorides [23]. One of the key features of
their work is that they succeed in reducing the estimates of vector-valued
operators on Rn (such as combinations of Riesz transforms, complex Riesz
transforms, certain differential operators, etc.) to those of scalar valued
operators on C. There the crucial rôle is played by the Ahlfors-Beurling
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operator T , which is defined as

Tf(z) = − 1
π

p.v.

∫

C

f(ζ)
(z − ζ)2

dζ ,

its square root HC and their powers. From Vekua [25, I, §9] it emerges that

HCf(z) =
1

2πi

∫

C

f(ζ)
(ζ − z)|ζ − z| dζ .

The m-th iterate of HC is the convolution operator Hm
C with the kernel

(1)
i|m||m|

2π

( |z|
z

)m 1
|z|2 .

Here m ∈ Z\{0}. As said above, H2
C = T . Throughout the article they

extensively work with Hm
C ; most of their estimates are expressed in terms

of the norm of Hm
C on Lp(C), which they denote by Hp(m). However, no

estimate on Hp(m) itself is given. Explicitly, on p. 28 bottom they write:
“(...) As far as we are aware this is the first time estimates of the norms
of such singular integral operators have been attained and in particular the
reduction to the estimates of norms of two dimensional operators seems new.
We should point however that the p-norms Hp(m) of the mth iterate of the
complex Hilbert transform are as yet unknown”.

In a subsequent paper by Iwaniec and Sbordone [19] it was noticed that
for odd m one can resort to the method of rotations, developed in the 1956
paper [9] of Calderón and Zygmund, see also [14, Section 4.3] or [24, Chapter
II], which returns

Hp(2n− 1) 6 π

2
(2n− 1) cot

π

2p∗
6 Cnp∗, ∀n ∈ N

with an absolute constant C. Here

p∗ = max
{

p,
p

p− 1

}
.

On the other hand, the case of even m does not enjoy such a linear estimate.
Obviously

(2) Hp(2n) 6 Hp(2n− 1)Hp(1) 6 Cnp∗2 .

The slight difference lies in the fact that the kernel of H2n
C = Tn is even.

Calderón and Zygmund [9] derive a method for operators with even kernels
as well, but that method returns the same quadratic estimate in p as (2),
namely

||Tn||p = Hp(2n) 6 Cnp∗2 .

The main goal of this note is to present another method of rotation,
which works very well exactly for even kernels. We apply it to Tn = H2n

C
which gives us a linear estimate on Hp(2n).
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Theorem 1. There is an absolute constant C > 0 such that for all n ∈ N
and 1 < p < ∞,

(3) ||Tn||p 6 Cnp∗ .

Our proof of Theorem 1 consists of two main parts. One is a general-
ization of Burkholder’s sharp inequality for martingale transforms on the
line. He proved that the Lp norm of any such operator does not exceed
p∗ − 1. We construct analogue operators on the plane (while retaining the
same name) for which we show that the Burkholder’s theorem is still valid.

The second ingredient of the proof is representation of T as an average
of these planar martingale transforms, which was the principal result of
[12]. Here we revisit the technique used there in order to obtain such a
representation for arbitrary Tn. Actually, we come up with many different
underlying Haar systems, called Hb, which enables us to optimize the arising
constants, and consequently we yield linearity of estimates simultaneously
in n and p.

Let us state this result.

Theorem 2. Choose b > 0. For every n ∈ Z we have

Tn = Cb(n) · T ′
where Cb(n) > 0 and T ′ is a result of an averaging process involving mar-
tingale transforms on translated, dilated and rotated Hb.

Hence we can estimate Hp(m) for even m, since in that case the
kernels of Hm

C are symmetric and our averaging method works. Besides,
all Hm

C have the “right” order of homogeneity (i.e. −2). We cannot replace
Tn in the above theorem by Hm

C with odd m. For a result regarding rep-
resentation of operators with odd kernels as averages of simpler ones see [22].

One can even sharpen (3) for a fixed p and get

(4) ||Tn||p 6 C(n log n)1−2/p∗p∗ .

This can be extracted from interpolation between (3) and the case of p = 2
for which ||Tn||2 = 1.

The estimate (4) is still not quite optimal. Namely, after we had already
obtained (3) and (4), we learned of a theorem [10], [16] which enables us
to push (4) to its limits. Since we also obtain sharp estimates from below,
this yields the optimal behaviour of the norms Hp(2n), as is described in
the following statement.

Theorem 3. There are absolute constants C1, C2 > 0 such that for all
n ∈ N and 1 < p < ∞,

(5) C1n
1−2/p∗p∗ 6 ||Tn||p 6 C2n

1−2/p∗p∗ .
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One can take C1 = e−1.

To demonstrate the right inequality in (5) we will use the above-
mentioned powerful result due to Christ, Rubio de Francia [10] and Hof-
mann [16] which regards weak type estimates for operators with even ker-
nels. As such (since L1,∞ is not a locally convex space) it cannot be proven
by any rotation method, and the proof is an example of hard analysis. Of
course (5) implies (3).

However, there may be some advantages of our proof of (3). It is con-
ceptually interesting and technically very simple. Another small advantage
is that it gives certain control on the constant in (3):

Theorem 4. There is N0 ∈ N such that for all n > N0 and 1 < p < ∞,

(6) ||Tn||p 6 2.72 n(p∗ − 1) .

It is interesting to compare this estimate to the estimate of κn(p) in
Lemma 3 below and with the Conjecture that we put after Lemma 3.

It seems to be quite difficult to derive the numerical value of ||Tn||L1→L1,∞

in [10], [16]. Estimate (6) hints that these norms are bounded by 2.72.
Constant C in (3) can represent a considerable interest. For example, for

n = 1 there is since 1982 a well-known conjecture of T. Iwaniec [17] that

(7) ||T ||p = p∗ − 1 .

This would have very interesting analytic and geometric implications for
the theory of quasiconformal mappings (see discussions in [17], [2], [21]).
In particular, the main result of [1] would immediately follow from (7).
Although the conjecture is yet unconfirmed, it is known that the growth of
norms is indeed linear. In [13] the estimate

||T ||p 6
√

2(p− 1)
( 1

2π

∫ 2π

0

| cosϑ|p dϑ
)−1/p

, p > 2 ,

was given. Very recently a better estimate ||T ||p 6
√

2p(p− 1) was obtained
in [4]. Both [13] and [4] under interpolation improve to (2− ε)(p∗ − 1). Of
course [4] gives a larger ε, namely 0.425. For large p both [13] and [4] return
/
√

2(p− 1).
We conclude the presentation with a conjecture about exact Lp norms of

Tn. Its special case n = 1 is the aforementioned conjecture of Iwaniec (7).

A bit of hydrodynamics. Sparked by some questions raised in [15], we
consider Lp estimates of the family of Fourier multipliers on C given by
symbols ein cos ϕ, n ∈ Z. They are actually powers of the Fourier multiplier
with symbol ei cos ϕ. At first sight this family represents just a small devi-
ation from {Tn ; n ∈ N}, but in fact we cannot obtain for it the analogue
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of Theorem 2. We prove upper estimates for its Lp norms. As to the lower
estimate we can obtain only a slightly weaker result.

Theorem 5. Denote mn(reiϕ) = ein cos ϕ and let Sn be the Fourier multi-
plier with symbol mn, that is, Ŝnf = mnf̂ . Then

||Sn||p 6 Cn1−2/p∗(p∗ − 1) .

for all n ∈ Z and all 1 < p < ∞.

Proof. It is known [24, III.3.5] that each Sn can be equivalently described
as a principal value convolution operator with a kernel that is homogeneous
of degree −2. That is,

Snf(z) = p.v.

∫

C

Ωn(ζ)
|ζ|2 f(z − ζ) dζ ,

where Ωn is a smooth function on the sphere with mean zero. A standard
formula then gives

mn(reiϑ) =
∫ 2π

0

Ωn(eiϕ)
(

log
1

| cos(ϕ− ϑ)| − i
π

2
sign cos(ϕ− ϑ)

)
dϕ .

In short,
mn = Ωn ∗ Γ ,

where

Γ(eiϑ) = log
1

| cos ϑ| − i
π

2
sign cos ϑ .

If we apply the same formula to the powers Hk
C, we can extract from (1)

the Fourier coefficients of Γ:

Γ̂(k) =
2π

i|k||k| .

Thus

(8) m̂n(k) =
2π

i|k|
· Ω̂n(k)
|k| , k 6= 0 .

Therefore

‖Ωn‖2 = 2π‖m′
n‖2 = 2π n‖ein cos ϕ sin ϕ‖2 = C n .

By the same reasoning as in the proof of the upper estimate of Theorem
3, see page 18, ||Sn||p is bounded by Cn2/p−1/(p− 1) on Lp for 1 < p < 2.
When p > 2 use duality:

〈Snf, g〉 = 〈Ŝnf, ĝ〉 = 〈mnf̂ , ĝ〉 = 〈f̂ , mnĝ〉 = 〈f̂ , m−nĝ〉 = 〈f, S−ng〉 .
This completes the proof. ¤
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Theorem 6. Assuming the notation from above, there is for every δ > 0 a
constant Cδ such that

||Sn||p > Cδn
1− 2

p∗−δ(p∗ − 1) ,

for all n ∈ Z and all 1 < p < ∞.

Proof. Consider p ∈ (1, 2). Notice that ein cos ϕ sinϕ is an odd function.
Consider function ωn given by its Fourier coefficients almost in the same
way as in (8)

m̂n(k) = 2π · ω̂n(k)
|k| , k 6= 0 .

This formula shows that

ωn = c nH(ein cos ϕ sin ϕ) ,

where H stands for the Hilbert transform on the circle. Function ein cos ϕsinϕ
has the property

oscillationI(ein cos ϕ sin ϕ) 6 π

4
,

if |I| 6 1
10n . This is obvious as its derivative is bounded by n uniformly.

But then the derivative of H(ein cos ϕ sin ϕ) is bounded by n in BMO, and
hence in any Lr(T). Therefore,

oscillationI(H(ein cos ϕ sin ϕ)) 6 π

4
,

if |I| 6 1
Cεn1+ε .

Now we need to have the same type of estimate for Kn = Ωn(ζ−z)
|ζ−z|2 , so we

need the estimate for oscillation of Ωn, not for ωn. The factor i|k| is not a
big problem as we just split mn|T to four functions as follows:

mnl(z) =
mn(z)

zl
, l = 1, 2, 3, 4 ,

average them to get

Mnl(z) =
1
4
(mnl(z) + mnl(iz) + mnl(i2z) + mnl(i3z))

and consider ml
n(z) = zlMnl(z) for |z| = 1. That is,

ml
n(z) =

1
4

(
mn(z) +

mn(iz)
il

+
mn(i2z)

i2l
+

mn(i3z)
i3l

)
.

Then we consider Ωl
n given by (8), but with ml

n(z) instead of mn. All
ml

n(eiϑ) have derivatives bounded by n. This is obvious by construction.
So we can repeat our considerations verbatim for each Ωl

n. Then oscillation
for them will be estimated. But Ωn is just Ω1

n + Ω2
n + Ω3

n + Ω4
n.
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Now choose a test function φ(ζ) to be 0 outside the disc D(0, 1
Cεn1+ε )

and equal to n
2+2ε

p inside this disc. Its norm in Lp is 1. If we act on it by
kernel K = Ω(ζ−z)

|ζ−z|2 , |z| > 1, then this oscillation condition allows us to write
∣∣∣
∫

Kn(ζ−z)φ(ζ) dA(ζ)
∣∣∣ > c n‖φ‖1 = C n1+(2+2ε)( 1

p−1) = C n
2
p−1n−2ε(1− 1

p ) .

This is a pointwise estimate.
Integrating p-th power over {1 < |z| < 2} and taking power 1/p we get

the estimate of the theorem with δ = 2ε(1− 1
p ).

¤
Remark. We do not know how to get rid of δ.

Notice that the same estimate holds for the same multiplier in R3.

Theorem 7. Let ϕ be a polar angle in one of hyperplanes in R3. Denote
mn(x, y, z) = ein cos ϕ and let Sn be the Fourier multiplier with symbol mn,
that is, Ŝnf = mnf̂ . Then

||Sn||p > Cδn
1− 2

p∗−δ(p∗ − 1) , ∀δ > 0 ,

for all n ∈ Z and all 1 < p < ∞.

The proof is pretty much obvious as we can use a “slice” test function.

Remark. We do not know the sharpness or estimate from above. It can
be quite not sharp, and behavior in R3 may generate higher powers of n.
But our previous theorems give a partial answer for the questions posed in
hydrodynamical paper [15].

Acknowledgements. The first author wishes to express his gratitude
to Professors Kari Astala, Fulvio Ricci and Joan Verdera for helpful dis-
cussions led on the subject. He is particularly thankful to Guy David who
contributed the crucial idea of Section 2.2. The third author is grateful to
Michael Christ who brought to his attention papers [10], [16], and to Alex
Mahalov for asking the question about multipliers considered above.

2. Sharp estimates for martingale transforms

Let us start by recalling some definitions. We call the family of intervals
L := {[m 2n, (m + 1) 2n) ; m,n ∈ Z} the standard dyadic lattice. Each
interval I ⊂ R gives rise to its Haar function hI , defined by

hI := |I|−1/2(χI+ − χI−) ,

where I− and I+ denote the left and the right half of the interval I respec-
tively, and χE stands for the characteristic function of the set E, as usual.
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Denote by L(I) the set of all dyadic subintervals of the interval I, including
I itself. For any p ∈ (1,∞) and any interval I, the set {hJ ; J ∈ L(I)} forms
a basis of the space Lp(I). By that we shall mean that for f ∈ Lp(I),

f − 〈f〉IχI = lim
n→∞

∑
J∈L(I)

|J|>2−n|I|

〈f, hJ〉hJ ,

the limit existing in the Lp-sense and 〈f〉I standing for the average of func-
tion f over I. A similar statement is valid for arbitrary intervals, of course.

Now we are able to define the operator Tσ by

Tσf :=
∑

J∈L

σJ〈f, hJ 〉hJ ,

where σ : L → S1 is arbitrary. Such operators are called martingale trans-
forms. Note that if f is a test function, the terms 〈f, hJ〉 are nonzero only
for J contained in the support of f .

2.1. Two dimensional case. It was proven by Burkholder [5], [6], [8] that

(9) sup
σ
||Tσ||B(Lp) = p∗ − 1 .

We would like to extend this result to the martingale transforms on R2. For
that purpose we should start with the construction of the Haar system on
the plane. We repeat the definitions from [12].

The term dyadic lattice and the symbol L will now stand for the collection
of all squares of the form I × J ⊂ R2, where I and J are dyadic intervals of
the same length. To each such square Q = I × J we will assign three Haar
functions:

h1
Q(s, t) = χI(s)hJ(t)|I|−1/2

h2
Q(s, t) = hI(s)χJ(t)|J |−1/2

h3
Q(s, t) = hI(s)hJ(t) .

Symbolically,

h1
Q ≡

+

−
h2

Q ≡ − + h3
Q ≡

− +

+ −
As previously, one can verify that the set {hi

Q ; Q ∈ L, i = 1, 2, 3} con-
stitutes a basis of Lp(R2). In order to distinguish it from the subsequent
Haar systems, we will call it Horig. Now the two-dimensional martingale
transform becomes the operator

Tσf :=
∑

Q∈L

3∑

i=1

σi
Q〈f, hi

Q〉hi
Q ,
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where, as before, σi : L → S1.

2.2. Modified system. It turns out there is a subtle reason for which
we are not able to reprove (9) for these operators. See [11] where it was
explained in detail. An elegant way of solving this problem was suggested
to us by Guy David. He proposed associating to each square Q a different
set of Haar functions:

(10) h0
Q := h1

Q , h+
Q :=

1√
2

(h2
Q + h3

Q) , h−Q :=
1√
2

(h2
Q − h3

Q) .

Symbolically,

h0
Q ≡

+

−
h+

Q ≡
− +

h−Q ≡
− +

Let us denote the system {h∗Q ; ∗ ∈ {0, +,−}, Q ∈ L} by Hnew. In that
case the associated martingale transforms do admit the desired estimates, as
Theorem 8 below shows. In order to prove it we apply the following lemma
of Burkholder [7], which is very useful due to its generality and sharpness.
We present it here for the convenience of the reader.

Lemma 1. Let (W, F, P ) be a probability space, {Fn ; n ∈ N} a filtration
in F and H a separable Hilbert space. Furthermore, let (Xn,Fn, P ) and
(Yn, Fn, P ) be H-valued martingales satisfying
(11)
‖Y0(ω)‖H ≤ ‖X0(ω)‖H and ‖Yn(ω)− Yn−1(ω)‖H 6 ‖Xn(ω)−Xn−1(ω)‖H

for all n ∈ N and almost every ω ∈ W. Then for any p ∈ (1,∞)

‖Yn‖p 6 (p∗ − 1)‖Xn‖p .

The constant p∗ − 1 is sharp.

The property (11) is called differential subordination.

Theorem 8. For any Q ∈ L and ∗ ∈ {0, +,−} let σ∗Q be arbitrary unimod-
ular complex numbers. Define the operator

Tσf :=
∑

Q∈L

[
σ0

Q〈f, h0
Q〉h0

Q + σ+
Q〈f, h+

Q〉h+
Q + σ−Q〈f, h−Q〉h−Q

]
.

Then ||Tσ||p 6 p∗ − 1. This estimate is sharp.
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Proof. Take a test function f , supported in some Ω ∈ L, and define

X2n :=
∑

Q∈L(Ω)
|Q|>4−n

[
〈f, h0

Q〉h0
Q + 〈f, h+

Q〉h+
Q + 〈f, h−Q〉h−Q

]

X2n+1 := X2n +
∑

Q∈L(Ω)
|Q|=4−n

〈f, h0
Q〉h0

Q

and

Y2n :=
∑

Q∈L(Ω)
|Q|>4−n

[
σ0

Q〈f, h0
Q〉h0

Q + σ+
Q〈f, h+

Q〉h+
Q + σ−Q〈f, h−Q〉h−Q

]

Y2n+1 := Y2n +
∑

Q∈L(Ω)
|Q|=4−n

σ0
Q〈f, h0

Q〉h0
Q .

Let Fm be the σ−algebra, generated by Xm. Explicitly, F2n is generated by
all dyadic squares of size 4−n, while F2n+1 is generated by their upper and
lower halves. Each Fm+1 is properly contained in Fm, hence (Xm,Fm, dx)
and (Ym,Fm, dx) are martingales. Moreover, it is clear that they satisfy the
differential subordination:

|(Xm+1 −Xm)(ω)| = |(Ym+1 − Ym)(ω)| ∀ω ∈ C .

We can apply Lemma 1 and get that ||Ym||p 6 (p∗−1)||Xm||p for every m ∈
N. Now use that limm→∞ ||Xm||p = ||f ||p and limm→∞ ||Ym||p = ||Tσf ||p.

¤

3. The averaging. Proof of Theorem 2

The special case n = 1 of Theorem 2 first appeared in [12]. There it was
proven for Horig. The general case is not significantly different. Still, we
have to review the most important steps of the proof, since understanding
how the constants C(n) are obtained will be crucial for proving Theorem 1.
We summarize the proof as it appeared in [12].

Instead of a dyadic lattice let us for a moment consider a unit grid G of
squares. This is a family of squares I×J , where I and J are dyadic intervals
of unit length. Furthermore, for t ∈ R2 define Gt := G + t, i.e. the grid of
unit squares such that one of them contains point t as one of its vertices.

Introduce
Ptf :=

∑

Q∈Gt

〈f, h0
Q〉h0

Q .

The family Ω := {Gt ; t ∈ R2} of all unit grids naturally corresponds to
the torus R2/Z2, which is of course in one-to-one correspondence with the
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Figure 1. Graph of α

square [0, 1)2. Thus we are able to regard Ω as a probability space where
the probability measure equals the Lebesgue measure on [0, 1)2.

Now this leads to the “mathematical expectation” of the “random vari-
able” P. Symbolically,

EP f =
∫

Ω

Ptf dt .

Since EP is a result of integrating over a certain probability space, it makes
sense to call this process the averaging. The structure of this operator is
revealed in the following proposition. Readers interested in details of the
proof should consult [12].

Proposition 1. Assuming the notation as above, the operator EP is a con-
volution operator with the kernel F (x, y) = −β(x)α(y) , where

α = h0 ∗ h0 and β = χ0 ∗ χ0.

Here χ0 and h0 stand (respectively) for the characteristic and Haar function
of the interval [−1/2, 1/2). Inserting h2

Q in Pt instead of h1
Q = h0

Q yields
−α(x)β(y), while h3

Q would produce α(x)α(y).

Graphs of functions α and β are shown as Figures 1 and 2, respectively.

Instead of the unit grid we may consider a grid of squares with sides of
an arbitrary length ρ > 0. Denote such a grid by G

ρ
t if t ∈ R2 is a vertex of
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one of its members. Henceforth we will call ρ the size of the grid and t its
reference point. We obtain another family of operators, defined by

Pρ
t f :=

∑

Q∈Gρ
t

〈f, h0
Q〉h0

Q .

Applying Proposition 1 or modifying its proof, we can show the following.

Proposition 2. Choose ρ > 0. Then averaging operators Pρ
t returns a

convolution operator with the kernel

F ρ(x, y) :=
1
ρ2

F

(
x

ρ
,
y

ρ

)
.

Thus we have found the kernel of the operator, resulting from averaging
over all grids of a fixed size. Our next step will be to average over all sizes.
Let us explain what we mean by that.

Take r > 0. A lattice of calibre r is said to be a family of intervals
(squares), obtained from the standard dyadic lattice L by dilating it by a
factor r and translating by an arbitrary vector t. In other words, such a
lattice (call it Lr

t ) is the union of grids of sizes r · 2n , n ∈ Z, having t as
their reference point.

We introduce kernels

kr :=
∞∑

n=−∞
F r·2n

.

By Proposition 2,

kr =
1
r2

∞∑
n=−∞

1
4n

F
( ·

2nr

)

where the sum converges absolutely and uniformly on the complement of
any ball centered at the origin.
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The fact that kr∗ is a sum of operators, obtained by averaging over grids
of size r · 2n, hints at kr∗ itself being an average, this time over unions of
these grids, i.e. lattices of calibre r. While it is not clear what could be a
probability space corresponding to all lattices of a fixed calibre, we define
the above-said average as a limit of averages of truncated lattices. Then the
statement makes sense and holds [12]. Virtually the same proof establishes
the lemma which follows below.

For M ∈ Z let the M -th partial sum of the series kr be

kr
M :=

M∑
n=−∞

F r·2n

.

Lemma 2. Function kr
M defines a bounded convolution operator on Lp.

The limit kr∗ := limM→∞ kr
M∗ exists in the strong sense and also gives rise

to a bounded operator on Lp.

Next step is to average over dilations, in other words, over all calibres
r. It is clear that the set of all possible calibres naturally corresponds to
the interval [1, 2). For our purpose, the most appropriate measure on this
interval turns out to be dr/r. This makes all other possible choices of
intervals, e.g. [2n, 2n+1), have the same measure (log 2).

Averaging operators kr∗, i.e. integrating kr with respect to the normal-
ized measure dr/r, gives us a convolution operator once again. Call its
kernel k. Then a quick computation shows

k(ζ) =
1

log 2

∫ ∞

0

F s(ζ)
ds

s

for ζ ∈ C\{0}. By applying Proposition 2 we get

(12) k(ζ) =
1

log 2

∫ ∞

0

F (rζ) r dr .

Note that for r > 0,

(13) k(reiϕ) =
k(eiϕ)

r2

Because of this it suffices to know the behaviour of k on S1.

Finally, we are going to perform averaging over rotations. Choose ψ ∈
[0, 2π). Operators will be the same as before, just that the grids and lattices
will consist of squares, rotated by the angle ψ counterclockwise with respect
to the standard position. Let Uψ : C → C be defined by Uψ(ζ) := ζe−iψ.
Then the convolution kernel of the operator Kψ, which corresponds to the
average over rotated lattices, is equal to kψ := k ◦ Uψ. The operator itself
satisfies the similarity relation Kψ = S−1

ψ K0Sψ , where Sψf = f ◦ U−ψ.
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Now let us fix n ∈ N and define a (weighted) average of operators Kψ,
which we denote by T ′.

(T ′f)(z) :=
1
2π

∫ 2π

0

(Kψf)(z) e−2inψ dψ

=
1
2π

∫ 2π

0

(kψ ∗ f)(z) e−2inψ dψ

=
1
2π

∫ 2π

0

∫

C
k(ζe−iψ)f(z − ζ) dA(ζ) e−2inψ dψ .

Using the observation (13) we continue as

(T ′f)(z) =
1
2π

∫ 2π

0

∫

C

k(ei(arg ζ−ψ))
|ζ|2 f(z − ζ) dA(ζ) e−2inψ dψ

=
(−1)nn

π

∫

C

f(z − ζ)
|ζ|2

(−1)n

2n

∫ 2π

0

k(ei(arg ζ−ψ)) e−2inψ dψ dA(ζ)

=
1

C(n)
· Tnf(z) ,

for ∫ 2π

0

k(ei(arg ζ−ψ)) e−2inψ dψ = e−2in arg ζ

∫ 2π

0

k(eiϕ) e2inϕ dϕ .

Thus we proved Theorem 2. ¤

As the most important by-product of the proof we obtained an exact
expression for the constant C(n). Namely, from (12) and the calculations
above it follows that

1
C(n)

=
(−1)n

2n

∫ 2π

0

k(eiϕ) e2inϕ dϕ

=
(−1)n

2n log 2

∫ 2π

0

∫ ∞

0

F (reiϕ) r dr e2inϕ dϕ ,

therefore

(14)
1

C(n)
=

(−1)n

2n log 2

∫

R

∫

R
F (x, y)

(
x + iy

x− iy

)n

dx dy .

3.1. Optimizing coefficients. We want to make C(n) as small as possi-
ble. Let us start by considering Hnew which was defined by (10). Choose
complex numbers σ0, σ+ and σ− with modulus one. Our aim is to examine
operators of the type

(15) Ptf :=
∑

Q∈Gt

[
σ0〈f, h0

Q〉h0
Q + σ+〈f, h+

Q〉h+
Q + σ−〈f, h−Q〉h−Q

]
.
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The coefficients σ0, σ+, σ− are chosen not to depend on squares Q, for oth-
erwise we might already get in trouble when trying to run the first averaging
process – the one over translations.

It is convenient to write the summands in terms of the functions from
Horig, since for them the kernels resulting after the averaging were already
computed. By using the identities (10) we get

σ0H
1
Qf +

σ+ + σ−
2

(H2
Q + H3

Q)f +
σ+ − σ−

2
(〈f, h2

Q〉h3
Q + 〈f, h3

Q〉h2
Q)

where Hj
Qf = 〈f, hj

Q〉hj
Q, j = 1, 2, 3.

Let us average operators Pt over grids. A proof, analogous to that of
Proposition 1, shows that the sum of mixed terms in parentheses on the
right becomes zero. Thus, by Proposition 1, the kernel we get is

F (x, y) = −σ0β(x)α(y) +
σ+ + σ−

2
(−α(x)β(y) + α(x)α(y)) .

We can assume that σ0 = 1, for we are only interested in the maximum of
the absolute value of the integral in (14). Next, α and β are even functions,
while the imaginary part of (x+iy

x−iy )n is odd in both x and y. Thus the
integral of −α(x)β(y) + α(x)α(y) with the weight (x+iy

x−iy )n will be real, so
the maximum will be obtained when σ+ = σ− = 1 or σ+ = σ− = −1.
The first choice would mean that we are eventually averaging the identity
operators, so it has to be discarded. This is how we obtained the best
coefficients σ in the case of Hnew. Hence from now on we will deal with

(16) F (x, y) = α(x)β(y)− β(x)α(y)− α(x)α(y) .

3.2. Rectangles. We can perform the same averaging process for more
general Haar systems. The reason to do that is that we want to refine yet
further the behaviour of optimal C(n). One way of introducing parameters
of generality is to consider functions supported on general rectangles rather
than squares.

Let us start with a rectangle whose horizontal and vertical side have
lengths 1 and b, respectively. Here b > 0 can be arbitrary. We cover R2

by a grid of such rectangles and form a corresponding dyadic lattice. To
each of its members we assign, as always so far, three Haar functions. It
is obvious how the analogues of h0

Q, h+
Q and h−Q (for which we retain the

same name), should look like. The set of all Haar functions h0
Q, h+

Q and h−Q,
where Q runs over the dyadic lattice described above, will be denoted by
Hb. In particular, Hnew = H1. This construction was clearly made to fit
the proof of Theorem 8, in other words,

the corresponding martingale transforms also admit Lp − norms
not exceeding p∗ − 1 .
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So let us define Pt as in (15), just that this time the grid Gt consists of
rectangles of sizes 1 and b. A similar consideration as before shows that
the choice σ0 = 1, σ+ = σ− = −1 is optimal. In this setting, too, we can
use Theorem 2, i.e. we can represent each Tn as an average of martingale
transforms, arising from Pt. The rôle of F is now assumed by kernel Fb,
given by

Fb(x, y) =
1
b

F
(
x,

y

b

)
.

Formula (12) is generalized in the same way:

kb(x, y) =
1

log 2

∫ ∞

0

Fb(rx, ry) r dr =
1

b log 2

∫ ∞

0

F
(
rx, r

y

b

)
r dr ,

therefore

(17) kb(x, y) =
1
b
k
(
x,

y

b

)
,

while (14) now takes the form

1
Cb(n)

=
(−1)n

2n log 2

∫

R

∫

R
Fb(x, y)

(
x + iy

x− iy

)n

dx dy

=
(−1)n

2n log 2

∫

R

∫

R
F (x, y)

(
x + i by

x− i by

)n

dx dy .

Remark. We can also perform the same process for arbitrary parallelo-
grams, but that seems not to affect our final estimates.

4. Proof of Theorems 1 and 4

In order to estimate Cb(n), note (compare with page 14) that the integral
in (14) is a constant multiple of a Fourier coefficient of kb, viewed as a
function from C(S1). More precisely,

(18) Cb(n) =
(−1)nn

πk̂b(−2n)
.

For the purpose of showing that the optimal growth of infb |Cb(n)| is at
most linear in n, we need to bound the Fourier coefficients of kernels kb

from below. We can do that thanks to the fact that regardless of n we have
an abundant supply of kernels (corresponding to many different rectangles).

Proposition 3. Under the above notation, there exists an absolute constant
C > 0 such that for all n ∈ N,

inf
b>0

|Cb(n)| 6 Cn .
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Proof. For kb as in (17),

k̂b(−2n) =
1
2π

∫ 2π

0

kb(eiϕ) e2inϕ dϕ

=
1
π

∫ π

0

kb(eiϕ) e2inϕ dϕ .

In the last line we used evenness of k, which follows from the same property
being valid for F .

We are thankful to Fulvio Ricci for the following cute idea. Let us choose
b = 1/n. Then (17) implies

k̂1/n(−2n) =
1
π

∫ π/2

−π/2

k1/n(eiϕ) e2inϕ dϕ

=
n

π

∫ π/2

−π/2

k(cos ϕ, n sin ϕ) e2inϕ dϕ

=
1
π

∫

R
k(cos(ϑ/n), n sin(ϑ/n)) e2iϑ χ(−nπ/2, nπ/2)(ϑ) dϑ .

At this point we would like to apply the dominated convergence theorem.
Denote the integrand above by Ψn(ϑ).

Since k is continuous on C\{0} and homogeneous of degree −2, we get

|Ψn(ϑ)| 6 ||k||L∞(S1)

χ(−nπ/2, nπ/2)(ϑ)
cos2(ϑ/n) + n2 sin2(ϑ/n)

.

It follows that, for some absolute constants C1, C2 and all ϑ ∈ R,

|Ψn(ϑ)| 6 ||k||L∞(S1)

C1 + C2ϑ2
.

The function on the right belongs to L1(R), therefore we may bring the
limit as n →∞ inside the last integral to conclude that

lim
n→∞

k̂1/n(−2n) =
1
π

∫

R
k(1, ϑ) e2iϑ dϑ .

Same reasoning shows that for arbitrary λ > 0,

(19) lim
n→∞

k̂λ/n(−2n) =
1
π

∫

R
k(1, ϑ) e2iλϑ dϑ .

The integral on the right can be viewed, up to a constant, as the Fourier
transform of the function k(1, ·) calculated at the point −2λ. Since this
function is not identically zero, the integral cannot vanish for all λ. Hence
there is n0 ∈ N and ε > 0 such that for every n > n0,

(20) sup
b>0

|k̂b(−2n)| > ε .
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Since the same inequality (possibly for different ε) is true also for indices up
to n0, we saw that (20) is valid for all n ∈ N. This proves Theorem 1. ¤

Proof of Theorem 4. Let as take a closer look at the integral in (19). By
recalling (12) we can write it as

1
log 2

∫

R

∫ ∞

0

F (r, rϑ) e2iλϑ r dr dϑ .

Next we use that the function F is even in the second variable and supported
on [−1, 1]2 to get

2
log 2

∫ 1

0

∫ 1

0

F (x, y) cos
2λy

x
dx dy .

As F is a concrete function (16) one can estimate this integral. Numerical
evaluations show that the expression’s inverse attains the smallest value of
approximately 2.716. This means (compare with (18) on p. 16) that for
large n and for all p simultaneously

||Tn||p 6 2.72 n(p∗ − 1) .

¤

5. Proof of Theorem 3

First we are going to prove the right half of (5). For that purpose we
apply a theorem concerning weak boundedness of singular integrals with
rough kernels. It was proven independently by Christ, Rubio de Francia
[10] and Hofmann [16]. The formulation in [16] is explicit about behaviour
of the estimates. We present it for the sake of the reader’s convenience.

Let Ω ∈ Lq(S1) for some q > 1, such that
∫

S1 Ω = 0. If Ω is also
homogeneous of degree 0, then

Tf(z) = p.v.

∫

R2
f(z − ζ)

Ω(ζ)
|ζ|2 dζ

defines an operator which is of weak type (1, 1). Its bound depends linearly
on ||Ω||q.

Denote by Ωn(z)/|z|2 the kernel of Tn. By (1) we know that

Ωn(z) =
(−1)nn

π

( z̄

z

)n

.

The theorem quoted above implies that each Tn is of weak type (1, 1) with
a constant that can be bounded from above by Cn, where C > 0 is absolute.
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Now a combination of real and complex interpolation between weak (1,1)
and strong (2,2) –recall that each Tn is an isometry on L2– yields

||Tn||p 6 Cn2/p−1

p− 1
for all n ∈ N and 1 < p < 2, and the result for p > 2 follows by duality.

5.1. Lower estimates. The operators Tn can be characterised by the
property ∂nf = Tn(∂̄nf), where f belongs to a suitable Sobolev space.
This can be used to obtain lower estimates of ||Tn||p. When n = 1 it is well
known that lower bounds are provided by radial stretch functions. There-
fore they are the most natural candidate for extremals for arbitrary n. In
that case we extend this example as follows. Take z ∈ C and define

fn,α(z) =
{

zn|z|−2α ; |z| 6 1
z̄−n ; |z| > 1 .

Then, for p ∈ (1,∞),

lim
α→1/p

||∂nfn,α||p
||∂̄nfn,α||p

= κn(p) ,

where

κn(p) =
n−1∏

k=0

k − 1/p + 1
k + 1/p

.

From now until the end of the section we will assume that p > 2. We can
afford that because of duality.

Let us list few simple observations regarding this product.
• Every κn(p) contains the factor κ1(p) = p − 1. Each of the factors

in κn(p) is an increasing function of p.
•

lim
p→∞

κn(p)
p− 1

= n

•
||Tn||p > κn(p) > p− 1 > κn(2) = 1 .

More information about κn(p) is provided by the following elementary
result.

Lemma 3. For all n ∈ N and 1 < p < ∞,

e−1n1−2/p∗(p∗ − 1) 6 κn(p) 6 e n1−2/p∗(p∗ − 1) .

Proof. Denote

ε = ε(p) =
1
2
− 1

p
.
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Define

γn(p) =
κn(p)

n1−2/p∗(p∗ − 1)
=

1
n2ε

n−1∏

k=1

k + 1/2 + ε

k + 1/2− ε
.

First we are going to estimate γn(p) by an absolute constant from above.
Since

k + 1/2 + ε

k + 1/2− ε
= 1 +

2ε

k + 1/2− ε
6 1 +

2ε

k
,

we see that

γn(p) 6 1
nδ

n−1∏

k=1

(
1 +

δ

k

)
,

where δ = 2ε. Recall that p > 2, which implies 0 6 δ < 1. Hence

log γn(p) 6
n−1∑

k=1

log
(

1 +
δ

k

)
− δ log n

6 δ

(
n∑

k=2

1
k
− log n + 1− 1

n

)

6 δ

(
1− 1

n

)

and so γn(p) < e for every n ∈ N and p ∈ [2,∞).
To estimate γn(p) from below, repeat the above reasoning for 1/γn(p).

¤

Since ||Tn||p > κn(p), this also settles Theorem 3. ¤

Based on these findings, we acutally think that the norms of Tn could
be described by the following statement.

Conjecture.
||Tn||p = κn(p) .
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