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Abstract

This work aims to tackle the problem of adaptive video streaming over a LTE
network that utilizes the recently developed framework of Licensed Assisted Ac-
cess, where users of the LTE network are opportunistically assigned with radio
resources from unlicensed as well as licensed carriers through Carrier Aggrega-
tion. The unpredictable nature of the wireless channel as well as the unknown
utilization of the unlicensed carrier by other unlicensed users constitute a chal-
lenging problem of selecting the highest possible video segment quality for each
user while also trying to deliver the segments in time for playback, and thus
avoiding buffer under-run events that deteriorate viewing experience. These two
aspects of the problem are analyzed and algorithms are proposed to optimally
select video quality in the first place, and secondly, to perform resource alloca-
tion in order to deliver the segments of the selected qualities in time. Moreover,
a comparison is made with the typical proportional fair scheduler, as well as a
state of the art adaptive video streaming framework, in terms of average seg-
ment quality and number of buffer under-run events in order to validate the
effectiveness of the proposed algorithms under various unlicensed carrier traffic
conditions. Results show that the proposed quality selection and scheduling al-
gorithms, not only achieve higher video segment quality in most cases, but also
minimize the amount and duration of video freezes as a result of buffer under-run
events.
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Mepiindm

Me tnv mapoloa epyacia emiyelpeiton 1 AVTWHETOTLON TOU TEOPBAAUATOS TNG
Tpocopuolouevng etddoong Bivieo uéow evog LTE dixtiou mou yenowonotel to
npéopoto Licensed Assisted Access 6toug yproTteg Tou 0nolou exywEoLYTOL EUXAL-
pLaxd TOEOL Ao U ABELOBOTNUEVO PAcUa, xodmE xat amd AdEL0B0TNUEVD, HECW TNG
teyvoloyiag g ouvddpoiong pepdviny. H ampdBientn @lorn tou achpuatou xa-
VOALoU, xad®dg %ot 1 Ay Vo T YeNoT TOU U] AdEL0SOTNUEVOL PECOVTOC ATd GANOUS
YENOTEC DLUPOPPOVOUY €va BUOXONO TEOPBANUA ETAOYNS TNG Xah0TEPNS BLUVATHS
TOLOTNTAC TWV TUNUATOVY Bivieo yio xdie yeHo T, xadde emiong xou TNg €yxoueng
UETUPOEAS TOUG YLOL AVATORIY WYT), OTMOPEUYOVTOS £TOL GUUBAVTA EXXEVLONE TOU
buffer ta omoia Yo ahhowdoouv Ty eumetpla Yéaone twv yenotyv. Ou duo mpoa-
VUPEPOUEVOL TOEAYOVTES TOU TROPBAAUATOS AVAALOVTOL, Yo TROTENVOVTOL oA YOEripoL
apyxd Yo T PEATIO TN EMAOYT) TN TOLOTNTAG TWV TUNUATKY Tou Bivteo, xau énelta
yiot TNV avddeoT) TopwY UE GTOYO TNV EYXAQT HETAPORA TV TUNUATWY GTNV EMLAE-
yOnoo mototnta. Téhog yiveton olyxplon Pe TNV ONUOPIAT TEYVIXT TN AVOhOYIXd
dlxaung exydenone mopwy, xadoe xon pe wa alyyeovn AOon yia TeocaploloUEVT
ueTddoon Bivieo, we mpog TN uéor mowdtnTa Bivico xou o TANYog Twv cuUPBavTwy
exxévwong tou buffer, étol dote va emPBefouwidel n anotekeoyatixdTNTA TV TEO-
TVOUEVWY alY0pilUeY GE BLA(POE GEVAELA PO TOU (1) AOELODOTNUEVOL PEROVTOC.
To anoteAéopata delyvouy OTL OL TPOTEVOUEVOL dhYOELIUOL ETLAOYHAC TN TOLOTNTOG
XAl EXYOPNONG TOPWY, BEV ETUTUYYAVOLY HOVO XAAVTERT TOLOTNTA TWV TUNUATWY TOU
Bivteo, adld emimhéov ehayloTOTOOLY TO TARUVOC XoU TN OLIOXELN TWV Ty WUATWY
o1 oY) Tou Bivieo wg anotéhecua Twv cuPPBdviny exxévemong Tou buffer.
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1 Introduction

Cellular networks are facing the serious problem of spectrum scarcity in recent years.
As mobile devices are capable of running applications that demand a considerable
amount of bandwidth, e.g. video streaming applications, new challenges rise for Mo-
bile Network Operators (MNO). LTE-Advanced (LTE-A) networks are able to satisfy
this vast need of their subscribers for high data rates and as this need increases,
the 3rd Generation Partnership Project (3GPP) aims in satisfying it through several
enhancements that are proposed for the next releases of LTE-A. One major enhance-
ment is Carrier Aggregation (CA) that has already been employed since Release 10
of the standard and is used to aggregate up to 5 Component Carriers (CC) to a big-
ger communication channel and thus increase the users’ data rates [1]. A number of
band combinations for aggregation as well as several types of CA have been proposed
ever since but the major problem of spectrum scarcity still remains a challenge. A
promising solution that is employed by MNOs is Spectrum Refarming (SR), through
which underutilized spectrum reserved for old Radio Access Technologies (RATSs) is
reassigned to LTE-A. The number of legacy devices that utilize the aforementioned
spectrum decreases as they migrate to the newer technology, i.e. LTE-A, so a portion
of it can be redistributed to this new technology [2]. This technique however, requires
that refarmed spectrum belongs to the same MNO which also has enough of it to
satisfy legacy users that still utilize the old RAT.

To this end 3GPP has proposed Licensed Assisted Access (LAA) [3] aiming to
the exploitation of Unlicensed Bands (UB) by LTE-A systems. LAA is considered an
implementation of the more general concept of LTE-Unlicensed (LTE-U) which entails
the exploitation of unlicensed spectrum by LTE systems. The enabling technology
behind the proposal of LAA is CA, the only difference being that CA is now between
a CC that belongs to the MNO’s Licensed Band (LB) and possibly others that belong
to an UB that potentially several other devices access, thus creating interference and
medium access problems. These problems imply that the additional spectrum provided
by UBs may not always be exploitable for LTE-A communications because LAA should
guarantee that UB users continue to utilize the UB spectrum (almost) unaffected.

A video streaming application is a type of service that can be greatly improved
with the adoption of LAA. The abundance of video content that exists nowadays in
addition to the users’ increased number of requests and the demand of such high
quality content, makes video streaming a typical example of a bandwidth demanding
application. Adaptive video streaming protocols such as Dynamic Adaptive Stream-
ing over HTTP (DASH) [4] try to efficiently deliver video data to mobile users by
estimating the wireless channel’s throughput performance and delivering the video file
in segments of a quality level that is proportional to the link’s throughput. This is
due to the fact that the higher the video quality, the higher the encoding rate of the
segments is. Consequently the required data rate that the user must achieve in order
to finally watch a video under high Quality of Service (QoS) standards is increased.
The actual throughput of the link can greatly vary over time due to the unstable na-
ture of the wireless channel, making its estimation a difficult task, so ideally a solid
implementation of DASH should try to fill up the video playback buffer when a good
channel quality occurs, in order to cope with a probable bad channel quality that may
follow. In addition to the channel quality, the unpredictable availability of resources in
a LAA system makes the problem of adaptive video streaming even more challenging.
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Figure 1: LTE Resource Grid structure.

1.1 LTE basics

LTE-A cellular networks are increasingly deployed worldwide due to their great perfor-
mance capabilities making them ideal for high QoS applications such as video stream-
ing. Orthogonal Frequency Division Multiple Access technology is utilized to schedule
blocks of sub-carriers from the entire transmission bandwidth to multiple users. Each
block of sub-carriers is called Resource Block (RB) and consists of 12 sub-carriers
spaced at 15 KHz each [5]. This means that the overall bandwidth of a RB is 180
KHz. The number of RBs available for scheduling depends on the total bandwidth of
the system. Time is divided into frames, each one lasting for 10ms. Frames are di-
vided to 10 1ms sub-frames, which in turn consist of 2 0.5ms time slots. Each time slot
carries 7 OFDM modulated symbols. This entire organization is depicted in Figure 1.
Concerning duplexing, both Frequency Division Duplexing (FDD) and Time Division
Duplexing (TDD) are supported. For FDD a different frequency is used for the uplink
so that downlink and uplink transmissions can occur at the same time. In TDD how-
ever, the same spectrum that is used for downlink is also used for uplink, resulting in
a number of 7 different frame configurations that indicate the exact sub-frames that
are used for downlink and uplink.

1.2 Carrier Aggregation in LTE-Advanced

Carrier Aggregation is a technology used in LTE-A to increase the transmission band-
width and thus achieve the target data rates set for 4G cellular communications. LTE
supports the following bandwidths per CC: 1.4,3,5,10,15,20 MHz [6]. Several CCs of
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Figure 2: Types of Carrier Aggregation.

possibly different bandwidths can be used by an eNodeB to allocate resources on mul-
tiple CCs, provided that the User Equipment (UE) is CA enabled and can decode a CA
signal. Three types of CA exist depending on the availability of carriers that determine
the Physical Layer architecture of the communicating pair and are displayed in Figure
2. In intra-band contiguous CA all aggregated CCs belong to the same frequency band
and occupy contiguous carrier center frequencies. In intra-band non-contiguous CA all
CCs belong to the same frequency band, however not all of them employ contiguous
carrier positions wherein the band. Finally, in inter-band non-contiguous CA, the CCs
belong to different bands and thus are not contiguous in frequency.

1.3 Licensed Assisted Access

3GPP has introduced the concept of utilizing UB through CA to improve users’ data
rate with the so called Licensed Assisted Access [3]. A LAA system employs at least
2 CCs one of which is in a LB and the rest of CCs are in an UB where other systems
may operate. This requires an intra-band non-contiguous CA implementation at the
eNodeB since the aggregated CCs belong to different bands. The 5 GHz band is
mainly considered for LAA due to the big amount of available spectrum but there
are several restrictions in the utilization of the band in order to avoid interfering with
other systems. Furthermore, each country has defined different regulations about the
utilization of the sub-bands that constitute the 5 GHz band. To this end, and since
3GPP aims in a global application of LAA, the frequency chunk that is expected to
be utilized by LAA systems is supposed to be accessed mainly by WiFi users. LAA
systems need to incorporate a series of functionalities that will ensure the smooth
operation of such systems. These main functionalities defined in [3] have been studied
in [7] and are summarized as follows:

e Listen Before Talk. Perform a Clear Channel Assessment (CCA) prior to LTE
transmission to ensure an idle channel that will not interfere to other systems’
transmission.

Institutional Repository - Library & Information Centre - University of Thessaly
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e Carrier Selection. The aggregated CC in the UB should be on a low traf-
fic/interference condition concerning the activity of other systems.

e Discontinuous Transmission. LAA transmissions cannot occupy the UB indefi-
nitely, and give the chance to other systems that compete for the same channel
to transmit their data.

e Transmit Power Control. Regulations in different regions of the world impose a
maximum transmit power level in unlicensed bands.

It is clear that all the above functionalities and their implementation puts the
availability of UB spectrum under question. A LAA system may schedule its users
in multiple CCs through CA but whether the UB CC will be available or not, highly
depends on other systems’ activity and implementation of the aforementioned func-
tionalities.

1.4 Adaptive video streaming

Adaptive video streaming is a video streaming technique, where a client requests video
files stored in a video server in different quality levels (encoding rates). The file is
transfered in chunks of specific duration and depending on the data rate the client can
achieve, it decides the quality level of each chunk so that it is encoded in as high rate as
possible, while ensuring it can be received in time for playback. Obviously, the higher
the encoding rate of a chunk, the longer it is in size and consequently it requires a
higher data rate link to be delivered in time. Figure 3 displays an example of adaptive
video streaming. The UEs notify the eNodeB for the desired quality of the next chunk
and the eNodeB makes the respective chunk request to the Web Server, which in
turn transmits the chunk of the desired quality. Then the eNodeB is responsible for
scheduling resources to the UEs in order to transmit the chunk before a buffer under-
run event occurs, i.e. the chunk has not yet been received and the playback buffer is
empty.

The client acquires information about the available video qualities through the
Media Presentation Description (MPD) file. This file contains the encoding rate and
resolution of each quality level that is stored at the server. Then the client, according
to the current achievable bit-rate and the situation of the playback buffer, decides
which quality level to request for the next segment.

1.5 Related works and motivation

Video delivery in LTE based cellular networks has been extensively studied in recent
years. In [8] the energy efficient delivery of DASH video segments is studied in a
LTE heterogeneous network. The problems of user association and resource allocation
are studied jointly so that the network’s users can download video files with as much
high quality as possible, while also trying to minimize the total power consumption
accounting for radio transmission and network backhaul power. In [9] the concept of
adaptive video streaming with Scalable Video Coding (SVC) over a shared frequency
band is studied. The dynamics of the unlicensed users are modeled by a Markov de-
cision process and are incorporated to the system in order to make optimal decisions
about the quality of the future segment requests. In [10], [11] the problem of resource

Institutional Repository - Library & Information Centre - University of Thessaly
10/01/2018 02:26:51 EET - 137.108.70.7



13

eNodeB

High Quality >
Chunk Delivery

Medium Quality >
Chunk Re
quest-

Low Quality > Video

[ Video Input

Figure 3: Adaptive video streaming illustration.

allocation in LTE CA systems is considered. The solution involves rate allocation of
multiple CCs to the UEs of the network by maximizing logarithmic and sigmoidal like
utility functions that represent user satisfaction. In addition, a distributed version
of the resource allocation algorithm is presented, that is based on UE bidding for re-
sources process. In [12] a scheduling framework (AVIS) for adaptive video streaming
over cellular networks is presented. The authors propose a gateway level architecture
for AVIS by implementing it in two entities. The first one is responsible for deciding
the encoding rate for each user, while the second one allocates resources in a way that
the users’ average data rate is kept stable so that segments are downloaded on time.
While this framework is in many ways similar to the one proposed in this work, it
lacks exploitation of UE buffer status as well as unlicensed band availability infor-
mation. In [13] resource allocation is achieved by an interference mitigation scheme
for Heterogeneous Networks. A stochastic scheduling algorithm is applied to schedule
resources probabilistically, that is also observed to increase femtocell capacity. The
works in [14], [15] study admission/congestion control and transmission scheduling in
small cell networks for adaptive video streaming. More specifically in [14], a network
utility maximization problem is formulated in order to keep transmission queues of
helper nodes stable. The admission control policy problem is tackled by choosing
the helper node as the one with the smallest queue backlog. Transmission scheduling
requires the maximization of sum rates with the queue backlogs serving as weights.
Furthermore in [15], an algorithm is proposed that calculates the pre-buffering and
re-buffering time for each user so that they can experience a smooth streaming service
without buffer under-run events. A similar work is also presented in [16], where users
are able to download from a number of base stations and decide which of them is
better to serve them.

The main contribution of this work is that it combines the adaptive video stream-
ing framework of DASH with opportunistic scheduling due to the existence of the
unlicensed CC under the LAA concept. Although adaptive video streaming frame-
works have been extensively studied before, there is no work studying the application
of adaptive video streaming over a LAA system. Furthermore, since LAA is key for
future 5G networks, the increased data rate performance it can offer is extremely im-
portant for applications that require high data rates such as video streaming, thus
motivating this work.
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2 System model

We consider a LTE-A eNodeB with LAA capabilities, i.e. the functionalities described
in Section 1.3, enabling it to monitor traffic in one or more unlicensed band CCs. At
each scheduling interval ¢, the eNodeB can employ CA to schedule resources from a
licensed primary CC and an unlicensed secondary CC, both in FDD mode, each one
of bandwidth W, and Wy respectively. Depending on the values of W, and Wy a
number of RBs My and My are available for scheduling. Each RB consists of 12 sub-
carriers spaced at 15 KHz providing a total bandwidth of W = 180 K Hz per RB. A
set of UEs K exists in the area of the eNodeB and each user k € K requests DASH
video files. A visual representation of the system is depicted in Figure 4. UEs are in
the coverage area of the licensed carrier (light blue color) and the unlicensed one (dark
blue color), where WiFi systems also operate. The coverage area of the unlicensed
carrier is typically smaller because it is centered at a higher frequency.

Figure 4: The considered network topology.

2.1 Video streaming

The encoding rate of each video chunk is typically decided by the UE approximately
every 10 seconds (each chunk no matter its size corresponds to 10 seconds video dura-
tion). We denote this time period as the Quality Selection Interval (QSI). The eNodeB
decides the quality for each UE depending on channel quality, secondary CC availabil-
ity and buffer status of the UEs. Since the QSI is relatively long, it is reasonable to
assume that each UE can communicate all necessary information such as buffer status
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Quality | Resolution | Bitrate (Kbps)
360p 640x 360 1000
480p 848480 2500
720p 1280720 5000
1080p 19201080 8000
1440p 2560x1440 10000
2160p 3840x2160 35000

Table 1: Quality level encoding rates.

and channel state to the eNodeB through the uplink channel. Channel quality and
secondary CC availability are averages observed by the UEs and the eNodeB respec-
tively. The buffer status is the remaining video playback time that is already stored
to each UE’s playback buffer. We denote the set of available encoding rate levels for
the video file requested by UE £k as:

D" ={D}, D3, ..., D} } (1)

where DF is the encoding rate of the video quality 4 in bits per second. Furthermore,
we assume that the encoding rate (i.e. video quality) increases with the index i, so
that D¥ > DF ,. L is the number of encoding rates in which the requested video
is available by the server. An example of recommended encoding rates for different
quality levels is provided in Table 1, where the frame rate is 30 frames per second and
the aspect ratio, i.e. the ratio of row to column pixels, is 16:9 which are typical values.

2.2 Unlicensed band traffic estimation

The eNodeB is required to monitor the activity of the UB in order to coexist harmo-
niously with the deployed UB systems as proposed by 3GPPP [3]. This requires the
existence of an energy detector that is capable of collecting samples periodically, and
determining whether a signal is present at the desired channel. The statistics of the
samples collected by the energy detector can be used to provide an estimate on the
probability that the channel is idle, and thus an LTE transmission can take place.

The energy detector collects samples of the unlicensed band and is able to determine
whether a transmission takes place or not based on an energy threshold. This energy
threshold is typically at -82 dBm for the Carrier Sensing mechanism of WiFi. In [17]
however, it is stated that the energy detection level that is used for LAA is set higher
at -62 dBm possibly interrupting WiFi transmissions. Thus, the activity of WiFi
stations in the unlicensed band can be estimated by measuring the number of samples
resulting in busy medium versus the total number of samples collected over a specified
time period. So, by defining /V; to be the number of samples where the detected energy
was above the energy threshold, and as N, the respective value for below the energy
threshold detections we have:

Ny
Pon:— 2
Ny + Ny 2)
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being the probability that the unlicensed band is occupied and

N ]—\II—QN (3)
1 2
the probability that the unlicensed band is idle at some random time instance.

The works of Bianchi [18], [19] provide a solid mathematical framework for mod-
eling WiFi users’ channel access probability using a discrete time Markov chain are
considered, in order to calculate P,;; under several realistic scenarios. Particularly
in [19], the probability that a WiF1i station transmits at a random slot is given as:

2(1 — 2p) (@)
1 —2p)(Win + 1) + pWin(1 — (2p)?)

where Win is the minimum backoff window of 802.11 Distributed Coordination Func-
tion (DCF), p is the probability that a transmitted packet collides and i is the maxi-
mum number of times the backoff window is doubled after consecutive packet collisions.

Assuming a number of n stations want to transmit a packet during a slot, p is given
by:

Porp =

T

p=1-(1-)"" ()

since at least one of the remaining n—1 stations should also transmit so that a collision
occurs. By solving (4) and (5) we obtain the values of 7 and p and the probability p;,
that during a random WiFi slot there is at least one transmission that can be detected
by the LAA eNodeB (perfect detection is assumed) is given by :

Pre=1—(1—7)" (6)

We define ¥ to be the random variable that represents the number of consecutive
idle slots between two WiFi transmissions. Then the mean of ¥ is given by:

1
E{V} = — -1 (7)

tx
where E{-} denotes the expectation of a random variable. One more thing is required
for the calculation of P,f;. That is the average duration of a packet transmission in
WiFi slots, since E{VU} is also calculated in WiFi slots. Assuming that this value is

known as E{P} then P, is calculated as:

E{¥}
E{V} + E{P} (8)

P,ss is therefore a function of Win, i, n and E{P}. From these parameters only
n and E{P} are considered to vary during time and can affect the performance of our
LAA system. Of course these values are unknown to the eNodeB which in practice will
perform energy detection based on (3). This model however is required to simulate
realistic WiFi traffic scenarios for the system’s performance analysis that will follow.

Porp =

2.3 Solution approach

After quality selection decisions are made, resource allocation is handled by the eNodeB
every 10 milliseconds, i.e. the duration of one LTE frame. RBs are scheduled to the
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UEs depending on their recent Channel State Information (CSI) as well as the current
availability of the secondary CC. We denote this 10 ms resource allocation duration as
Scheduling Interval (SI). Note that each QSI interval consists of 1000 SIs. The notation
concerning the association of network actions and time is displayed in Figure 5. In
the following two sections the problems of quality selection and resource allocation are
analyzed under the described setting.

UEs send CSI and buffer
status to eNodeB UEs send CSI

— S I I

J QSlI >
eNodeB decides encoding eNodeB schedules resources
rate for the next QSI for the next SI depending

On unlicensed CC status
considering UB activity

Figure 5: Quality selection and resource allocation decision timeline.
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3 Quality Selection

In order for the eNodeB to decide the video quality of the chunks to be delivered for the
next QSI, assuming that the current QSI is 7', the following information is required.
Each UE k € K reports their average Signal to Noise Ratio (SNR) experienced of
QSI T. These values are denoted by SNR¥(T) and SN RY(T) for the licensed and
unlicensed CCs respectively. In addition, the UEs should provide their playback buffer
status.

3.1 Buffer dynamics modeling

For the UE buffer we assume that during each QSI T', the downloading of the segment
to be displayed during the next QSI T+ 1 occurs. The duration of buffered video at
QSI T for UE k is given by B¥(T) and is updated for the next QSI as:

e if BE(T) = 10
k .
B¥(T +1) = { BXT) + ;Zki?) if BE(T) + ikiii <10 (9)
S : S
B*(T) + ngTg 10, if B¥(T) + ngTg > 10
where B*(T) is the video duration in seconds stored at QSI T and 2 Rk(T) is the

video duration downloaded at QSI 7. S*(T') denotes the size of the segment(s) in bits
to be delivered during QSI T', while R*(T') denotes the average download rate during
QSI T. Differentiating from the work in [20], we assume that at the beginning of each
QSI T, the buffer empties by the amount of 10 seconds if the video segment of the
previous QSI T'— 1 has been downloaded. If that is not the case, the buffer occupancy

at the beginning of QSI T is R],Zg) which is less than 10 seconds and the completion
of the segment download occurs at some point during the next QSI. To help further
understand the buffer dynamics an example is illustrated in Figure 6.

Suppose that at the beginning of QSI 1 the buffer contains the first 10-second
segment which is downloaded before playback starts. Immediately it is delivered to
the application layer and downloading of the next segment begins filling the buffer
again. Notice how the slope of the buffer status shows the rate at which the segment
is downloaded. For the first two QSIs everything runs smoothly and segments are

downloaded on time. This is captured by the first leg of equation (9) where for example

Bk (2) = ]S%ZE;) = 10 and thus B*(3) = 10. However, at the third QSI the segment

to be delivered to the apphcatlon at QSI 4 has not been downloaded until QSI 4

begins so that we have B¥(4) = 2, 233 < 10. Since B*(4) < 10, in order to calculate

B*(5) we use the second or thlrd leg of equation (9) depending on if the segment
was finally downloaded and delivered to the application during QSI 4. Indeed, since

Bk(4) + Is%k(( )) > 10 we get that the previous segment was downloaded at some pomt

during QST 4 and the buffer is updated as: B*(5) = B*(4) +
from the beginning of QSI 4 until the segment is delivered and the buffer empties
is the buffering duration when the application layer buffer awaits a segment delivery
and the video freezes. The same thing occurs during QSI 5 but with less buffering
duration. Finally there is one last possibility for the next QSI buffer status update
that is not captured in Figure 6 and that is the second leg of equation (9). Under
this case, the segment that had not been downloaded at some QSI T, was still not
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Figure 6: Buffer dynamics modeling example.

received by the end of the next QSI 7'+ 1 (i.e. B*(T) + ;i(?) < 10). If this happens
the buffering duration lasts for the entire QSI T". However, this case is extremely rare,
since additional weight will be given to the scheduling of users not able to download

their segments fast enough, as will be shown in the next section.

3.2 Utility maximization for video quality selection

The estimated availability of the unlicensed CC is based on the WiFi users’ activity,
as sensed by the eNodeB, possibly by energy detection techniques [7], [17]. The prob-
ability that the unlicensed CC is idle for QSI 7" is denoted by P, and is re-evaluated
periodically by the eNodeB. The download rate of UE k € I that benefits from both
licensed and unlicensed CCs at QSI 7" is then given by:

RMT) = Ri(T) + Poys Riy(T) (10)

In order to calculate R*(T'), one has to perform resource allocation in both licensed
and unlicensed CCs by accounting the UEs” SNR values and buffer status, as well as
the expected availability of the unlicensed CC. The resulted R¥(T) can serve as an
upper bound on the encoding rate of the chunk to be delivered to user k at QSI T.
The data rates gained by the licensed and unlicensed carriers are defined as:

RY(T) = o% MW log(1 + SNR%(T)) (11)

and

RE(T) = af, MyW log(1 + SNRE(T)) (12)

where z%(T) and z%(T) represent the portion of the My and My sets of resource

blocks to be allocated to UE k from the licensed and unlicensed carriers respectively.
Therefore we have:

(7)€ 0,1], VE € K (13)
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and

a5(T) €[0,1], Vk € K (14)

Thus, we can define a utility function for each UE k based on R*(T') and B*(T),
in order to decide the resource allocation that will provide a certain quality selection
decision for QSI T as follows:

UH(T) = log(R*(T) + aB*(T)) (15)

where « is a biasing factor that will affect the impact of the UEs’ buffer status on
resource allocation and therefore on quality selection decisions. Notice how the buffer
status affects rate allocation. Due to the logarithmic function, UEs with smaller
buffer status will tend to be allocated more resources towards balancing their buffer
status and will thus manage to download their segment on time. Equation (15) is a
concave function with respect to 2% (T') and af,(T') so we can formulate the sum utility
maximization problem P; defined as:

Py : max Y UMT) (16)
subject to:

> af(T) =1 (17)

> ap(T)=1 (18)

kek

where 1, contains variables 2% (T'), Vk € K, zy contains variables x5, (T), Vk € K.

The above problem can be solved with standard convex optimization techniques.
Let us define the augmented Lagrangian function by embedding the constraints (17)
and (18) in the objective function:

L(zp, xy, A\, 1) = LUT) — MLk (T) — 1) — p(Lzf (T) — 1)—

Ona(r) — 12— Lk -1
where A, p are Lagrangian multipliers for each of the two constraints, [ is a unitary
row vector of length || and p > 0.

In order to maximize L we perform the Alternating Direction Method of Multipli-
ers (ADMM) [21], which involves optimizing L over each variable separately at each
iteration 7. Formally we have:

x7™ = argmax L(zr, x5, A7, 1") (20)
TL
zy ! = argmax L(z7™, zy, A7, 17) (21)
Ty
A= N (Lt = 1) + p(Le™ — 1) (22)
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pthi= " 4 p(Lax T = 1) + p(Laxp™t - 1) (23)

Each of the equations (20) - (21) is solved by setting the partial derivative of L equal
to zero, and solving for each variable, which is then used to obtain the Lagrangian
variables for iteration 7+ 1 through (22) - (23). When ADMM converges, the optimal
solution of P; is found and the achievable data rate of each UE can be calculated.
This upper bound of data rate will determine the quality of the video segment to be
delivered to the UE as the maximum available from D* which does not exceed the
achievable data rate R¥(T'). The proposed Quality Selection Algorithm is described in
Algorithm 1.

Algorithm 1 Quality Selection
for each QSI 7' do
Require: SNRE(T),SNR},(T), BE(T), Vk € K, Py
Initialize &Y, ¥y, A%, u°
T+ 0
repeat
Calculate 7™, x5, A1 u™+ by eq. (20)-(23)
T—T17+4+1
until Optimal solution found
for each k£ € K do
Calculate R*(T) by eq. (10)-(12)
D*(T) < maxD* {D*(T) < R¥(T)}
end for
end for

The test for convergence is carried out as follows [21]. If ], xf;, A* and p* are the
optimal values obtained from the ADMM algorithm, the following conditions must be

satisfied:
aL(:z:*L,aa;*UL, ) (24)
8L(a:}§,a :z;; ) (25)
Lixp =1 (26)
Iy =1 (27)

Conditions (24) and (25) assure that the solution found is optimal while (26) and
(27) that it does not violate the problem’s constraints. Proof of the linear convergence
of ADMM is provided in [22]. Figure 7 displays the average number of iterations
required for ADMM to converge to the optimal solution versus the number of users
(K) that clearly affect the number of problem variables and thus the convergence rate
of ADMM. It is evident that the increase of iteration steps is linearly proportional to
K, which makes the application of Algorithm 1 an efficient solution to the Quality
Selection problem P;.
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Figure 7: Average ADMM iterations versus number of users.

4 Resource Block scheduling

In this section we propose a RB scheduling policy [23] in both licensed and unlicensed
CCs. To deal with resource allocation on a frame basis, a stochastic optimization
framework is required [24]. The reason is that each 10-second QSI, consists of 1000
10 ms SIs during which scheduling must ensure that all segments to be transmitted
to the UEs at the current QSI are received by the UEs before the end of the QSI.
Unfortunately, no information about future channel states and UB availability is known
to the eNodeB at each SI and thus a stochastic optimization approach is considered.

4.1 Problem formulation

The approach is based on the assumption that at the beginning of each QSI T', the
eNodeB has retrieved the video segments of specific quality from the video server
according to the solution proposed in the previous section. Then, a number of K
queues hold the segments (one queue per user), and the eNodeB must schedule RBs
to UEs at each SI with the goal of emptying all queues by the end of the current QSI.
This implies that the segments of QSI 7" are delivered in time to the UEs so that they
can watch freeze-free video content. The number of bits stored at the queues of the
eNodeB at each SI t are denoted by Q*(t). For the first SI the queues are initialized
with the segment size of the current QSI T as:

QF(t=1)=S*T), Vke K (28)
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and are updated for the next SI by:

ok 0
Qt+1) = Q1) - o

where r*(¢) is the data rate in bits per second experienced by UE k at SI t.

The unlicensed carrier can either be available or unavailable at each SI according
to the UB activity as specified by LAA. The auxiliary variable a,(t) indicates if the
unlicensed carrier is available at SI ¢ and thus, unlicensed carrier RBs can be allocated
at the specific SI.

Vk e K (29)

1 ith bability P,
au(t):{ , with probability P, , (30)

0, with probability P,,
The SNR experienced by each UE k € K at each SI t is denoted by SN R% (¢) and
SN RE (t) for the licensed and unlicensed band respectively. The maximum throughput

a UE can achieve at the licensed and unlicensed carriers is calculated using the current
SNR. We introduce the scheduling variable y,,x(t) which is defined as:

1, if RB m is allocated to user k
Ymi(t) = . (31)
0, otherwise

The data rate of UE k at each carrier is then calculated as:

rE®) = > ymr(t)Wlog(1 + SNR (1)) (32)

meMp,

for the licensed carrier and:

()= D Y)W log(1 + SN R (1)) (33)

meMy

for the unlicensed carrier. The total achievable data rate of user k£ at SI ¢ is then
calculated as:

i (t) = ri(t) + au(t)r(t) (34)

The goal is to schedule resources at each SI ¢ so that by the end of the QSI T,
each UE k will have downloaded the S*(T') bits of the video chunk. The problem is

formally expressed as:

1000
max Z Z r*(t) (35)
Ymk(®) ek =1
subject to:
1000
i (¢) k
> T
ZlOO_S(),VkeK (36)

where % denotes the amount of bits downloaded by user k during SI ¢, since each

SI lasts for 10 milliseconds and 7*(¢) is given in bits per second.
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4.2 Backlog and Channel Aware Scheduling Policy

The calculation of y,,x(t) Vt € [1, ..., 1000] in (35), requires prior knowledge of SN R% (¢),
SNRE(t) and a,(t) Vt € [1,...,1000], which is unavailable at the beginning of QSI T'.
To tackle this problem we propose a scheduling policy for each SI ¢. It accounts for the
current channel conditions and unlicensed CC availability: SN R (t), SNRE (t), a,(t)
as well as the users’ current backlogs Q*(t). The proposed algorithm is based on the
maz-weight algorithm of [24] where scheduling decisions are made based on current
queue backlogs and channel states without the need of channel probability knowledge.
There are several scheduling policies for LTE systems in the literature [23] both for
time and frequency domain scheduling. Leveraging the Orthogonal Frequency Division
Multiple Access (OFDMA) technology of LTE we allocate LTE RBs to different UEs at
each SI ¢, applying thus frequency domain scheduling. Under this type of scheduling,
a metric function 6(m, k) is calculated and then each RB m is iteratively allocated
to the UE for which the metric function obtains the highest value. Proportional Fair
Scheduling (PFS) for example, considers the users instant data rate on each RB as well
as the average rate experienced by each user in order to formulate the metric function.
In our case however, each UE reports one SNR value for each CC, SNR% (t), SN RF,(t)
respectively. It is possible though to require sub-band instead of wide-band level
feedback reports and thus acquire feedback in the form of SNR%(m,t), SN RF,(m,t),
where SN R% (m,t) is the SNR experienced by UE k on SI ¢ for RB m of the licensed
CC and SN RF,(m,t) is the respective value for the unlicensed CC. Whichever the case,
r*(t) can be decomposed to a series of data rates given by the different reported SNRs,
whether they differ per RB or they are the same for RBs of the same CC as:

PO =Y Yk Ori(mt) +au(t) Y () (m,t) (37)

meMy, meMy
where 7% (m, t) is given by:
¥ (m,t) = Wlog(1 + SNRE(m,t)) (38)
and 75(m, t) by:
rE(m,t) = Wlog(1 4+ SN Ry (m,t)) (39)

which are the data rates in bits per second experienced by UE k on SI ¢ and on RB
m if m belongs to the licensed and unlicensed bands respectively. For simplicity in
further analysis we assume a wide-band feedback report system and thus equations
(38) and (39) reduce to:

ri(m,t) = Wlog(1+ SNRJ(t)) (40)

and

rE(m,t) = Wlog(1l+ SNRE(1)) (41)
After defining the users’ instant data rate per RB we proceed by calculating the
average throughput experienced by UE k until SI ¢ as:

i(r) = ot 1) (12)

t
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With standard PFS [23] the metric function §(m, k) is calculated as:

—Ti—im’t), if me M,
S(m, k) =4 W (43)

rg () ifmeM
() U

It is evident from the form of d(m, k) that it is maximized for UEs that experi-
ence high instant data rate for RB m and low average data rate, providing thus the
proportional fairness characteristic of the metric function. Equation (43) is calculated
iteratively for each RB and each UE and RB m is allocated to UE k* that maximizes
d(m, k). Formally k* is given as:

k* = argm]?X(S(m, k), Ym € My U My (44)

In our system, proportional fairness is implemented with the logarithmic function
in the objective function of the Utility maximization problem P;. At this stage,
the designed scheduling policy should empty all backlog queues by the end of each
QSI. Since each QSI consists of 1000 SIs the desired scheduling policy must result in:
QF(1000) = 0, Vk € K. Driven by the results of the maz-weight algorithm [24], the
scheduling metric is given by the data rate experienced by each UE for the current SI
multiplied (weighted) by user’s queue backlog and the scheduling decision is based on
which UE maximizes the newly defined metric:

S(m. k) = {Qk(t)rg(m,t), ifm e My (15)
QF(t)rk(m,t), ifme My

Each RB is iteratively assigned to the UE that maximizes (45). Its respective queue
backlog is updated and the procedure continues until all RBs are allocated. Next,
we present the proposed Backlog and Channel Aware Scheduling Policy (BCASP) in
Algorithm 2.

4.3 BCASP analysis

For the remainder of this section we provide an insight about the conditions, under
which the proposed BCASP manages to deliver the DASH video segments of a QSI T
on time, without the UEs experiencing any buffer under-run events which will result
in video freezes.

The max weight based BCASP algorithm utilizes the technique of Lyapunov drift
minimization, which is briefly explained next. Consider a system with K queues, each
of which stores bits to be transmitted to the K users of the system. Each queue k
is supplied with an arrival process that adds a number of Ag(t) bits at each SI ¢.
The system’s scheduler must decide which user to serve at each SI ¢ depending on
the current queue backlogs Q*(t) as well as current channel states. Suppose that the
number of bits that can be transmitted to user k£ at SI ¢ and is dependent on the
channel state is given by %. The number of bits that are actually transmitted to
user k, depending on the scheduler’s decision is given by by (t) which is defined as:

100

") if ks scheduled at SI ¢
0, otherwise
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Algorithm 2 Backlog and Channel Aware Scheduling Policy
for each SI ¢t do
Require: SNRE(t), SNRE(t), SH(T), Q%(t), Yk € K, a,(t)
for each m € My do
for each k € K do
§(m, k) < Q*(t)rk (m,t)
end for
k* <— arg maxy 6(m, k)
o
QF (1) Q¥ (t) — g
end for
if a,(t) =1 then
for each m € My do
for each k € K do
8(m. k) < Q(t)rk (m, )
end for
k* < arg maxy 0(m, k)
* * k" (m
QF (1) + Q¥ (1) — "y
end for
end if
end for

Note that this system matches many characteristics of the Resource Block scheduler
described in the beginning of Section 4. The only differences are that the scheduling
decision is taken over multiple RBs and the fact that the arrival process is simplified
so that there is no periodic increase on backlogs but instead they are increased at the
beginning of a QSI with the target of emptying by its end. The queue dynamics from
one SI to the next are thus given by:

QF(t + 1) = max{Q"(t) — by(t),0},Vk € K (47)

To minimize notation, let Q(t) = [Q*(t), Q*(t), ..., Q¥ (t)] be the vector containing
the queue backlogs of all K users of the system. The Lyapunof function is defined as:

FQ() = 5 3 @y (15)

kek

The upper bound on the change of the Lyapunov function from one slot to the

next is:
QU+ 1))~ FIQ) = £ 3 [@4t +1)? — (1Y (19)
kek
= 57 [max{(@40) — Be(0)%. 0~ Q"] (50)
kel
< S grmn (51)
ke ke
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where (51) results from the fact that:

max{(A — B)* 0} < A>+ B* - 2AB (52)
The conditional Lyapunov drift for slot ¢ is defined as:

AQU) = E{F(Q(+1) - FQUNIQW) (53)
<e{ > " Fien}-e{ T eonmen} 6

The first of the two terms in (54) is independent of Q(t) and is bounded by the value
obtained if the scheduler allocates all resources to the user with the highest 7*(¢) at
SI t. Assuming this value is denoted as C we get:

aQw) <c-e{ Y@ nwian] (55)

kek

Now, in order to minimize A(Q(t)), we only need to opportunistically maximize:

P ICACACIET) (56)
ke

which, according to the max weight algorithm in [24], is achieved by making schedul-
ing decisions that maximize Q* (t)%. Since scheduling decisions are taken for each
individual RB of licensed and unlicensed CCs the scheduling metric in (45) complies
with the max weight opportunistic scheduling results.

The BCASP is designed to guarantee the stability of the transmission queues in
the long term, meaning that all video segments will be downloaded at some point, but
it provides no guarantees about the short term delivery of each individual segment
during a QSI. Channel conditions may deteriorate for all users and unlicensed carrier
utilization by WiFi users may increase dramatically during a 10 second period, allowing
fewer access opportunities and decreased data rates. Consequently the eNodeB might
not be able to provide the promised data rates so that the UEs can download their
segments on time for playback. Is there something we can do to minimize the chances
of buffer under-run events? First, the total data rate that the eNodeB must provide
is mostly much lower than the one it can provide. Remember that the encoding
rate of the segments to be delivered to the UEs is selected as the highest available
that does not exceed the UE data rate calculated by equations (10)-(12) after the
utility maximization problem is solved. This difference between required and available
data rate is in most cases enough to minimize video freezes as will be shown in the
next section. In addition, a simple pre-buffering technique is proposed in [16] where
the pre-buffering time (the time between the request of the first video segment until
playback starts) is calculated as the maximum delay of the transmission queues of the
users. This implies that UEs can request more segments before the current segments
are downloaded in order to get a head-start in preventing a buffer under-run event
due to the factors already mentioned. Although such technique may even eliminate
the chances of buffer under-run events, it might also add a significant delay at the
beginning of playback which will most certainly degrade Quality of Experience (QoE)
for the users.
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Figure 8: LTE Physical Layer downlink processing chain.

5 Performance evaluation

In this section extensive simulation results on the considered LAA video streaming
framework are provided. In the first two sub-sections, the simulation setup is explained
both in link level (LTE physical layer) as well as in system level, in order to lay the
foundation for the upcoming simulations and the explanation of results in the following
sub-section.

5.1 Link level simulation setup

The link level simulation consists of the implementation of LTE Physical Layer in
MATLAB in order to obtain performance metrics of the downlink transmission of
LTE under different channel conditions and transmission modes. The LTE downlink
processing chain is provided in Figure 8. The functionality of the blocks depicted in
Figure 8 is briefly described as follows:

e CRC Attachment. Cyclic Redundancy Check (CRC) is used for error detection
of the transport blocks. A number of parity bits are attached to the end of the
transport block.

e Channel Coding. Turbo coding with a rate of 1/3 is usually employed to protect
the transmission of data against channel fading.

e Scrambling. The input bit streams are combined to scrambling sequences in
order to produce pseudo-random codewords.

e Modulation. The scrambled bits are used to generate complex valued modulation
symbols. The constellations supported by LTE are QPSK, 16QAM and 64QAM
in order to provide adaptive modulation.

e Precoding and Layer Mapping. This functionality is employed in case of a multi-
antenna transmission scheme. It involves the mapping of the input symbols on
each layer for transmission on the available antenna ports.

e OFDM Modulation. Orthogonal Frequency Division Multiplexing modulation is
applied by utilizing Inverse Fast Fourier Transform (IFFT) in order to convert
a frequency selective fading channel to a number of flat fading orthogonal sub-
channels of narrower bandwidth.
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Parameter Value

Bandwidth 1.4,3,5,10,15,20 MHz

Tx/Rx Antennas 1,24

Modulation QPSK, 16QAM, 64QAM

Tx Scheme Single port, Tx Diversity, Spatial Multiplexing
Channel Model EPA, EVA, ETU

Table 2: Physical layer simulation setup parameters.

The reverse actions are made at the receiver side with the addition of Channel Es-
timation which is used to counteract the effects of the wireless channel on the received
signal and improve Bit Error Rate (BER). The procedure involves the reception of
known pilot symbols in specific Resource Elements of the LTE Resource Grid. The
receiver can then estimate the effect of the channel by observing the difference between
the known and received pilot symbols.

The simulation environment developed to model the physical layer described above
sets system parameters such as the number of frames, bandwidth, transmission scheme
etc and passes the OFDM modulated signals through a fading channel for a series of
SNR values. The receiver decodes the received signals and the throughput perfor-
mance of the link is calculated. A complete list of the parameters and possible values
supported by the simulator are given in Table 2.

Some typical results provided by the simulator are shown in Figure 9. The duration
of the simulations was 100 LTE frames and the channel model used was the Extended
Pedestrian A model. Adaptive modulation was employed according to [25]. The
figure depicts all supported transmission schemes for different bandwidth and Tx/Rx
antenna setups. In the following sections a specific setup will be used for all links in
the cellular network in order to provide system level results of the UE scheduling for
video streaming application.

5.2 System level simulation setup

Now we describe the details of the LAA system that provides streaming services with
the functionalities described in the previous sections. We consider a cell topology like
in Figure 10 with a number of K UEs spread uniformly in a 2 x 2 kilometer area and
the LAA enabled eNodeB at the center of it. One licensed and one unlicensed CCs of
20 MHz, each one entailing a number of M, = My = 100 RBs are considered. The
link level profile of both CCs is assumed to be 4 x 1 transmit diversity as displayed in
Figure 9.

The SNR in dB that each UE k experiences for the licensed CC at each QSI T is
given by:

SNRY(T) = P*(dBm) — Ny(dBm) (57)

where P]”(dBm) is the received power in dBm for the licensed CC, and Ny(dBm) is
the noise power. In order to calculate Pj*(dBm), large scale fading with path loss and
log-normal shadowing is considered as:

Pr*(dBm) = P (dBm) — FSPL.(dB) — X, (58)
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Figure 10: Instance of the network topology for K = 15 UEs.
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Parameter Value
WL/WU 20 MHz
My, /My 100
ptz 43 dBm
Ny -80 dBm
o? 3
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Table 3: System level simulation setup parameters.

where P™(dBm) is the transmit power of the eNodeB in dBm, F.SPL.(dB) is the
Free Space Path Loss (FSPL) for the licensed CC in dB and X, which accounts for
log-normal shadowing, is a Gaussian random variable with N (0,0?). FSPL;(dB) is
given by:

FSPL(dB) = 20(log,,(d) + log,(fL.) — 7.378) (59)

where d is the distance between transmitter and receiver in meters, and f7, is the center
frequency of the transmitted signal in the licensed band in Hertz. The unlicensed CC
belongs to a different spectrum band and thus FSPL is given by:

FSPLy(dB) = 20(log,o(d) + log,o(fu) — 7.378) (60)

where fy is the center frequency of the unlicensed CC. Thus, for the unlicensed CC
we get that:

Pr(dBm) = P™(dBm) — FSPLy(dB) — X, (61)
and
SNRY(T) = Pi*(dBm) — No(dBm) (62)

The average SNR experienced during QSI T'— 1 is then used to calculate SN R¥ (T)
and SNRE(T) as:

1000 &
—. SNRj(t)
N k T) = t=1 L
SNRY(T) = ==L (63
and
1000 &
_ SNRyp(t)
N k T) = t=1 U 4
SNR(T) = =EL2 (64
respectively.

The SNRs calculated above consider only large scale fading which is supposed to
be stable for the duration of the segments download, considering that the UEs are
not moving. However, in order to capture small scale fading which occurs even with
minor movements of the receiver, we incorporate Rayleigh fading that changes the
experienced SNR from one SI to the next. The details of the values used for the
parameters of the system level simulation setup are provided in Table 3.
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Concerning the video files that the UEs request for downloading, we consider a
video file encoded in 6 different quality levels as described in Table 1. Formally we
have that:

DF = {1000, 2500, 5000, 8000, 10000, 35000} K bps, Vk € K (65)

Moving on to the WiFi system setup, suppose that a random number of n WiFi
stations are involved in packet transmissions during each QSI. Each packet is consid-
ered to have a fixed size of 1.5 KB and can be transmitted at a set of physical data
rates supported by 802.11n that is operational in the 5GHz spectrum. This set R,, of
physical WiFi data rates is as follows:

R = {7.2,14.4,21.7,28.9,43.3,57.8, 65, 72.2} Mbps (66)

The rate which will be selected derives from WiFi’s rate adaptation mechanism and
depends on each station’s channel conditions. For a fixed packet size one can calculate
the transmission duration for each possible data rate and by accounting that each
WiFi slot lasts for 9 us the set of possible transmission durations in number of WiFi
slots is given by:

To = {186, 94, 62,47, 32,24, 22, 19} slots (67)

Assuming that in each WikFi slot there is a number of n WiFi stations that want to
transmit a packet, we can calculate P,s; for each QSI by equations (4)-(8) and (67).
However, since the number of competing WiFi stations during a QSI is variable, and
in order to simplify WiFi operation during simulation by explicitly manipulating P,
so that its effect is evident, we assume that it follows a Gaussian distribution over

QSls as G(u, ¢?).

5.3 Simulation results

For the remainder of this section, the performance of the proposed quality selection and
scheduling algorithms will be tested through indicative simulations performed using
the setup described above. These simulations aim to highlight the effect of several
network parameters such as the number of users and the unlicensed band availability,
on crucial performance metrics such as average segment quality and number of video
freezes. The proposed solution that consists of Algorithms 1 and 2, both implemented
on the eNodeB are compared to standard PFS and the AVIS framework [12].

With PFS, the eNodeB allocates resources according to the scheduling metric in
(43). Each UE experiences an average data rate, according to which it requests the
appropriate quality for the next segment using the same rule as in Algorithm 1, i.e.
it requests the maximum available segment encoding rate that does not exceed the
average experienced data rate. Since PFS is a general solution and is not specifically
designed to address the complex problem of adaptive video streaming, the AVIS frame-
work is also employed for comparison. AVIS consists of two entities. The allocator,
which considers the resource requirements of the UEs and decides the encoding rate of
the segments to be delivered to each UE, and the enforcer which allocates resources
in a similar to PFS manner so that UEs can download the desired segments in time.
This framework is very similar to the one proposed in this work with the allocator
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Figure 11: Average data rate vs number of UEs for different cases of unlicensed CC
availability.

matching with Algorithm 1 and the enforcer matching with Algorithm 2. Further-
more, the allocator is designed to operate every 10 seconds and the enforcer every 10
milliseconds which is exactly as defined in Figure 5.

5.3.1 Video Segment Quality

The chosen segment quality depends on the data rate that the network can provide
to each UE. Furthermore, data rate is a function of the number of UEs associated
with the eNodeB as well as the number of available resources which directly links to
unlicensed CC availability. To highlight the impact of the above parameters on average
data rate, Figure 11 is provided.

Unlicensed CC availability is affected by the mean value p of P,;s which varies in
Figure 11 while its standard deviation remains fixed at ¢? = 0.1. As the number of UEs
K increases the average data rate decreases since more UEs share the same number
of resources. The effect of unlicensed CC utilization can be seen for the three cases of
1 depicted in Figure 11. For higher values of i the unlicensed CC access probability
is higher, UEs can be allocated with more resources and thus enjoy higher data rates
that can lead to better video quality and/or fewer video freezes. The increased data
rate effect is stronger when the number of UEs is small and deteriorates as K increases.
However, between different cases of i the percentile drop in average data rate remains
steady. For example, the average data rate is increased by approximately 40% from
1= 0.2 to p = 0.8 for all values of K. This indicates that even when K is high and
the average data rate is relatively small, the increased performance due to unlicensed
CC utilization is far from negligible.
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Figure 12: Segment quality CDF for different number of UEs.

As stated before, the average segment quality mainly depends on the number of
UEs, since the more UEs are active in the network, the less resources are allocated to
each one, and thus they generally experience less throughput which leads the designed
quality selection algorithm to choose lower quality segments. Figure 12 displays the
Cumulative Distribution Function (CDF) of the different segment qualities of (65)
for several cases of number of UEs K and for a number of 100 QSIs. Probability of
unlicensed CC availability P, is Gaussian with mean value of ¢ = 0.5 and standard
deviation ¢* = 0.1.

Intuition is validated through Figure 12 since CDF's for more UEs are above those
with less UEs, meaning that they end up with more low quality segments. More
specifically for K = 15, more than 90% of segments are delivered in the 3 lowest
quality levels of 1, 2.5 and 5 Mbps and the rest of them in just 8 Mbps. On the other
hand, for K = 3, very few segments are delivered in the 4 lowest qualities, while most
of them are delivered in 10 Mbps and a small portion of under 10% is even delivered
in the highest quality of 35 Mbps.

In addition to the proposed Algorithms 1 and 2 a standard PFS solution as well as
the AVIS framework are also considered for comparison. It is expected that PFS will
try to provide approximately the same QoS to all UEs and it is interesting to observe
the effect of such scheduling policy on segment quality, since there is no knowledge
about the unlicensed CC availability to the UEs that request the segments depending
on average data rate performance. On the other hand, since AVIS quality selection
is implemented on the eNodeB, there is knowledge about the number of available
resources but the scheduling is handled just like in PF'S. Figure 13 displays the average
segment quality CDF for PFS only on a licensed CC, on a licensed plus unlicensed CC
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Figure 13: Segment quality CDF for PFS, AVIS and Quality Selection algorithm.

through CA, AVIS, as well as Algorithm 1 solution. The results were obtained for a
number of K = 10 UEs and a duration of 100 QSIs.

Firstly, by comparing the two PFS results we can see how the utilization of a
secondary CC in the unlicensed band has increased average video quality. All users
are served by segments the encoding rate of which does not exceed 5 Mbps on a licensed
only system. However, when an unlicensed CC is added, a percentage of about 60% is
served by the 3 lowest qualities (1,2.5,5 Mbps) while the remaining users experience
quality of 8 Mbps segments. When Algorithm 1 is used to select segment quality
however, we can see that more UEs are served with segment encoding rates above 5
Mbps compared to the PFS solutions. There is however a small 10% of UEs where the
two lowest qualities are chosen while in the respective case of PFS this percentage is
0. In contrast to PFS, Algorithm 1 allocates more resources to UEs with good channel
conditions and fewer (thus the worse quality) to the ones experiencing bad channel
conditions. In anyway the percentage of UEs with high segment quality is quite bigger
than the one of low segment quality proving in a way the usefulness of Algorithm 1.
Comparing AVIS to Algorithm 1 however we can see that only about 20% of segments
are delivered in the 3 lowest quality levels while for most of them, 8 Mbps encoding
rate is chosen. This indicates a better performance that Algorithm 1 but once again
we observe that Algorithm 1 provides a larger variety of encoding rates providing more
10 Mbps segments than AVIS. AVIS does not consider UE buffer status and thus never
decides to assign a lower quality if the previous segment could not be delivered, thus
making the entire framework less adaptive but more aggressive, impacting this way
buffer under-run occurrences.
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Figure 14: Video freeze probability comparison between PFS, AVIS and BCASP.

5.3.2 Video freezes

The user’s QoE is not only determined by the quality of the video displayed. Playback
should be smooth with minimum to none interruptions for buffering to ensure max-
imum viewing experience. BCASP was designed so that the selected video segments
will be delivered to the UEs before their playback is due. What makes on time delivery
so difficult in our system is the fact the unlicensed CC access probability varies over
time, and the system cannot provide stable data rates to the UEs. Thus, Figure 14
displays the average freeze probability for an LAA system where the mean value of
P, is = 0.5 and its standard deviation takes values from the set [0.05,0.1,0.15]. As
the standard deviation increases, the freeze probability is also expected to increase,
since unlicensed CC availability varies more through QSIs and so does the average
rate, increasing the chance of selecting video qualities that cannot be delivered in the
following QSI.

In all tested cases of Figure 14 the dominance of BCASP over PFS and AVIS is
evident since the video freeze probability is about 3 times less with BCASP. This
is because the eNodeB decides segment quality by considering unlicensed CC traffic
dynamics. This helps in making better decisions in contrast to PFS where resources
of the unlicensed CC are scheduled upon being available resulting in fluctuating data
rates and thus mistaken segment quality selections by the UEs that are unable to see
the bigger picture. As for AVIS framework, the aggressive policy of selecting high
quality segments impacts freeze probability since the scheduler (PFS) takes no action
in order to empty the transmission queues which are anyway difficult to empty due to
the quality selection decisions. This results in an even higher freeze probability than
PFS.

Institutional Repository - Library & Information Centre - University of Thessaly
10/01/2018 02:26:51 EET - 137.108.70.7



37

16

I Frs
|| B Avis
14T C—scasp

12

0.8

06

Video freeze duration (s)

04r

02

0.05 0.1 0.15
2
¢

Figure 15: Video freeze duration comparison between PFS, AVIS and BCASP.

The impact of video freezes on QoE lies not only in their probability but also in
their duration. A small freeze duration of a couple hundred of milliseconds might even
be negligible compared to one that lasts a couple of seconds and maybe more. In
Figure 15 we once again compare PFS, AVIS and BCASP in terms of average freeze
duration in seconds for the same F,;; standard deviation values tested in Figure 14.

Once again we observe the superiority of BCASP compared to PFS and AVIS.
BCASP schedules resources by considering the queue lengths of the UEs and tries to
empty the longest ones. This implies that even in the event of a video freeze and since
the scheduler has made its best effort to empty the queues, the remaining duration of
the segments not yet delivered is kept at minimum. With PFS on the other hand, there
is no such guarantee and the buffering duration is increased. Once again we highlight
that the reason why BCASP performs so much better concerning video freezes is
that on one hand, the segment qualities have been selected by the eNodeB which has
unlicensed CC access probability knowledge, and on the other hand BCASP considers
backlogs. AVIS again shows longer freeze duration than both PFS and BCASP since
queue backlogs are large and difficult to empty with a PFS approach.
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6 Conclusion

This work provides a framework for the application of adaptive video streaming over
a LAA system. LAA is a key enabler for 5G radio communications towards increas-
ing subscribers’ data rates and satisfying data rate demanding applications such as
adaptive video streaming. To this end, the presented analysis exploits the extra un-
licensed spectrum by placing segment quality decisions to the eNodeB, which has
unlicensed band activity knowledge. Quality selection is accomplished by employing
a utility maximization problem at the eNodeB under resource allocation constraints.
The problem is solved using the ADMM in linear to the number of users complex-
ity and its solution determines the segment qualities to be delivered to the users for
the next interval. Furthermore, a scheduling policy that is ideal for delivering the
predetermined amount of payload under specific time constraints is employed. The
policy is based on Lyapunov optimization and its advantage is that it tries to schedule
resources to the users that not only experience high instant data rate, but also have
increased queue backlogs, meaning that there are a lot of bits to be transmitted yet,
for the segment download completion. This method is found to optimize performance
compared to a standard PFS approach as in two ways. Firstly, the users experience
higher quality video with respect to the selected segment encoding rates and secondly
the amount and duration of video freezes, due to buffer under-run events that greatly
affect viewing experience, is minimized. An existing adaptive video streaming frame-
work that shares many similarities with the one proposed in this work is also employed
for comparison. The results indicate that although it generally provides higher seg-
ment quality to the users, it is too aggressive resulting in increased buffer under-run
probability that causes disturbing and longer video freezes.
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