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We consider Markov chains that obey the following general non-linear state space model: Φk+1 =
F (Φk, α(Φk, Uk+1)) where the function F is C1 while α is typically discontinuous and {Uk : k ∈
Z>0} is an independent and identically distributed process. We assume that for all x, the random
variable α(x, U1) admits a density px such that (x,w) 7→ px(w) is lower semi-continuous.

We generalize and extend previous results that connect properties of the underlying deter-
ministic control model to provide conditions for the chain to be ϕ-irreducible and aperiodic.
By building on those results, we show that if a rank condition on the controllability matrix
is satisfied for all x, there is equivalence between the existence of a globally attracting state
for the control model and ϕ-irreducibility of the Markov chain. Additionally, under the same
rank condition on the controllability matrix, we prove that there is equivalence between the
existence of a steadily attracting state and the ϕ-irreducibility and aperiodicity of the chain.
The notion of steadily attracting state is new. We additionally derive practical conditions by
showing that the rank condition on the controllability matrix needs to be verified only at a glob-
ally attracting state (resp. steadily attracting state) for the chain to be a ϕ-irreducible T-chain
(resp. ϕ-irreducible aperiodic T-chain).

Those results hold under considerably weaker assumptions on the model than previous ones
that would require (x, u) 7→ F (x, α(x, u)) to be C∞ (while it can be discontinuous here). Ad-
ditionally the establishment of a necessary and sufficient condition for the ϕ-irreducibility and
aperiodicity without a structural assumption on the control set is novel—even for Markov chains
where (x, u) 7→ F (x, α(x, u)) is C∞.

We illustrate that the conditions are easy to verify on a non-trivial and non-artificial example
of Markov chain arising in the context of adaptive stochastic search algorithms to optimize
continuous functions in a black-box scenario.

1. Introduction

Markov chain theory is widely applied for analyzing methods arising in different domains
like machine learning, time series analysis, statistics or optimization. Prior to establishing
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stability properties like geometric ergodicity or using sample path theorems, one often
needs to prove basic standard properties such as ϕ-irreducibility and aperiodicity (see for
instance the Law of Large Numbers in [10, Theorem 17.0.1] or the aperiodic and geometric
ergodic theorems [10, Theorem 13.0.1 and 15.0.1]). In addition, to prove the existence of
an invariant probability distribution or geometric ergodicity, it is often practical to use
drift conditions that roughly speaking state that outside a specific set, the conditional
expected progress measured in terms of an appropriate non-negative potential function
should be negative. The specific sets are typically so-called small sets and they need to
be identified in order to prove a drift condition.

Establishing ϕ-irreducibility, aperiodicity and identifying small sets can turn out to
be very challenging. In the domain of time series analysis, this observation was already
done and several works developed tools to facilitate this task. This includes conditions
on the model parameters of specific time series (e.g. bilinear models [14] or non linear
autoregressive time series [5]), general conditions on the underlying deterministic control
model [9], [10, Chapter 7] or on small or petite sets [4, 2]. One notable work in the latter
direction is presented in [4] where the equivalence between ϕ-irreducibility, aperiodicity
and the T -chain property with conditions on reachable petite or small sets has been
shown. Remarkably, these results hold under weak conditions (at most weak-Feller) for
bounded positive kernels. However, in practice it can be difficult to show that a set is
small or petite without having first shown that the Markov chain is a T -chain. Hence
these conditions, albeit weak, can turn out to be difficult to verify. Small sets can be
shown to exist using a rank condition on the controllability matrix as shown in [11,
Proposition 2.1] or Proposition 4.1 in this paper, and then the results obtained in [4] are
very similar to the ones presented here.

For Markov chains following a non-linear state space model of the form

Φk+1 = G(Φk, Uk+1), k ∈ Z≥0, (1)

where G : X ×Rp → X with X ⊂ Rn open is C∞ and {Uk : k ∈ Z>0} is an independent
identically distributed (i.i.d.) process, independent of Φ0, some practical tools for proving
ϕ-irreducibility, aperiodicity and identify that compact are small sets rely on investigat-
ing the underlying deterministic control model [10, Chapter 7], [9, 11]. They connect
structural and stability properties of the deterministic control model to structural and
stability aspects of the associated Markov chains. In contrast to the works mentioned
above [4, 2], the particularly attracting feature is that the tools entail manipulating de-
terministic sequences of possible paths followed by the underlying deterministic algorithm
and are thus relatively straightforward to verify, at the cost of being constrained to the
model (1) where in particular G is C∞.

The assumption that G is C∞ is quite restrictive for some non-linear state space
models. Particularly, many Markov chains arising in the context of adaptive randomized
optimization algorithms are associated to functions G that are discontinuous. Yet, we
show in this paper that most of the results presented in [10, Chapter 7] holding for chains
following (1) generalize to a broader model presented below—that naturally arises in the
context of adaptive comparison-based algorithms. More precisely, we consider Markov
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chains following the model

Φk+1 = F (Φk, α(Φk, Uk+1)), k ∈ Z≥0, (2)

where for all k, Φk ∈ X with X an open subset of Rn, Uk ∈ Rm with {Uk : k ∈ Z>0}
an i.i.d. process, F : X × Rp → X is a C1 function, α : X × Rm → Rp is a measurable
function—that can typically be discontinuous—and for all x ∈ X , the distribution µx of
the random variable α(x, U1) admits a density px() such that the function (x,w) 7→ px(w)
is lower semi-continuous with respect to both variables. In the models (1) and (2), n,m, p
belong to Z>0. Note that (1) and (2) are linked via the relation G(x, u) = F (x, α(x, u)),
so discontinuities of α may render G discontinuous, hence not satisfying the smooth
condition of [10], while F itself can be C1 or smooth. Remark that model (2) is actually
a strict generalization of (1): by setting α(x, u) = u in (2) we indeed recover (1) such
that we will talk about a single model—model (2)—that can reduce to (1) if α(x, u) = u.

Toy Examples To motivate the general model (2), consider first an additive random
walk on R defined by choosing for Φ0 an arbitrary distribution on R and for all k ∈ Z≥0

by
Φk+1 = Φk + Uk+1 (3)

where {Uk : k ∈ Z>0} is an independent and identically distributed Gaussian process
with each Uk distributed as a standard normal distribution, that is Uk ∼ N (0, 1) for all
k. This Markov chain follows the model (1) with G(x, u) = x + u and hence model (2)
with F (x, u) = x+ u and α(x, u) = u. The random variable α(x, U1) admits the density

p(w) = pN (w) :=
1√
2π

exp(−w2/2). (4)

We describe now a variation of this Markov chain where the update of Φk is also
additive and more precisely F (x,w) = x+w. Consider indeed a simple (naive) iterative
optimization algorithm on R, aiming at minimizing an objective function f : R → R
without using any derivatives of f . The algorithm delivers at each iteration k, an estimate
of the optimum of the function encoded within the random variable Φk. The first estimate
Φ0 is sampled from an arbitrary distribution on R. To obtain the estimate Φk+1 from
Φk, two candidate solutions are sampled around Φk

Φ̃ik+1 = Φk + U ik+1, for i = 1, 2

where for all k ≥ 1, {U ik : i = 1, 2} are independent following each a normal distribu-
tion N (0, 1), and {Uk = (U1

k , U
2
k ) : k ≥ 1} is an independent and identically distributed

process. Those candidate solutions are evaluated on the objective function f and ranked
according to their f values. A permutation that contains the index of the ordered candi-
date solutions is extracted, that is, S is a permutation of the set {1, 2} such that1

f
(

Φk + U
S(1)
k+1

)
≤ f

(
Φk + U

S(2)
k+1

)
. (5)

1The unicity of the permutation can be guaranteed by imposing that if f(Φt+U
S(1)
t+1 ) = f(Φt+U

S(2)
t+1 )

then S(1) = 1.
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The new estimate of the solution corresponds to the best of the two sampled candidate
solutions, that is

Φk+1 = Φk + U
S(1)
k+1 . (6)

This algorithm is a simplification of some randomized adaptive optimization algorithms
and particularly of evolution strategies [7]. The update (6) loosely drives Φk towards
better solutions. This algorithm is not meant to be a good optimization algorithm but
serves as illustration for our general model. We will present more reasonable optimization
algorithms in Section 5.

Remark that U
S(1)
k+1 = (U1

k+1 − U2
k+1)1{f(Φk+U1

k+1)≤f(Φk+U2
k+1)} + U2

k+1 and define the

function α : R× R2 → R as

α(x, (u1, u2)) = (u1 − u2)1{f(x+u1)≤f(x+u2)} + u2 (7)

such that U
S(1)
k+1 = α(Φk, (U

1
k+1, U

2
k+1)). The update of Φk then satisfies

Φk+1 = Φk + α(Φk, (U
1
k+1, U

2
k+1)) = F (Φk, α(Φk, (U

1
k+1, U

2
k+1))) (8)

where F (x,w) = x + w. Suppose that f(x) = x2, then the function α is discontinuous.
(Indeed, for u1 and u2 different such that f(x + u1) = f(x + u2), a small (continuous)
change in u2 can lead to α(x, (u1, u2)) jumping from u1 to u2.) Hence, using the modeling
via (1), the corresponding function G(x, u) = x + α(x, u) with u = (u1, u2) is discon-
tinuous and does not satisfy the basic assumptions of the model such that the results
presented in [10, Chapter 7] cannot be directly applied.

For all x, the random variable α(x, U1) admits a density equal to

px(w) = 2pN (w)

∫
1{(x+w)2<(x+u)2}pN (u)du (9)

where pN (u) = 1√
2π

exp(−u2/2) is the density of a standard normal distribution. The

function (x,w) 7→ px(w) is continuous as a consequence of the Lebesgue dominated
convergence theorem and hence lower semi-continuous.

Those examples serve as illustration to the model underlying the paper. Yet ϕ-irreducibility,
aperiodicity and identification of small sets for those Markov chains can be easily proven
directly considering the transition kernel

P (x,A) =

∫
1A(F (x+ w))px(w)dw =

∫
1A(y)px(x− y)dy. (10)

We will present in Section 5 a more complex example—where F is more complex and the
density is lower semi-continuous but not continuous—where the tools developed in the
paper are needed to easily prove ϕ-irreducibility, aperiodicity and identify small sets.

As sketched on this toy example, the function α(., .) for defining a Markov chain
following (2) naturally arises—in the context of randomized optimization—from the “se-
lection” of the step to update the state of the algorithm: in this simple example, we select
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the best step via (32). This selection gives a discontinuous α function which leads to a
discontinuous underlying G function.

While the Markov chains in (3) and (8) look sensibly different, we will see that both
chains have the same underlying deterministic (control) model and consequently, the ϕ-
irreducibility and aperiodicity of one chain implies the ϕ-irreducibility and aperiodicity
of the other one.

Summary of main contributions Our first contribution is to generalize the definition
of the deterministic control model associated to a Markov chain following (1) [9, 11, 10]
to a Markov chain following (2) by extending the definition of the control set to a set of
open sets—indexed by the initial conditions and time steps—where the extended lower
semi-continuous densities pkx() are strictly positive. Our first main result concerns the
ϕ-irreducibility: We prove that under a proper controllability condition—formulated as
a condition on the rank of the controllability matrix that needs to be satisfied for every
x—the existence of a globally attracting state for the underlying deterministic control
model is equivalent to the Markov chain being ϕ-irreducible. This result generalizes to
our context Proposition 7.2.6 presented in [10]. It heavily relies on [11, Theorem 2.1 (iii)]
which can easily be transposed to our setting. We then establish a similar result for the ϕ-
irreducibility and aperiodicity of the chain. We introduce the notion of steadily attracting
state (implying global attractivity) and we prove that under the same controllability
condition, the existence of a steadily attracting state is equivalent to the ϕ-irreducibility
and aperiodicity of the chain. This improves previous results derived for model (1) where
the control set is assumed to be connected.

We additionally derive practical conditions by showing that the rank conditions on the
controllability matrix needs to be satisfied at a globally attracting state (resp. steadily at-
tracting state) only to imply the ϕ-irreducibility and T-chain property (resp. aperiodicity,
ϕ-irreducibility and T-chain property) of the Markov chain under the existence of a glob-
ally attracting (resp. steadily attracting) state. For the aperiodicity, our assumption of
existence of a steadily attracting state is significantly weaker than the one of assymptotic
controllability of the deterministic model made in [9, Proposition 3.2]. We illustrate how
to use the practical conditions on a non-trivial example arising in stochastic optimization.

This paper is organized as follows. In Section 2, we introduce the Markov chain back-
ground necessary for the paper. In Section 3 we define the deterministic control model
associated to the Markov chain and the different notions related to it. In Section 4 we
present our main results related to ϕ-irreducibility and aperiodicity. In Section 5 we ap-
ply the results to the toy examples presented in this introduction and to a stochastic
optimization algorithm.

Notations We denote Z the set of integers, Z≥0 the set of non negative integers
{0, 1, 2, . . .} and Z>0 the set of positive integers {1, 2, . . . , }. We denote R≥ the set
of non-negative real numbers and R> of positive real numbers. For n ∈ Z>0, we denote
Rn the n-dimensional set of real numbers and µLeb the n-dimensional Lebesgue measure.
The Borel sigma-field of a topological space X is denoted B(X ). For x ∈ Rn and ε > 0,
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B(x, ε) denotes the open ball of center x and radius ε. For A ∈ B(X ), we denote Ac the
complement of A in X . For u a real vector of Rn, uT denotes the transpose of u. For f
and g real-valued functions, following the Bachmann-Landau notation, g = o(f) denotes
that g is a little-o of f .

2. Background on Markov Chains

In this paper, we consider the state-space X being an open subset of Rn and equipped
with its Borel sigma-field B(X ). A kernel K is a function on (X ,B(X )) such that K(., A)
is measurable for all A and for each x ∈ X , K(x, .) is a signed measure.

A kernel K is substochastic if it is nonnegative and satisfies K(x,X ) ≤ 1 for all x ∈ X .
It is a transition kernel if it satisfies K(x,X ) = 1 for all x ∈ X . Given a Markov chain
Φ = {Φk : k ∈ Z≥0}, we denote P k, k ∈ Z>0, its k-step transition kernel defined by

P k(x,A) = Pr(Φk ∈ A|Φ0 = x) , x ∈ X , A ∈ B(X ). (11)

We shall be concerned with the question of ϕ-irreducibility, that is whether there exists
a non-trivial measure ϕ on B(X ) such that for all A ∈ B(X ) with ϕ(A) > 0∑

k∈Z>0

P k(x,A) > 0 , for all x ∈ X .

If such a ϕ exists, the chain is called ϕ-irreducible. A ϕ-irreducible Markov chain admits
a maximal irreducibility measure, ψ, which dominates any other irreducibility measure,
meaning for A ∈ B(X ), ψ(A) = 0 implies ϕ(A) = 0 for any irreducibility measure ϕ (see
[10, Theorem 4.0.1] for more details).

We also need the notion of T-chain defined in the following way. Let b be a probability
distribution on Z≥0, and let Kb denote the probability transition kernel defined by

Kb(x,A) :=
∑
k∈Z≥0

b(k)P k(x,A) , x ∈ X , A ∈ B(X ). (12)

Let T be a substochastic transition kernel which satisfies

Kb(x,A) ≥ T (x,A) , for all x ∈ X , A ∈ B(X ),

and such that T (·, A) is a lower semi-continuous function for all A ∈ B(X ). Then T is
called a continuous component of Kb. If a Markov chain Φ admits a probability distribu-
tion b on Z≥0 such that Kb possesses a continuous component T satisfying T (x,X ) > 0
for all x ∈ X , then Φ is called a T -chain.

A set C ∈ B(X ) is called petite if there exists b a probability distribution on Z≥0 and
νb a non-trivial measure on B(X ) such that

Kb(x,A) ≥ νb(A) , for all x ∈ C, A ∈ B(X ).
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The set C is then called a νb-petite set.
Similarly, a set C ∈ B(X ) is called small if there exists k ∈ Z>0 and νk a non-trivial

measure on B(X ) such that

P k(x,A) ≥ νk(A) , for all x ∈ C, A ∈ B(X ). (13)

The set C is then called a νk-small set. Note that a νk-small set is νδk -petite, where δk
is the Dirac measure at k.

Last, we will derive conditions for a Markov chain following (2) to be aperiodic. We
therefore remind the definition of an aperiodic Markov chain. Suppose that Φ is a ϕ-
irreducible Markov chain. For d ∈ Z>0, let (Di)i=1,...,d ∈ B(X )d be a sequence of disjoint
sets. We call (Di)i=1,...,d a d-cycle if

(i) P (x,Di+1) = 1 for all x ∈ Di and i = 0, . . . , d− 1 (mod d),

(ii) ϕ
((⋃d

i=1Di

)c)
= 0 for all ϕ-irreducibility measure of Φ.

If Φ is ϕ-irreducible, there exists a d-cycle with d ∈ Z>0 [10, Theorem 5.4.4]. The
largest d for which there exists a d-cycle is called the period of Φ. If the period of Φ is 1,
then Φ is called aperiodic.

For more details on Markov chains theory we refer to [10, 12].

3. Deterministic Control Model: Definitions and First
Results

From now on, we consider a Markov chain defined via (2). We pose the following basic
assumptions on the initial condition Φ0 and the disturbance process U := {Uk : k ∈ Z>0}.

A1. (Φ0,U) are random variables on a probability space (Ω,F , PΦ0
);

A2. Φ0 is independent of U;
A3. U is an independent and identically distributed process.

We additionally assume that

A4. For all x ∈ X , the distribution µx of the random variable α(x, U1) admits a density
px(), such that the function (x,w) 7→ px(w) is lower semi-continuous with respect
to both variables;

A5. The function F : X × Rp → X is C1.

3.1. Deterministic Control Model (CM(F))

The attractive feature of the results presented in [10, Chapter 7] for Markov chains follow-
ing model (1) is that they entail manipulating deterministic trajectories of an underlying
deterministic control model. The Markov chains considered in the present paper strictly
generalize the Markov chains following (1) by simply assuming that α(x, u) = u. We
here generalize the underlying deterministic control model introduced for Markov chains
following (1) to Markov chains following (2).
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We consider first the extended transition map function [11] Skx : Rpk → X defined
inductively for k ∈ Z≥0, x ∈ X and w = (w1, . . . , wk) ∈ Rpk by

Skx(w) := F (Sk−1
x (w1, . . . , wk−1), wk), k ∈ Z>0, (14)

S0
x := x.

If the function F is Ck then the function (x,w) 7→ Skx(w) is also Ck with respect to both
variables (Lemma 6.1).

The extended probability density is the function pkx defined inductively for all k ∈ Z>0,
x ∈ X and w = (w1, . . . , wk) ∈ Rpk by

pkx(w) := pk−1
x (w1, . . . , wk−1)pSk−1

x (w1,...,wk−1)(wk) (15)

p1
x(w1) := px(w1).

Let W1 := α(x, U1) and Wk := α(Sk−1
x (W1, . . . ,Wk−1), Uk) for all k ∈ Z>0, the extended

probability function pkx is a probability density function of (W1,W2, . . . ,Wk). In the case
where α(x, u) = u, denoting p the lower semi-continuous density of U1 the extended
probability density reduces to pk(w) = p(w1) . . . p(wk) (that is, in the case of a Markov
chain that also follows (1)).

The function (x,w) 7→ pkx(w) is lower semi-continuous as a consequence of the lower
semi-continuity of the function (x,w) 7→ px(w) and of the continuity of the function
(x,w) 7→ F (x,w) (Lemma 6.2). This implies that the set defined for all k ∈ Z>0 and for
all x ∈ X as

Ok
x := {w ∈ Rkp|pkx(w) > 0} (16)

is open. Remark that given that pkx is a density, Ok
x is non-empty for all k ∈ Z>0.

In the case of a Markov chain following (1) modeled via α(x, u) = u, the set Ok
x is the

k-fold product Ok
X where OX is the open control set {x : p(x) > 0}.

The deterministic system

Sk+1
x (w1, . . . , wk+1) = F (Skx(w1, . . . , wk), wk+1), k ∈ Z>0

for (w1, . . . , wk, wk+1) in the open set Ok+1
x is the associated deterministic control model

CM(F) for Markov chains following (2). Given an initial condition x ∈ X , the control
model CM(F) is characterized by F and the sets Ok

x for k ∈ Z>0. Remark that the
control sequence (w1, . . . , wk) lies in the set Ok

x that depends on the initial condition
x. In contrast when α(x, u) = u, the control sequence (w1, . . . , wk) lies in Ok

X which is
independent of x. In analogy to this later case, the sets Ok

x are termed control sets.

Example 1 (CM(F) for the toy examples). For the Markov chains defined via (3) and
(8) and the densities (4) and (9), CM(F) is defined by F (x,w) = x+ w and the control
sets Ok

x that equal Rk for all x ∈ R and for all k.

Hence since both examples share the same F and the same control sets O1
x, we will

see later on that proving the ϕ-irreducibility or aperiodicity for both Markov chains via
the conditions we derive in the paper is the same.
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The extended transition map function and the extended probability density can be
used to express the transition kernel of Φ in the following way

P k(x,A) =

∫
1A(Skx(w))pkx(w)dw , k ∈ Z>0, A ∈ B(X ). (17)

This expression will be useful in many proofs.
For a given initial point x ∈ X , we will consider “deterministic paths” w—where w

is in a control set Ok
x—that bring to A ∈ B(X ). We give more precisely the following

definition of a k-steps path from x to A.

Definition 3.1 (k-steps path). For x ∈ X , A ∈ B(X ) and k ∈ Z>0, we say that
w ∈ Rkp is a k-steps path from x to A if w ∈ Ok

x and Skx(w) ∈ A.

3.2. Accessibility, Attracting and Attainable States

Following [10, Chapter 7], for x ∈ X and k ∈ Z≥0 we define Ak+(x), the set of all states
that can be reached from x in k steps by CM(F), i.e. A0

+(x) := {x} and

Ak+(x) := {Skx(w)|w ∈ Ok
x}.

The set of all points that can be reached from x is defined as

A+(x) :=
⋃

k∈Z≥0

Ak+(x).

If for all x ∈ X , A+(x) has non empty interior, the deterministic control model CM(F)
is said to be forward accessible [8].

Example 2. For the Markov chains (3) and (8) with the common CM(F) model defined
in Example 1, A1

+(x) = R and thus A+(x) = R. Therefore CM(F) is forward accessible.

We remind now the definition of a globally attracting state [10, Chapter 7]. A point
x∗ ∈ X is called globally attracting if for all y ∈ X ,

x∗ ∈ Ω+(y) :=

+∞⋂
N=1

+∞⋃
k=N

Ak+(y). (18)

As we show later on, the existence of a globally attracting state for CM(F ) is linked to
the ϕ-irreducibility of the associated Markov chain. We establish here a basic yet useful
proposition giving equivalent statements to the definition of a globally attracting state.
This proposition will be heavily used in the different proofs.

Proposition 3.1 (Characterization of globally attracting states). Suppose that Φ fol-
lows model (2) and that conditions A1−A4 hold. A point x∗ ∈ X is a globally attracting
state if and only if one of the three following equivalent conditions holds:
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(i) for all y ∈ X , x∗ ∈ A+(y),
(ii) for all y ∈ X and all open U ∈ B(X ) containing x∗, there exists k ∈ Z>0 and a

k-steps path from y to U ,
(iii) for all y ∈ X , there exists a sequence {yk : k ∈ Z>0} with yk ∈ Ak+(y) from which

a subsequence converging to x∗ can be extracted.

We will show that in our context, globally attracting states for CM(F) are equivalent
to the notion of reachable states for the associated Markov chain. We remind that a point
x ∈ X is called reachable [10, 6.1.2] for a Markov chain if for every open set O ∈ B(X )
containing x

∞∑
k=1

P k(y,O) > 0, ∀y ∈ X .2

The equivalence between globally attracting states and reachable states relies on the
following proposition.

Proposition 3.2. Suppose that Φ follows model (2), that conditions A1−A4 hold and
that the function F is continuous. Then for all O ∈ B(X ) open set, x ∈ X and k ∈ Z>0,
the following statements are equivalent:

(i) there exists a k-steps path from x to O
(ii) P k(x,O) > 0.

We can now deduce the following corollary.

Corollary 3.1. Suppose that Φ follows model (2), that conditions A1 − A4 hold and
that the function F is continuous. Then x ∈ X is globally attractive for CM(F) if and
only if it is reachable for the associated Markov chain.

We introduce now two new definitions to characterize some specific states of the un-
derlying deterministic control model. First of all, we have seen that a globally attracting
state can be approached via the control model arbitrarily close from any other point in
the state space. We introduce the notion of attainable state for states that can be visited
in finite time from any other point. That is x∗ ∈ X is an attainable state if

x∗ ∈ A+(y), for all y ∈ X . (19)

This statement is actually equivalent to

x∗ ∈
⋃

k∈Z>0

Ak+(y), for all y ∈ X , (20)

2Another definition of reachability considers the sum from k equal 0 instead of 1. Both defini-
tions are equivalent:

∑
k∈Z>0

Pk(y,O) =
∫
X P (y, dz)

∑
k∈Z≥0

Pk(z,O) with Tonelli’s theorem. So if∑
k∈Z≥0

Pk(z,O) > 0 for all z ∈ X ,
∑

k∈Z>0
Pk(y,O) > 0. The other implication is trivial, hence the

equivalence between the two definitions.
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which turns out to be often more practical to use.3 Comparing (19) and Proposition 3.1 (i),
we see that an attainable state is globally attracting. We will show in Proposition 3.6 that
the existence of a globally attracting state under some conditions implies the existence
of an attainable state.

Second, we introduce the notion of a steadily attracting state, whose existence as we
will later on show, is linked to the ϕ-irreducibility and aperiodicity of the associated
Markov chain. We say that a point x∗ is a steadily attracting state if for any y ∈ X and
any open U ∈ B(X ) containing x∗, there exists T ∈ Z>0 such that for all k ≥ T there
exists a k-steps path from y to U . In the next proposition we state some quite immediate
relations between globally attracting states and steadily attracting ones. Additionally we
provide a characterization of a steadily attracting state.

Proposition 3.3. Suppose that Φ follows model (2) and that conditions A1−A4 hold.
The following statements hold:
(i) If x∗ ∈ X is steadily attracting, then it is globally attracting.
(ii) A state x∗ ∈ X is steadily attracting if and only if for all y ∈ X there exists a sequence
{yk : k ∈ Z>0} with yk ∈ Ak+(y), which converges to x∗.
(iii) Assume F is C0. If there exists a steadily attracting state, then all globally attracting
states are steadily attracting.

Proposition 6.1 also establishes that under a controllability condition, a globally at-
tracting state x∗ ∈ X where we can come back in a and b steps with gcd(a, b) = 1 is
steadily attracting (that is Sax∗(wa) = Sbx∗(wb) = x∗ for some wa ∈ Oa

x∗ and wb ∈ Ob
x∗);

and that if a steadily attracting state exists, then such a globally attracting state neces-
sarily exists.

An attainable state may also be steadily attracting under conditions stated in the fol-
lowing proposition, which will be key to showing that the existence of a steadily attracting
state is necessary for the aperiodicity of the Markov chain.

Proposition 3.4. Suppose that Φ follows model (2) and that conditions A1−A4 hold.
Let x∗ ∈ X be an attainable state, and consider the set

E := {a ∈ Z>0|∃ t0 ∈ Z≥0,∀t ≥ t0, x∗ ∈ Aat+ (x∗)}. (21)

The following statements hold:
(i) E is not empty and for all (a, b) ∈ E2, gcd(a, b) ∈ E,
(ii) if gcd(E) = 1, then x∗ is steadily attracting,
(iii) if Φ is ϕ-irreducible then there exists a d-cycle, where d = gcd(E).

Remark 1 (Control model and choice of density). For a Markov chain following
model (2) under conditions A1 − A5, the random variable α(x, U1) admits different

3The equivalence can be easily seen. Indeed suppose that (19) holds. Let y ∈ X and u ∈ O1
y . Then

x∗ ∈ A+(S1
y(u)) ⊂

⋃
k∈Z>0

Ak
+(y). The other implication is immediate.
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densities which differ on sets of null measure. Therefore there is not a unique deter-
ministic control model associated to a Markov chain following (2). The control sets
{Ok

x : k ∈ Z>0, x ∈ X} and the sets {Ak+(x) : k ∈ Z>0, x ∈ X} may differ depend-
ing on the choice of the density for representing the Markov chain.

However, under conditions A1−A4 and that F is C0, the choice of a different lower
semi-continuous density does not affect whether a point x∗ ∈ X is globally or steadily
attracting4. Note that while a globally (resp. steadily) attracting state for a lower semi-
continuous density is therefore globally (resp. steadily) attracting for any other density
representing the same random variable (even non-lower semi-continuous densities), the
converse does not hold in general.

Attainable states may depend on the choice of density. However, under conditions
A1−A5 and if there exists x∗ ∈ X a globally attracting state, k ∈ Z>0 and w∗ ∈
Ok
x∗ such that the controllability matrix Ckx∗(w∗) has rank n, then as a consequence of

Proposition 3.6 the existence of an attainable state is independent of the choice of density.

Remark 2. In Proposition 6.1 in the appendix, we show that under a controllability
condition, the existence of a steadily attracting state is equivalent to the existence of a
globally attracting state x∗ for which there exists paths of length a and b with gcd(a, b) = 1
leading from x∗ to x∗. This result is particularly useful to obtain practical conditions to
prove that a globally attracting state is steadily attracting as stated in Lemma 5.1.

3.3. Controllability Matrix and Controllability Condition

A central condition in many of our results is that the rank of the so-called controllability
matrix is n. This condition is a straightforward generalization of the controllability
condition for linear state-space models [10]. In this section we give some background on
controllability matrices and derive some first results related to the rank condition above.
Our notations are borrowed from [11, 10].

3.3.1. Controllability Matrix: Definition and First Properties

For an initial condition y ∈ X and a sequence {wk ∈ Rp : k ∈ Z≥0}, let {Ak, Bk : k ∈
Z≥0} denote the matrices

Ak = Ak(y, w1, . . . , wk+1) :=

[
∂F

∂x

]
(Sky ,wk+1)

(22)

Bk = Bk(y, w1, . . . , wk+1) :=

[
∂F

∂w

]
(Sky ,wk+1)

(23)

4Indeed, if x∗ is globally attracting then for all y ∈ X and Ux∗ open neighborhood of x∗ there exists
w a k-steps path from y to Ux∗ for some k ∈ Z>0; since pky is lower semi-continuous, for any other

density p̃ky equal almost everywhere to pky , for any η > 0 there exists a u ∈ B(w, η) such that p̃ky(u) > 0.

By continuity of Sk
y , we may then have a u such that Sk

y (u) ∈ Ux∗ and p̃ky(u) > 0, which implies that
x∗ is a globally attracting state for (p̃y)y∈X . The same reasoning applies for steadily attracting states.
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and let Cky = Cky (w1, . . . , wk) ∈ Rn×pk denote the generalized controllability matrix
(along the sequence (w1, . . . , wk))

Cky (w1, . . . , wk) := [Ak−1 . . . A1B0| . . . |Ak−1Bk−2|Bk−1] . (24)

Remark that from (22) and (23), it follows immediatly that for k ∈ Z>0

Bk(y, w1, . . . , wk+1) = Bk−1(S1
y(w1), w2, . . . , wk+1)

Ak(y, w1, . . . , wk+1) = Ak−1(S1
y(w1), w2, . . . , wk+1),

and therefore, the controllability matrix satisfies for k ∈ Z>0

Cky (w1, . . . , wk) =
[
Ak−1 . . . A1B0|Ck−1

S1
y(w1)(w2, . . . , wk)

]
. (25)

Inductively, it follows that for i = 1, . . . , k, Ck−iSiy(w1,...,wi)
(wi+1, . . . , wk) is a sub-matrix of

Cky (w1, . . . , wk). Additionally, the generalized controllability matrix Cky is the Jacobian

matrix of the function (w1, . . . , wk) 7→ Sky (w1, . . . , wk), that is for w0 ∈ Rkp

Cky (w0) =

[
∂Sky
∂w1

| . . . |
∂Sky
∂wk

]
w0

. (26)

This formula is a consequence of the chain rule. We provide in appendix its derivation. A
central condition for our results will be that the rank of the controllability matrix Ckx(w)
is n for some x ∈ X , k ∈ Z>0 and w ∈ Ok

x . This condition is equivalent to Skx being a
submersion at w. This formulation was used in a previous version of this work [3].

3.3.2. Accessibility and Controllability Condition

We show in the next proposition that under conditions A1−A5, if the rank condition on
the controllability matrix is satisfied at a globally attracting state, it is satisfied at any
x in X .

Proposition 3.5. Suppose that Φ follows model (2) and that conditions A1−A5 hold.
Let x∗ ∈ X be a globally attracting state. If there exists k ∈ Z>0 and w∗ ∈ Ok

x∗ such
that rankCkx∗(w∗) = n, then for all x ∈ X , there exists T ∈ Z>0 and u ∈ OT

x for which
rank(CTx (u)) = n.

In the next proposition, we show that from a globally attracting state where the rank
condition on the controllability matrix is satisfied, we can construct an attainable state.
This proposition will later on allow us to use Proposition 3.4 to prove that if for all
x ∈ X the rank condition is satisfied, then the existence of a steadily attracting state is
a necessary condition for the aperiodicity of the Markov chain.

Proposition 3.6. Suppose that Φ follows model (2) and that conditions A1−A5 hold.
Let x∗ ∈ X and suppose there exists k ∈ Z>0 and w∗ ∈ Ok

x∗ for which rankCkx∗(w∗) = n.
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(i) There exists U a neighborhood of x∗ such that for all x ∈ U , there exists w ∈ Ok
x

for which Skx(w) = Skx∗(w∗).
(ii) If x∗ is globally attracting, then Skx∗(w∗) is attainable.

When the Markov chain reduces to (1), that is α(x, u) = u, and F is C∞, the rank
condition holding for every x is equivalent to forward accessibility [8, Proposition 2.3].
This results relies on the inverse function theorem and Sard’s theorem and can be easily
generalized to the following proposition.

Proposition 3.7. Suppose that Φ follows model (2) and that conditions A1−A5 hold.
If for all x ∈ X there exists k ∈ Z>0 and w ∈ Ok

x such that rank(Ckx(w)) = n, then
CM(F ) is forward accessible.

Furthermore, if F is C∞, CM(F ) is forward accessible if and only if for all x ∈ X
there exists k ∈ Z>0 and w ∈ Ok

x for which rank(Ckx(w)) = n.

Remark that the fact that the rank condition on the controllability matrix implies
forward accessibility still holds for F a C1 function was already noted in [8].

4. Main Results

4.1. T-chain and Irreducibility

In this section, we state our main results on the ϕ-irreducibility and T-chain property.
On the one hand, we generalize the result holding for a Markov chain following (1)
with F being C∞ that if CM(F) is forward accessible, the associated Markov chain is ϕ-
irreducible if and only if CM(F) admits a globally attracting state [10, Proposition 7.2.6].
We prove more precisely that under the conditions A1 − A5, if for all x, there exists k
and w∗ ∈ Ok

x∗ such that rank(Ckx∗(w∗)) = n (we have seen that this condition implies
forward accessibility), then the ϕ-irreducibility of a chain following (2) is equivalent to
the existence of a globally attracting state.

We then derive a practical condition by showing that the existence of a globally at-
tracting state where the rank condition is satisfied implies that the associated Markov
chain is a ϕ-irreducible T-chain and thus that every compact set is petite. That is, we
only need to find a globally attracting state and verify the rank condition at this state
to prove the ϕ-irreducibility and T-chain property.

Those results rely on the generalization to our context of [11, Theorem 2.1 (iii)]. In
particular we show that around a point x ∈ X where the rank of the controllability matrix
Ckx(w) is n for some k ∈ Z>0 and w ∈ Ok

x , there exists an open small set containing x.
More precisely we have the following result.

Proposition 4.1. Suppose that Φ follows model (2) and that conditions A1 − A5 are
satisfied.
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(i) Let x ∈ X , if rankCkx(w) = n for some k ∈ Z>0 and w ∈ Ok
x , then there exists

c > 0, and open sets Ux and V w
x containing x and Skx(w), respectively, such that

P k(y,A) ≥ cµLeb(A ∩ V w
x ), for all y ∈ Ux, A ∈ B(X ). (27)

That is, Ux is a νk-small set where νk : A 7→ cµLeb(A ∩ V w
x ).

(ii) If furthermore F is C∞, and if for some x ∈ X , there exists k ∈ Z>0, c > 0 and
V an open set such that

P k(x,A) ≥ cµLeb(A ∩ V ), for all A ∈ B(X ), (28)

then rankCkx(w) = n for some w ∈ Ok
x , a k-steps path from x to V .

The proof of this proposition is very similar to the proof of [11, Theorem 2.1]. We
present it in the appendix where we additionally highlight the differences to the proof
of [11, Theorem 2.1]. Note that if F is C∞ and (28) holds for some x ∈ X , then by
Proposition 4.1 (i) and (ii), (28) holds for all y in an open neighborhood of x and V a
possibly smaller open set.

We deduce from Proposition 4.1 that if for all x ∈ X there exists k ∈ Z>0 and w ∈ Ok
x

for which rank(Ckx(w)) = n, the state-space may be written as the union of open small
sets and hence Φ is a T -chain (see [10, Proposition 6.2.3, Proposition 6.2.4]). This result
is formalized in the following corollary, which can be seen as a generalization to our model
of [10, Proposition 7.1.5].

Corollary 4.1. Suppose that Φ follows model (2) and that conditions A1 − A5 are
satisfied. Suppose that for all x ∈ X , rank(Ckx(w)) = n for some k ∈ Z>0 and w ∈ Ok

x .
Then X can be written as the union of open small sets and thus Φ is a T -chain.

Proof. Under the conditions of the corollary, the conditions of Proposition 4.1 (i) are
satisfied for all x ∈ X . Hence, for all x ∈ X , there exists Ux an open νk-small set contain-
ing x. A νk-small set is a νa-petite set (with a a Dirac distribution at k), hence, according
to [10, Proposition 6.2.3], Ka possesses a continuous component Tx non trivial on all of
Ux, and so in particular non trivial at x. Hence, according to [10, Proposition 6.2.4] Φ is
a T -chain.

To prove the equivalence between ϕ-irreducibility and the existence of a globally at-
tracting state, we first characterize the support of the maximal irreducibility measure
in terms of globally attracting states. More precisely the following holds.

Proposition 4.2. Suppose that Φ is a ψ-irreducible Markov chain following model (2),
with ψ the maximal irreducibility measure, that A1−A4 hold and that F is C0. Then

suppψ = {x∗ ∈ X |x∗ is globally attracting}. (29)

Furthermore, let x∗ ∈ X be globally attracting, then

suppψ = A+(x∗). (30)
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We are now ready to state our result generalizing [10, Proposition 7.2.6] to our model.

Theorem 4.1. Suppose that Φ follows model (2) and that conditions A1 − A5 are
satisfied. Suppose that for all x ∈ X , there exists k ∈ Z>0 and w ∈ Ok

x such that
rankCkx(w) = n. Then Φ is ϕ-irreducible if and only if a globally attracting state exists.

Proof. Suppose that for all x ∈ X there exists k ∈ Z>0 and w ∈ Ok
x such that

rankCkx(w) = n. If Φ is a ϕ-irreducible chain, then by Proposition 4.2 any point of
its support is globally attracting. Since ϕ is not trivial, its support is not empty and so
there exists a globally attracting state.

Conversely, suppose that there exists x∗ a globally attracting point, which is also
reachable by Corollary 3.1. By hypothesis, according to Corollary 4.1, Φ is a T -chain and
so by [10, Proposition 6.2.1], Φ is ϕ-irreducible, which concludes the proof.

As discussed above, in the particular case of α(x, u) = u and F is C∞, the similar
result derived in [10, Proposition 7.2.6] states that if CM(F) is forward accessible, the
associated Markov chain is ϕ-irreducible if and only if CM(F) admits a globally attracting
state. In the more general context of bounded positive kernels, the existence of an open
reachable5 petite set is equivalent to the Markov chain being a ϕ-irreducible T -chain for
which compact sets are petite [4, Theorem 2.4].

From Proposition 3.5, we know that if the rank condition on the controllability matrix
is satisfied at a globally attracting state, it is satisfied for all x ∈ X . Hence, we can
deduce the practical condition that if there exists a globally attracting state where the
rank condition on the controllability matrix is satisfied, then the associated Markov chain
is a ϕ-irreducible, T-chain and thus every compact set is petite.

Theorem 4.2 (Practical Condition for ϕ-irreducibility). Suppose that Φ follows model
(2) and that conditions A1−A5 are satisfied. If there exists x∗ a globally attracting state,
and if rankCkx∗(w∗) = n for some k ∈ Z>0 and w∗ ∈ Ok

x∗ , then Φ is a ϕ-irreducible
T -chain, and thus every compact set is petite.

Proof. Suppose there exists x∗ a globally attracting state, k ∈ Z>0 and w∗ ∈ Ok
x∗ such

that rankCkx∗(w∗) = n. By Proposition 3.5 for all x ∈ X there exists t ∈ Z>0 and w ∈ Ot
x

for which rankCtx(w) = n. According to Corollary 4.1, Φ is a T-chain and according to
Theorem 4.1, Φ is ϕ-irreducible. Hence according to [10, Theorem 6.2.5] every compact
set is petite.

4.2. Aperiodicity

We show now that the results of the previous section can be transposed to prove ϕ-
irreducibility and aperiodicity of a Markov chain if we replace the condition of the exis-
tence of a globally attracting state by the existence of a steadily attracting state.

5A set A ∈ B(X ) is said reachable if for all x ∈ X there exists some k ∈ Z>0 for which Pk(x,A) > 0.
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We first state the equivalence between the existence of a steadily attracting state and
the ϕ-irreducibility and aperiodicity of the associated Markov chain.

Theorem 4.3. Consider a Markov chain Φ following the model (2) for which conditions
A1 − A5 are satisfied. If for all x ∈ X , there exists k ∈ Z>0 and w ∈ Ok

x for which
rank(Ckx(w)) = n, then Φ is a ϕ-irreducible aperiodic Markov chain if and only if there
exists a steadily attracting state.

A related result proving a necessary and sufficient condition for a chain to be aperiodic
has been derived for Markov chains following (1) under the assumption that the control
set OX = {u ∈ Rp |p(u) > 0} is connected. More precisely, it has been shown that if
there exists x∗ a globally attracting state, then Φ is aperiodic if and only if A+(x∗) is
connected [10, Proposition 7.2.5, 7.3.4, Theorem 7.3.5]. Note that the condition that
OX is connected is critical: if a Markov chain has a non-connected set OX , then the
equivalence that A+(x∗) is connected if and only if the Markov chain is aperiodic does
not hold anymore. A trivial (albeit artificial) example is to take an i.i.d. sequence of
random variables {Uk : k ∈ Z>0} with non connected support (−2,−1) ∪ (1, 2), and to
consider it as our Markov chain of interest Φk = Uk. Then Ak+(x) = (−2,−1) ∪ (1, 2)

for all k ∈ Z>0, and so A+(x) is not connected for any x ∈ R but the Markov chain is
aperiodic.

In the general context of a bounded positive weak-Feller transition kernel Q, if there
exists B a νa-small set (i.e. Qa(x,A) ≥ νa(A) for all x ∈ B and A ∈ B(X )) and
neighborhood of a reachable point x∗ such that Qb(x∗, B) > 0 for some b ∈ Z>0 for
which gcd(a, b) = 1, then Q is a ϕ-irreducible aperiodic T -chain; and a slightly weaker
form of the converse holds [4, Theorem 2,6]. In our more limited context, this can be
shown using Theorem 4.3 and Proposition 6.1.

Similarly to Theorem 4.2, we now deduce the following practical condition to prove
the aperiodicity of a Markov chain.

Theorem 4.4 (Practical condition for ϕ-irreducibility and aperiodicity). Consider a
Markov chain Φ following the model (2) for which conditions A1 − A5 are satisfied.
If there exists x∗ ∈ X a steadily attracting state, k ∈ Z>0 and w∗ ∈ Ok

x∗ such that
rank(Ckx∗(w∗)) = n, then Φ is an aperiodic ϕ-irreducible T -chain, and every compact set
is small.

We give here an outline of how the existence of steadily attracting state implies the
aperiodicity of the Markov chain while the full proofs the theorems can be found in the
appendix.

Proposition 4.1 (i) allows to construct a set U which is a neighborhood of x∗ and a
non-trivial measure µV such that if a point y ∈ X can reach U with a t-steps path, then
the kernel P t+k(y, ·) dominates the measure µV . Since x∗ is steadily attractive, U can
be reached from any point y ∈ X for all time t ≥ ty. Hence P t(y, ·) dominates µV for all
t ≥ ty, which implies that

∑
t∈Z>0

P t(y, ·) dominates µV for all y ∈ X and so that µV is
an irreducibility measure.
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Now consider (Di)i=1,...,d a d-cycle. Since µV is an irreducibility measure, there exists
Di such that µV (Di) > 0, and with the fact that P t+k(y, ·) dominates µV for all t ≥ ty,
we deduce that Di can be reached with positive probability from all y ∈ X in t steps
with any t ≥ ty. By definition of the d-cycle, the Markov chain steps with probability
one from a set of the cycle to the next, and so for any m ∈ Z≥0 the Markov chain goes
in md+ 1 steps from Di to Di+1 with probability one. This contradicts that Di can be
reached from anywhere (including itself) in md+1 steps for m large enough, unless d = 1
meaning the Markov chain is aperiodic.

Theorem 4.4 is a generalization of Proposition 3.2 in [9] where a Markov chain follow-
ing (1) with G being C∞ is ϕ-irreducible and aperiodic if the control model is forward
accessible and asymptotically controllable, that is if there exists x∗ ∈ X such that for
all y ∈ X there exists a sequence {wk : k ∈ Z>0} with wk ∈ OX such that the se-
quence {Skx(w1, . . . , wk) : k ∈ Z>0} converges to x∗. This latter condition of asymptotic
controllability implies the existence of a steadily attracting state (as can easily be seen
from Proposition 3.3), and is in fact quite stronger: for x∗ ∈ X a steadily attracting
state and any y ∈ X there exists a sequence {wk : k ∈ Z>0} with wk ∈ Ok

X such that
{Skx(wk) : k ∈ Z>0} converges to x∗, while in the context of asymptotic controllability
wk+1 would be restricted to (wk, u) with u ∈ OX . Remark that hence asymptotic control-
lability forces for any ε > 0 the existence of y ∈ X and u ∈ OX such that ‖S1

y(u)−y‖ ≤ ε.6
This is a restriction on the possible models that can be considered which is not imposed
if we consider the condition of the existence of a steadily attracting state. Indeed take
an additive random walk on R with increment distribution with a support of the type
(−∞, a) ∪ (a,+∞) with a > 0. It is not difficult to prove that the associated control
model is not asymptotically controllable while every x ∈ R is steadily attractive and the
chain is ϕ-irreducible.

5. Applications

In this section, we illustrate how to use the different conditions we have derived to
prove ϕ-irreducibility, aperiodicity and that compact are small sets for three examples of
Markov chains. We consider first the toy examples presented in Section 1 and then turn
to a more complex example where it would be very intricate—if not impossible—to prove
ϕ-irreducibility and aperiodicity by hand. Before to tackle those examples, we summarize
the methodology ensuing the results we have developed.

Methodology The following steps need to be followed to apply Theorem 4.2 to prove
that a Markov chain is a ϕ-irreducible T-chain (and thus that compact sets are petite).

(i) Identify that the Markov chain follows model (2): exhibit the function F and show
the existence of α and {Uk : k ≥ 1} an i.i.d. sequence such that (2) holds

6Indeed for t ∈ Z>0 large enough, the convergence of Sk
y (wk) to x∗ forces St

y(wk) and St+1
y (wk, u)

to be contained within the same ball of radius ε/2, and so x := St
y(wk) is at distance at most ε from

S1
x(u).
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(ii) Identify the density px() of α(z, U1)
(iii) Show that conditions A1 to A5 are satisfied. Particularly prove that F is C1 and

(x,w) 7→ px(w) is lower semi-continuous
(iv) Prove that there exists a globally attracting state x∗

(v) Show that there exists k and w ∈ Ok
x such that rankCkx∗(w∗) = n

Similarly, to apply Theorem 4.4 to prove that the chain is a ϕ-irreducible aperiodic T-
chain and that compact are small sets, we need to replace step (iv) above by proving
that there exists a steadily attracting state. We highlight in Lemma 5.1 two practical
conditions to facilitate the proof of existence of a steadily attracting state. Note also that
to prove the existence of a globally (or steadily) attracting state, it is practical to have
identified the control sets Ok

x , yet it might be enough to only know O1
x (see the proof of

Proposition 5.3).

5.1. Toy Examples

We consider the two examples introduced in Section 1. For those Markov chains, ϕ-
irreducibility can be proven directly. Indeed, it follows from the expression of the tran-
sition kernel in (10) that for all A with strictly positive Lebesgue measure, for all x,
P (x,A) > 0. It is also relatively straightforward to prove aperiodicity and that compact
are small sets by minoring (10) for all x in a compact C by

∫
A

minx∈C px(x− y)dy.
Yet in order to illustrate how to use the conditions derived in the paper, we show

how Theorem 4.4 can be applied to show ϕ-irreducibility, aperiodicity and that every
compact set is small. The function F associated to the chains defined in (3) and (8) equals
F (x,w) = x + w and it is thus C∞. Additionally, we have seen that both chains share
the same control model CM(F) which is additionally forward accessible (see Example 2).
Thus according to Proposition 3.7, the rank condition on the controllability matrix is
satisfied for all x ∈ R. Hence in order to show the ϕ-irreducibility, aperiodicity, and that
compact sets are small sets, according to Theorem 4.3 or Theorem 4.4, it remains to prove
the existence of a steadily attracting state. We actually prove in the next proposition
that every x in R is steadily attracting.

Proposition 5.1. Consider the control model CM(F) defined in Example 1 associated
to the Markov chains defined in (3) and (8). Then every x ∈ R is steadily attracting for
CM(F).

Proof. Since Ok
x = Rk and Sky (w) = y+w1 +. . .+wk, for all x and all initial condition y,

for all k ≥ 1, the vector w̄ = (0, . . . , 0, y−x) ∈ Rk = Ok
y satisfies Sky (w̄) = x. This implies

that x is a steadily attracting state. Remark that we have shown a stronger condition
than steady attractivity because we have shown that we can exactly hit x in k steps for
any k ≥ 1.

Consequently, the assumptions of Theorem 4.3 are satisfied for the Markov chains
defined in (3) and (8) and thus the chains are ϕ-irreducible, aperiodic T-chains and
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every compact set is small. According to Proposition 4.2, we also know that the support
of the maximal irreducibility measure equals R.

We have illustrated how the tools developed in the paper unify the study of ϕ-
irreducibility, aperiodicity and the identification that compact are small sets for the
two Markov chains (3) and (8) whose model defined via (1) is sensibly different with an
associated G which is C∞ for (3) and discontinuous for (8).

5.2. A Step-size Adaptive Randomized Algorithm Optimizing
Scaling-invariant Functions

We consider now a Markov chain stemming from an adaptive stochastic algorithm aiming
at optimizing continuous optimization problems. Proving the stability of the chain is
important because it implies the linear convergence (or divergence) of the underlying
optimization algorithm which is generally difficult to prove for this type of algorithms.
This example is not artificial: showing the ϕ-irreducibility, aperiodicity and that compact
sets are small sets by hand without the results of the current paper seems to be very
arduous and actually motivated the development of the theory of this paper.

We consider a step-size adaptive stochastic search algorithm optimizing an objective
function f : Rn → R. The algorithm pertains to the class of so-called Evolution Strategies
(ES) algorithms [16] that date back to the 70’s. The algorithm is however related to
information geometry: It was recently derived from taking the natural gradient of a
joint objective function defined on the Riemannian manifold formed by the family of
Gaussian distributions [6, 13]. More precisely, let X0 ∈ Rn and let {Uk : k ∈ Z>0} be
an i.i.d. sequence of random vectors where each Uk is composed of λ ∈ Z>0 components
Uk = (U1

k , . . . , U
λ
k ) ∈ Rnλ with {U ik : i = 1, . . . λ} i.i.d. and following each a standard

multivariate normal distribution N (0, In) where In denotes the identity matrix of size
n. Given (Xk, σk) ∈ Rn × R> the current state of the algorithm, λ candidate solutions
centered on Xk are sampled using the vector Uk+1,i.e. for i = 1, . . . , λ

Xk + σkU
i
k+1, (31)

where σk called the step-size of the algorithm corresponds to the overall standard devi-
ation of σkU

i
k+1. Those solutions are ranked according to their f -values. More precisely,

let S be the permutation of λ elements such that

f
(
Xk + σkU

S(1)
k+1

)
≤ f

(
Xk + σkU

S(2)
k+1

)
≤ . . . ≤ f

(
Xk + σkU

S(λ)
k+1

)
. (32)

To break the possible ties and have an uniquely defined permutation S, we can simply con-
sider the natural order, i.e. if for instance λ = 2 and f

(
Xk + σkU

1
k+1

)
= f

(
Xk + σkU

2
k+1

)
,

then S(1) = 1 and S(2) = 2. The new estimate of the optimum Xk+1 is formed by taking
a weighted average of the µ(≥ 1) best directions (typically µ = λ/2), that is

Xk+1 = Xk + σkκm

µ∑
i=1

βiU
S(i)
k+1 (33)
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where the sequence of weights {βi : 1 ≤ i ≤ µ} sums to 1 (typically β1 ≥ . . . ≥ βµ), and
κm > 0 is called a learning rate. The step-size is adapted according to

σk+1 = σk exp

(
κσ
2n

(
µ∑
i=1

βi

(
‖US(i)

k+1 ‖
2 − n

)))
, (34)

where κσ > 0 is a learning rate for the step-size. The equations (33) and (34) correspond
to the xNES algorithm with covariance matrix restricted to σ2

kIn [6].
Consider a scaling-invariant function with respect to x∗, that is for all ρ > 0, x, y ∈ Rn

f(x) ≤ f(y)⇔ f(x∗ + ρ(x− x∗)) ≤ f(x∗ + ρ(y − x∗)). (35)

Examples of scaling-invariant functions include f(x) = ‖x− x∗‖ for any arbitrary norm
on Rn. It also includes non continuous functions, functions with non-convex sublevel sets.
We assume w.l.g. that x∗ = 0. On this class of functions, Z := {Zk = Xk/σk : k ∈ Z≥0}
is a homogeneous Markov chain that can be defined independently of the Markov chain
(Xk, σk) in the following manner [1, Proposition 4.1]. Given Zk ∈ Rn, sample λ candidate
solutions centered on Zk using a vector Uk+1,i.e. for 1 ≤ i ≤ λ

Zk + U ik+1, (36)

where similarly as for the chain (Xk, σk), {Uk : k ∈ Z≥0} are i.i.d. and each Uk is a vector
of λ i.i.d. components following each a standard multivariate normal distribution. Those
λ solutions are evaluated and ranked according to their f -values. Similarly to (32), the
permutation S containing the order of the solutions is extracted. This permutation can
be uniquely defined if we break the ties as explained below (32). The update of Zk then
reads

Zk+1 =
Zk + κm

∑µ
i=1 βiU

S(i)
k+1

exp
(
κσ
2n

(∑µ
i=1 βi(‖U

S(i)
k+1 ‖2 − n)

)) . (37)

Let us now define the vector of selected steps as Wk+1 = (U
S(1)
k+1 , . . . , U

S(µ)
k+1 ) ∈ Rnµ and

for z ∈ Rn, w ∈ Rnµ (with w = (w1, . . . , wµ))

FxNES(z, w) =
z + κm

∑µ
i=1 βiw

i

exp
(
κσ
2n (

∑µ
i=1 βi(‖wi‖2 − n))

) , (38)

such that
Zk+1 = FxNES(Zk,Wk+1).

The writing of the explicit function α such that Wk+1 = α(Zk, Uk+1) is quite tedious in
the general case. For the sake of simplicity, we only give it when µ = 1 and λ = 2. In
this case

Wk+1 = (U1
k+1−U2

k+1)1{f(Zk+U1
k+1)≤f(Zk+U2

k+1)} + U2
k+1 (39)

that is for all z ∈ Rn and u ∈ R2n

α(z, u) = (u1 − u2)1{f(z+u1)≤f(z+u2)} + u2.
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The function α is typically discontinuous (similarly to the function α in (8)). Consider
indeed a function f with level sets that are Lebesgue negligible, then if f(z+u1) = . . . =
f(z + uλ) while the {ui : 1 ≤ i ≤ λ} are all distincts, an arbitrarily small change in u1

can lead to a different ranking and so to a non continuous change in α(z, u). In the next
proposition we derive pz(w) a density of Wk+1 conditional to Zk = z.

Proposition 5.2. Let f : Rn → R be an objective function whose level sets are Lebesgue
negligible. Let λ ∈ Z>0 and µ ∈ Z>0 with µ ≤ λ. Let us define if µ = 1

pz(w) = λ(1−Qfz (w))λ−1pN (w) (40)

with w ∈ Rn, Qfz (w) = Pr (f(z +N ) ≤ f(z + w)) with N following a standard multivari-
ate normal distribution in dimension n and pN (u) = 1

(
√

2π)n
exp(−uTu/2) its density. If

µ > 1

pz(w) =
λ!

(λ− µ)!
1{f(z+w1)<...<f(z+wµ)}(1−Qfz (wµ))λ−µpN (w1) . . . pN (wµ), (41)

where w = (w1, . . . , wµ) ∈ Rnµ. Then pz(w) is a density associated to α(z, U1) (also a
density of Wk+1 conditionally that Zk = z).

Assume the objective function f is continuous, it is not difficult to see that if µ = 1,
then (z, w) 7→ pz(w) is continuous (and thus lower-semi continuous) and if µ > 1 it is
lower semi-continuous.

The stability of the homogeneous Markov chain Z is one key to prove the linear
convergence of the algorithm defined in (33) and (34) as stated in the next theorem.

Theorem 5.1 (Theorem 5.2 in [1]). Let f be a scaling-invariant function with respect
to 0. Assume that the Markov chain Z defined in (36) and (37) is ϕ-irreducible, Harris-
recurrent and positive with invariant probability measure π. Assume that Eπ[| ln ‖z‖|] <
∞ and Eπ[

∫
|
∑µ
i=1 βi(‖wi‖2 − n)|pz(w)dw] < ∞, then the xNES algorithm defined in

(33) and (34) converges (or diverges) linearly almost surely, that is for all X0, σ0

lim
k→∞

1

k
ln
‖Xk‖
‖X0‖

= lim
k→∞

1

k
ln
σk
σ0

= Ez∼π[

∫ µ∑
i=1

βi(‖wi‖2 − n)pz(w)dw]. (42)

Linear convergence happens if the convergence rate Ez∼π[
∫ ∑µ

i=1 βi(‖wi‖2−n)pz(w)dw]
is strictly negative. Given that this rate depends on the unknown invariant probability
distribution π, we are often not able to prove the strict negativity. However, it is fairly
easy to simulate precisely this convergence rate such that not knowing the sign is gen-
erally not problematic. The proof of this theorem relies on applying a Law of Large
Numbers to the chain Z. Hence the stability properties that need to be shown corre-
spond to the assumptions needed for Z to satisfy a Law of Large Numbers. Positivity
and Harris recurrence are typically proven by using Foster-Lyapunov drift conditions,
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that state the negativity of a drift function outside a small set. It is thus important
to identify small sets for the chain. Irreducibility and aperiodicity are also needed be-
cause we typically establish a geometric drift and use the geometric ergodic theorem for
ϕ-irreducible aperiodic chains [10, Theorem 15.0.1].

We will now explain how to use Theorem 4.3 to prove that Z is a ϕ-irreducible aperi-
odic T -chain and compact sets are small sets for the chain. Remark first that assumption
A1−A3 are satisfied following from the construction and definition of the algorithm, A4
is satisfied as it has been discussed above and the function FxNES being C1, the assump-
tion A5 is satisfied. The control sets O1

z for z ∈ Rn are defined as {w ∈ Rnµ|pz(w) > 0}
that is for µ = 1, O1

z = Rn and for µ > 1, O1
z = {w ∈ Rnµ|f(z+w1) < . . . < f(z+wµ)}.

We prove in the next proposition that the null vector is a steadily attracting state for
CM(FxNES).

Proposition 5.3. Let f : Rn → R be continuous with Lebesgue negligible level sets.
Then 0 is steadily attracting for CM(FxNES).

Proof. We first assume that µ > 1 and prove that for all ε > 0, for all y ∈ Rn, there
exists a 1-step path from y to B(0, ε) (This latter property implies that 0 is globally
attracting and is actually stronger as the time step to reach the neighborhood of 0 is
independent of the initial point y). Let y ∈ Rn, since lim‖w‖→+∞ FxNES(y, w) = 0, there

exists r > 0 such that if ‖w‖ ≥ r then FxNES(y, w) ∈ B(0, ε). Let us choose u ∈ Rnλ
such that each ui satisfies ‖ui‖ ≥ r and additionally f(y + ui) 6= f(y + uj) for all i 6= j
(we can find such an u because we have assumed that all the level sets of f are Lebesgue
negligible). Let wy = α(y, u), then wy ∈ O1

y and ‖wy‖ ≥ r such that S1
y(wy) ∈ B(0, ε).

Hence wy is a 1-step path from y to B(0, ε).
Now, showing that a path from y to B(0, ε) exists for all t ≥ 1 is easy: take w ∈ Ot−1

y ,
and denote ỹ = St−1

y (w); by the previous reasoning, wỹ is a 1-step path from ỹ to B(0, ε).
Therefore (w,wỹ) is a t-steps path from y to B(0, ε), and so 0 is steadily attracting.

In the case where µ = 1, the proof is even simpler as we do not need to care for finding
a step that derives from a vector o ∈ Rnλ that does not result in solutions on the same
f -level sets. We omit the details than can be easily deduced from the previous case.

In the previous proof we have shown that any neighborhood of 0 can be reached via
a 1-step path from any starting point. This directly implies that 0 is steadily attracting.
More generally, if we can reach any neighborhood of x∗ in T steps from any initial point
x—that is T is independent of the initial point x—then x∗ is steadily attracting.

An other practical result to prove that a state x∗ is steadily attracting holding under a
controllability condition is first to prove that the point is globally attracting and then to
show that there exists w ∈ O1

x∗ that allows to stay in x∗, that is such that S1
x∗(w) = x∗.

Those two practical conditions to prove that a state x∗ is steadily attractive are formalized
in the following lemma.

Lemma 5.1 (Practical Conditions for a Steadily Attracting State). Suppose that con-
ditions A1−A4 hold, and that F is continuous. Let x∗ ∈ X , the following holds:
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(i) If for all Ux∗ neighborhood of x∗, there exists T ∈ Z>0 such that for any y ∈ X there
exists a T -steps path from y to Ux∗ , then x∗ is steadily attracting.
(ii) Suppose that assumption A5 holds and that for all x ∈ X there exists k ∈ Z>0 and
w ∈ Ok

x for which rankCkx(w) = n. If x∗ is globally attracting and if there exists w∗ ∈ O1
x

that allows to stay in x∗, that is such that S1
x∗(w∗) = x∗, then x∗ is steadily attracting.

The proof of the second point is not completely straightforward and is presented in
the appendix as a consequence of Proposition 6.1.

We have now seen that 0 is a steadily attracting state. We will prove that the rank
condition is satisfied in 0. We prove more precisely the following proposition.

Proposition 5.4. Let f : Rn → R be continuous with Lebesgue negligible level sets,
then there exists w∗ in O1

0 such that rank C1
0 (w∗) equals n, that is the rank condition is

satisfied at the steadily attracting state 0.

Proof. We prove that there exists w∗ ∈ O1
0 such that C1

0 (w∗) has rank n. Let w0 =
(0, . . . , 0) ∈ Rnµ, we will first prove that C1

0 (w0) has rank n. We will for this prove that the
differential of w → S1

0(w) := FxNES(0, w) at w0 is surjective. Let h = (hi)i=1,...,µ ∈ Rnµ,
then

S1
0(w0 + h) =

κm
∑µ
i=1 βihi

exp
(
κσ
2n (

∑µ
i=1 βi(‖hi‖2 − n))

)
= S1

0(w0) + κm exp
(κσ

2

)( µ∑
i=1

βihi

)
(1 + o(‖h‖)) .

Hence DS1
0(w0)(h) = κm exp

(
κσ
2

)∑µ
i=1 βihi which is a surjective linear map, which

implies that the rank of C1
0 (w0) is n. The point w0 is not in O1

0 , but since w → S1
0(w) is

C1, there exists Vw0 an open neighborhood of w0 such that for all v ∈ Vw0 , C1
0 (v) has

rank n. Finally since Vw0 ∩ O1
0 is not empty (since f has Lebesgue negligible level sets,

we can find µ distinct points arbitrarily close to zero with different f -values, the ranked
vectors will belong to O1

0 ), there exists w∗ ∈ O1
0 such that C1

0 (w∗) has rank n.

The two previous lemmas prove that 0 is a steadily attracting state where the rank
condition on the controllability matrix is satisfied. Hence according to Theorem 4.3, the
Markov chain Z defined in (37) is an aperiodic ϕ-irreducible T-chain and every compact
set is small.
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6. Appendix

Proof of Proposition 3.1

It is immediate that if x∗ ∈ X is globally attractive then (i) holds. Indeed for all y ∈ X ,

(18) implies that x∗ ∈
⋃+∞
k=1A

k
+(y) ⊂ A+(y).

Now we show that (i) implies (ii). Suppose that (i) holds, take y ∈ X , U an open set
containing x∗, and u ∈ O1

y . Since from (i), x∗ ∈ A+(S1
y(u)), there exists z ∈ A+(S1

y(u))
such that z ∈ U . Either z ∈ A0

+(S1
y(u)) = {S1

y(u)}, then u is a 1-step path from y to U

or z ∈ Ak+(S1
y(u)) for k > 0 but then there exists w ∈ Ok

S1
y(u) such that z = SkS1

y(u)(w) =

Sk+1
y (u,w) and thus (u,w) is a k + 1 path from y to U .

Now we show that (ii) implies (iii). Suppose that (ii) holds. Hence there exists k1 ∈ Z>0

and w1 a k1-steps path from y to B(x∗, 1). Let y1 denote Sk1y (w1). Inductively for t ∈ Z>0

there exists kt+1 and wt+1 a kt+1-steps path from yt to B(x∗, 1/(t+ 1)), and we define

yt+1 as S
kt+1
yt (wk+1). We then have yt ∈ Ak1+...+kt

+ (y) with ki > 0 for i = 1, . . . , t, so
{yt : t ∈ Z>0} is a subsequence of a sequence of

∏
i∈Z>0

Ai+(y). Finally yt ∈ B(x∗, 1/t)
so this subsequence converges to x∗.

Finally we show that (iii) implies that x∗ is a globally attracting state. Suppose that
(iii) holds, that is for all y ∈ X there exists {yk : k ∈ Z>0} a sequence with yk ∈
Ak+(y) from which we can extract a subsequence converging to x∗. Since yk ∈ Ak+(y) ⊂⋃∞
i=k A

i
+(y), and that for any k ∈ Z>0, the state x∗ is the limit of a subsequence of

{yi : i ≥ k}, we have x∗ ∈
⋃
i≥k A

i
+(y) for any k ∈ Z>0, and so (18) holds for all

y ∈ X .

Proof of Proposition 3.2

Let x ∈ X , O ∈ B(X ) be an open set, k ∈ Z>0 and w ∈ Ok
x be a k-steps path from

x to O. From the continuity of Skx (by Lemma 6.1) there exists η1 > 0 such that for
all u ∈ B(w, η1), Skx(u) ∈ O. Since w ∈ Ok

x , p0 := pkx(w) > 0 and from the lower
semi-continuity of pkx (by Lemma 6.2), there exists η2 > 0 such that for all u ∈ B(w, η2),
pkx(u) > p0/2. Hence

P k(x,O) =

∫
Okx

1O(Skx(u))pkx(u)du

≥
∫
B(w,min(η1,η2))

p0

2
du > 0.

Conversely, for any x ∈ X , k ∈ Z>0 and A ∈ B(X )

P k(x,A) =

∫
Okx

1A(Skx(u))pkx(u)du

and therefore if P k(x,A) > 0, then there exists u such that pkx(u) > 0 and Skx(u) ∈ A
that is, there exists a k-steps path from x to A.
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Proof of Corollary 3.1

Let x∗ be a reachable point. Then for all y ∈ X and O ∈ B(X ) open containing x∗, there
exists k ∈ Z>0 such that P k(y,O) > 0. Hence from Proposition 3.2 there exists a k-steps
from y to O, and from Proposition 3.1, x∗ is globally attracting.

Conversely, let x∗ be globally attracting. From Proposition 3.1, for all y ∈ X and O
open neighborhood of x∗, there exists k ∈ Z>0 and a k-steps path from y to O. From
Proposition 3.2 we have P k(y,O) > 0, and so x∗ is reachable.

Proof of Proposition 3.3

Let x∗ be a steadily attracting state, then from Proposition 3.1 (ii), we immediately find
that x∗ is globally attracting.

We now prove (ii). Suppose that x∗ is steadily attracting, and let y ∈ X . We will
construct a sequence (yk)k∈Z>0

with yk ∈ Ak+(y) converging to x∗. There exists (Ti)i∈Z>0

a strictly increasing sequence of integers such that for all t ≥ Ti, there exists a t-steps path
from y to B(x∗, 1/i). For any k ∈ Z>0, we construct the sequence yk in the following
way. If k < T1, let yk be any point of Ak+(y). Else for the largest i ∈ Z>0 such that
Ti ≤ k, there exists wk a k-steps path from y to B(x∗, 1/i). Let yk = Sky (wk). Then

{yk : k ∈ Z>0} with yk ∈ Ak+(y) is a sequence converging to x∗.
Now suppose that for all y ∈ X there exists a sequence {yk : k ∈ Z>0} with yk ∈ Ak+(y)

which converges to x∗, and take U a neighborhood of x∗. There exists T such that for
all k ≥ T , yk ∈ U . Since yk ∈ Ak+(y), there exists wk ∈ Ok

y such that Sky (wk) = yk ∈ U .
Hence wk is a k-steps path from y to U . Since such a wk exists for all k ≥ T , this proves
that x∗ is steadily attracting.

We now prove (iii). Suppose that x∗ is steadily attracting and that y∗ is globally
attracting. Then for Uy∗ an open neighborhood of y∗, there exists k ∈ Z>0 and w ∈ Ok

x∗

such that Skx∗(w) ∈ Uy∗ . By Lemma 6.1 and 6.2 the function x 7→ pkx is lower semi-
continuous and the function x 7→ Skx(w) is continuous, so since Uy∗ is open there exists
ε > 0 such that for all x ∈ B(x∗, ε), w ∈ Ok

x and Skx(w) ∈ Uy∗ . And as x∗ is steadily
attracting, for all z ∈ X there exists T ∈ Z>0 such that for all t ≥ T there exists ut ∈ Ot

z

for which Stz(ut) ∈ B(x∗, ε). Therefore St+kz (ut,w) ∈ Uy∗ for all t ≥ T , that is y∗ is
steadily attracting.

Proof of Proposition 3.4

We first prove (i). Since x∗ is attainable, according to (20), there exists a ∈ Z>0 and
wa ∈ Oa

x∗ such that x∗ = Sax∗(wa). Hence for all t ≥ 0, x∗ = Satx∗(wa, . . . ,wa) ∈ Aat+ (x∗),
meaning a ∈ E and so E is not empty.

Take (a, b) ∈ E2, and denote d the greatest common divisor of a and b. There exists
(ta, tb) ∈ Z≥0 such that for all t ≥ ta, x∗ ∈ Aat+ (x∗) and for t ≥ tb, x∗ ∈ Abt+(x∗). To show
that d ∈ E, we will show that there exists k0 ∈ Z≥0 such that for all t ≥ 0, there exists
(c1, c2) ∈ Z2

≥0 for which
(k0 + t)d = ac1 + bc2. (43)
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Indeed if this holds as x∗ ∈ Aa(c1+ta)
+ (x∗) and x∗ ∈ Ab(c2+tb)

+ (x∗), x∗ ∈ A(k0+t)d+ata+btb
+ (x∗).

Since d divides a and b, x∗ ∈ A(k0+t+p)d
+ (x∗) for some p ∈ Z≥0. Hence for all t ≥ k0 + p,

x∗ ∈ Atd+ (x∗), i.e. d ∈ E.
It remains to show (43). According to Bézout’s identity there exists (u, v) ∈ Z2 for

which au + bv = d. If u or v is zero, then d equals b or a and so d ∈ E. Else, w.l.o.g.
suppose that v < 0 (and so u > 0). Take k ≥ −va/d and t ∈ Z≥0. We will write kb+ td
as a positive sum of a and b. As a result of Euclidian division of t by a/d there exists
q ∈ Z≥0 and s ∈ {0, . . . , a/d− 1} such that td = aq + sd, and so kb+ td = kb+ qa+ sd.
Furthermore sd = s(au + bv) so kb + td = (k + sv)b + (q + su)a, with the coefficients
k + sv and q + su positive. Hence for all t ≥ 0, (kb/d+ t)d = (k + sv)b+ (q + su)a and
hence we have proven (43) with c1 = q + su, c2 = k + sv.

We now prove (ii). If gcd(E) = 1, then 1 ∈ E, i.e. there exists t0 ∈ Z>0 such that for
all t ≥ t0, x∗ ∈ At+(x∗). Since x∗ is attainable, for all y ∈ X there exists t1 ∈ Z>0 such

that x∗ ∈ At1+ (y), and so for all t ≥ t0 +t1, x∗ ∈ At+(y). Therefore for all U neighborhood
of x∗ and for all t ≥ t0 + t1 there exists w ∈ Ot

y such that Sty(w) = x∗ ∈ U , meaning x∗

is steadily attracting.
We finally prove (iii). Let d := gcd(E) and for i = 0, . . . , d−1 takeDi :=

⋃
r∈Z≥0

Ard+i
+ (x∗).

Then

• for all y ∈ At+(x∗), P (y,At+1
+ (x∗)) = 1, so for i = 0, . . . , d − 1 and y ∈ Di,

P (y,Di+1 mod d) = 1.
• take y ∈ Ai+(x∗). Since x∗ is attainable there exists t0 ∈ Z>0 such that x∗ ∈ At0+ (y),

so x∗ ∈ At0+i
+ (x∗) and x∗ ∈ Ar(t0+i)

+ (x∗) for all r ≥ 0, i.e. t0 +i ∈ E. As d = gcd(E),
this implies that i = k1d − t0 for some k1 ∈ Z>0. By the same reasoning if y ∈
Aj+(x∗) for some j ∈ Z≥0, then for some k2 ∈ Z>0, j = k2d − t0 also. Therefore
i− j is a multiple of d, which implies that the sets (Di)i=0,...,d−1 are disjoint sets.

•
⋃d−1
i=0 Di = A+(x∗). Since for all k ∈ Z>0, P k(x∗, A+(x∗)c) = 0, ϕ((

⋃d−1
i=0 Di)

c) = 0
for all ϕ irreducibility measure.

Hence (Di)i=0,...,d−1 is a d-cycle.

Derivation of (26):

By chain rule, for i = 1, . . . , k − 1,[
∂Sky
∂wi

]
(w1,...,wk)

=

[
∂F

∂x

]
(Sk−1
y ,wk)

[
∂Sk−1

y

∂wi

]
(w1,...,wk−1)

= Ak−1

[
∂Sk−1

y

∂wi

]
(w1,...,wk−1)

= Ak−1 . . . Ai

[
∂Siy
∂wi

]
(w1,...,wi)

.
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Furthermore, for i = 1, . . . , k,[
∂Siy
∂wi

]
(w1,...,wi)

=

[
∂F

∂w

]
(Si−1
y ,wi)

= Bi−1,

and so [
∂Sky
∂wi

]
(w1,...,wk)

= Ak−1 . . . AiBi−1.

Two lemmas

We state two simple lemmas whose results are often used. The first one is given without
any proof.

Lemma 6.1. Suppose that the function (x,w) 7→ F (x,w) is Cm for m ∈ Z≥0, then for
all k ∈ Z>0, the function (x,w) 7→ Skx(w) defined in (14) is Cm.

Lemma 6.2. Suppose that the function p : (x,w) 7→ px(w) is lower semi-continuous
and the function (x,w) 7→ F (x,w) is continuous, then for all k ∈ Z>0 the function
(x,w) 7→ pkx(w) defined in (15) is lower semi-continuous.

Proof. According to Lemma 6.1, the function (x,w) 7→ Skx(w) is continuous, and by
hypothesis, the function p is lower semi-continuous. Now suppose that the function
(x,w) 7→ pkx(w) is lower semi-continuous. The function (x,w, u) 7→ pSkx(w)(u) is lower
semi-continuous as the composition of a continuous and a lower semi-continuous function.
So by (15) the function (x,w, u) 7→ pk+1

x (w, u) is lower semi-continuous as the product of
two non-negative lower semi-continuous functions (see for instance [15, Proposition B.1]).

Proof of Proposition 3.5

The matrix Ckx∗(w∗) has rank n and thus with the expression of the matrix given in (26),
we can find i1, . . . , in such that

det

[
∂Skx∗

∂wi1
| . . . |∂S

k
x∗

∂win

]
w∗
6= 0.

Since the function (x,w) 7→ Skx(w) is a C1 function (as a consequence of the continuity
of F and Lemma 6.1), there exists N(x∗,w∗) a neighborhood of (x∗,w∗) such that for all
(x,w) ∈ N(x∗,w∗)

det

[
∂Skx
∂wi1

| . . . | ∂S
k
x

∂win

]
w

6= 0.

Let r1 > 0 and r2 > 0 such that B(x∗, r1) × B(w∗, r2) ⊂ N(x∗,w∗). Since x∗ is a
globally attracting state, for all y ∈ X according to Proposition 3.1 there exists t0 ∈ Z>0
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and u0 a t0-steps path from y to B(x∗, r1). Since (St0y (u0),w∗) ∈ N(x∗,w∗), the matrix

Ck
S
t0
y (u0)

(w∗) has rank n. Hence, taking T = t0 + k and u = (u0,w
∗), according to (25)

the matrix CTy (u) also has rank n.

Proof of Proposition 3.6

This result is a consequence of the implicit function theorem. Take x∗ ∈ X , k ∈ Z>0 and
w∗ ∈ Ok

x∗ for which the controllability matrix Ckx∗(w∗) has rank n. We first prove that
there exists Ux∗ a neighborhood of x∗ such that for all y ∈ Ux∗ , there exists u ∈ Ok

y

such that Sky (u) = Skx∗(w∗). Since for all m ∈ Z>0 the function (x,w) 7→ pmx (w) is lower
semi-continuous (as a consequence of Lemma 6.2), there exists O an open neighborhood
of (x∗,w∗) such that for all (x,w) ∈ O, pkx(w) > 0. Since rank(Ckx∗(w∗)) = n, using the
expression of the controllability matrix given in (26) (where wi are coordinates rather
than vectors), there exists integers (i1, . . . , in) such that

det

[
∂Skx∗

∂wi1
| . . . |∂S

k
x∗

∂win

]
w∗
6= 0.

Assume that i1 = kp − n + 1, . . . , in = kp (which can be imposed by considering a
composition of Skx with a function permuting the variables). The partial differential of
the C1 function (x,w1, . . . , wkp) 7→ Skx(w1, . . . , wkp) with respect to (wkp−n+1, . . . , wkp)
is invertible at (x∗,w∗), so according to the implicit function theorem applied to this
function restricted to O, there exists U and V open neighborhoods of respectively
(x∗, w∗1 , . . . , w

∗
kp−n) and (w∗kp−n+1, . . . , w

∗
kp) such that U × V ⊂ O, and a C1 func-

tion g : U → V such that Skx(w1, . . . , wkp−n, g(x,w1, . . . , wkp−n)) = Skx∗(w∗) for all
(x,w1, . . . , wkp−n) ∈ U , which proves our first point by taking Ux∗ = {x ∈ X |(x,w1, . . . , wkp−n) ∈
U }.

Now suppose that x∗ is globally attracting. Then according to Proposition 3.1 (ii), for
all z ∈ X there exists t0 ∈ Z>0 and v ∈ Ot0

z such that St0z (v) ∈ Ux∗ . And so there exists
u ∈ Ok

S
t0
z (v)

such that St0+k
z (v,u) = Skx∗(w∗).

Proof of Proposition 3.7

Let x∗ ∈ X such that there exists k ∈ Z>0 and w∗ = (w∗1 , . . . , w
∗
kp) ∈ Ok

x∗ such that

rank(Ckx∗(w∗)) = n, and let us prove that Ak+(x∗) contains an open set (which would
imply the forward accessibility of the control model, given that the condition holds for
all x∗ ∈ X ).

Since rank(Ckx∗(w∗)) = n, following (26) there exists integers {i1, . . . , in} such that

det

[
∂Skx∗

∂wi1
| . . . |∂S

k
x∗

∂win

]
w∗
6= 0.

Assume that i1 = kp − n + 1, . . ., in = kp (which can be imposed by considering the
composition of Skx∗ with a function permuting the variables), let G denote the C1 func-
tion (u1, . . . , un) ∈ Rn 7→ Skx∗(w∗1 , . . . , w

∗
kp−n, u1, . . . , un) and O the set {(u1, . . . , un) ∈
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Rn|(w∗1 , . . . , w∗kp−n, u1, . . . , un) ∈ Ok
x∗} (which is open since Ok

x∗ is open). Then the Jaco-
bian determinant of G is non-zero, and according to the inverse function theorem applied
to G restricted to O there exists U ⊂ O and V open neighborhoods of respectively
(w∗kp−n+1, . . . , w

∗
kp) and Skx∗(w∗), such that G is a bijection from U to V . Therefore

V ⊂ Ak+(x∗) which hence has non empty interior.
Suppose now that F is C∞ and that the control model is forward accessible. Then, for

all x ∈ X , A+(x) is not Lebesgue negligible. Since
∑
k∈Z≥0

µLeb(Ak+(x)) ≥ µLeb(A+(x)) >

0, there exists k ∈ Z>0 such that µLeb(Ak+(x)) > 0 (k 6= 0 because A0
+(x) = {x}

is Lebesgue negligible). Let Nk
x denote the set {w ∈ Ok

x |w is a critical point of Skx} (i.e.
w ∈ Nk

x if and only if rank(Ckx(w)) < n). According to Lemma 6.1 the function Skx is C∞,
so we can apply Sard’s theorem [17, Theorem II.3.1] to Skx which implies that the image
of its critical points is Lebesgue negligible, i.e. µLeb(Skx(Nk

x )) = 0. Since µLeb(Skx(Nk
x )) <

µLeb(Ak+(x)) and Ak+(x) = Skx(Ok
x ), Nk

x is a strict subset of Ok
x meaning there exists

w ∈ Ok
x for which rank(Ckx(w)) = n.

Proof of Proposition 4.1

In order to prove the proposition, we use the following lemma, which is identical to [11,
Lemma 3.0] with the exception that the function G is here assumed to be C1 instead
of C∞, and that Rn has in some places been replaced with X1. These changes do not
impact the proof of the lemma. Variable names have also been changed for consistency
with the notations used in this article.

Lemma 6.3 ([11, Lemma 3.0]). Let X1 ⊂ Rn, W̃1 ⊂ Rm and Ŵ1 ⊂ Rn be open sets

and let G : (x, w̃, ŵ) ∈ X1 × W̃1 × Ŵ1 7→ z ∈ X1 be a C1 function such that the matrix

∂G/∂ŵ has rank n at some (x0, w̃0, ŵ0) ∈X1 × W̃1 × Ŵ1. Then

(i) there exists an open set X × W̃ × Ŵ ⊂X1× W̃1× Ŵ1 containing (x0, w̃0, ŵ0) such
that for all x ∈X the measure ν(x, ·) defined by

ν(x, ·) : A ∈ B(X1) 7→
∫
W̃

∫
Ŵ

1A(G(x, w̃, ŵ))dw̃dŵ

is equivalent to Lebesgue measure on an open set Rx.

(ii) there exists c > 0 and open sets Ux0
and V

(w̃0,ŵ0)
x0 containing x0 and G(x0, w̃0, ŵ0)

respectively, such that for all x ∈X and A ∈ B(X1)

ν(x,A) ≥ c1Ux0
(x)µLeb(A ∩ V (w̃0,ŵ0)

x0
)

The proof of Proposition 4.1 (i) differs from the proof in [11, Theorem 2.1] in (44)
where the inequation holds for y ∈ Bδ(x0, δ) (instead of for all y ∈ X ). This does not
impact the rest of the proof. The detailed proof is given below. The proof of [11, The-
orem 2.1] uses Sard’s theorem to show that weak stochastic controllability implies that
for all x ∈ X , there exists k ∈ Z>0 and w ∈ Ok

x such that the rank of Ckx(w) is n. We
use here the same idea to show (ii), with a slight precision to show that w may be taken
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in the open set V of (28).

We are now ready to start the core of the proof of Proposition 4.1. Suppose that the
controllability matrix Ckx0

(w0) has rank n for some x0 ∈ X , k ∈ Z>0 and w0 ∈ Ok
x0

. Since
the function (x,w) 7→ pkx(w) is lower semi-continuous (as a consequence of Lemma 6.2)
and that pkx0

(w0) > 0, there exists p0 > 0 and δ, such that pkx(w) > p0 for all (x,w) ∈
B(x0, δ)×B(w0, δ). Hence

P k(y,A) =

∫
Oky

1A(Sky (w))pky(w)dw

≥ p0

∫
B(w0,δ)

1A(Sky (w))dw for all y ∈ B(x0, δ). (44)

Since rank(Ckx0
(w0)) = n, we can extract a sequence of n integers (i1, . . . , in) for which

det

[
∂Skx0

∂wi1
| . . . |

∂Skx0

∂win

]
w0

6= 0.

Hence we can apply Lemma 6.3 to the measure ν(y,A) =
∫
B(w0,δ)

1A(Sky (w))dw by

appropriately defining G in terms of Skx (separating w ∈ B(w0, δ) into ŵ = (wi1 , . . . , win)
and w̃ equal to the other coordinates, and defining G : (x, w̃, ŵ) 7→ Skx(w) which ensures
that ∂G/∂ŵ(x0, w̃0, ŵ0) has rank n). This shows the existence of open sets Ux0

and V w0
x0

containing x0 and Skx0
(w0) respectively, an open set Rx0

and a constant c > 0 such that∫
B(w0,δ)

1A(Skx(w))dw ≥ c1Ux0
(y)µLeb(A ∩ V w0

x0
) for all y ∈ X . (45)

Combining (44) and (45) shows that for all y in the open set Ux0
∩B(x0, δ),

P k(y,A) ≥ cp0µ
Leb(A ∩ V w0

x0
),

which shows (i).
Now suppose that F is C∞, hence according to Lemma 6.1 the function (x,w) 7→

Skx(w) is also C∞ for all k ∈ Z>0. Take k ∈ Z>0, c > 0 and V ∈ B(X ) an open set for
which (28) holds. Let N denote the set of critical values of Skx , i.e.

N := {Skx(w) ∈ X |w ∈ Ok
x and rank(Ckx(w)) < n}.

By Sard’s Theorem, µLeb(N) = 0. Hence with (28) for A = V \N , P k(x,V \N) ≥
cµLeb(V \N ∩ V ) = cµLeb(V ) > 0. Hence there exists w ∈ Ok

x such that Skx(w) ∈ V \N
(otherwise we would have P k(x,V \N) = 0). And since Skx(w) /∈ N , the controllability
matrix Ckx(w) has rank n.
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Proof of Proposition 4.2

We first prove that a point x∗ of the support of ψ is globally attracting. By definition of
the support, there exists N a closed set containing x∗ with full ψ-measure (i.e. ψ(N c) =
0). Let U be an open neighborhood of x∗, then ψ(U ) > 0 (otherwise the closed set N\U
would have full ψ-measure without containing x∗, so x∗ would not be in the support of
ψ which is a contradiction). This imply that for all y ∈ X ,

∑
k∈Z>0

P k(y,U ) > 0, and

so by Proposition 3.2 that there exists k ∈ Z>0 and w ∈ Ok
x a k-steps path from y to U .

Therefore by Proposition 3.1, x∗ is globally attracting.
Conversely, the fact that a globally attracting point x∗ ∈ X is part of suppψ is a

direct consequence of Propositions 3.1 and 3.2, which shows that (29) holds.
We now prove that suppψ ⊂ A+(x∗) for x∗ ∈ X a globally attracting state. Take

y∗ ∈ X a globally attracting state, by Proposition 3.1, y∗ ∈ A+(x∗) which implies that
the set {z∗ ∈ X |z∗ is globally attracting} is included in A+(x∗) which itself as we have
shown equals suppψ.

Finally we prove that A+(x∗) ⊂ suppψ by showing that any y ∈ A+(x∗) is globally
attracting. Indeed if this holds, then A+(x∗) ⊂ {z∗ ∈ X |z∗ is globally attracting} which
with (29) concludes the proof. For all z ∈ X by Proposition 3.1 for all U open neigh-
borhood of x∗ there exists t0 ∈ Z>0 and u ∈ Ot0

z a t0-steps path from z to U . For
y ∈ A+(x∗) for all V open neighborhood of y there exists k ∈ Z≥0 and yk ∈ Ak+(x∗) such
that yk ∈ V . If k = 0, then x∗ ∈ V so by taking U small enough to be contained in V ,
u is a t0-steps path from z to V . Else there exists wk ∈ Ok

x∗ for which Skx∗(wk) = yk.
By continuity of the function (x,w) 7→ Skx(w) (implied by the continuity of F , lower
semi-continuity of the function (x,w) 7→ px(w) and Lemma 6.1) there exists R an open
neighborhood of x∗ such that for x ∈ R, Skx(wk) is close enough to yk to be in V .
Hence by taking U small enough to be contained in R, (u,wk) is a (t0 + k)-steps path
from z to V . In any case, for all z ∈ X and V neighborhood of y, there exists for some
T ∈ Z>0 a T -steps path from z to V , which by Proposition 3.1 implies that y is globally
attracting.

Proof of Theorem 4.3

Assume that for all x ∈ X , there exists k ∈ Z>0 and w ∈ Ok
x for which rankCkx(w) = n,

and assume that x∗ is steadily attracting; we will prove that Φ is ϕ-irreducible and
aperiodic. By hypothesis there exists k ∈ Z>0 and w∗ ∈ Ok

x∗ such that rank(Ckx∗(w∗)) =
n. According to Proposition 4.1 (i), there exists c > 0 and open sets Ux∗ and V w∗

x∗

containing respectively x∗ and Skx∗(w∗) and such that

P k(y,A) ≥ cµLeb(A ∩ V w∗

x∗ ) for all y ∈ Ux∗ , A ∈ B(X ). (46)
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For all y ∈ X and t ∈ Z>0 we may develop P t+k(y,A) as

P t+k(y,A) =

∫
X
P t(y, dz)P k(z,A)

≥
∫

Ux∗

P t(y, dz)P k(z,A)

≥
∫

Ux∗

P t(y, dz)cµLeb(A ∩ V w∗

x∗ ) = P t(y,Ux∗)cµLeb(A ∩ V w∗

x∗ ) (47)

As x∗ is globally attractive, by Corollary 3.1 x∗ is also reachable. Hence for all y ∈ X
there exists a t ∈ Z>0 such that P t(y,Ux∗) > 0, and therefore by (47) the measure
ϕ̄ : A 7→ µLeb(A ∩ V w∗

x∗ ) is an irreducibility measure.
Since the Markov chain Φ is ϕ-irreducible, according to [10, Theorem 5.4.4] there

exists d ∈ Z>0 and disjoint sets (Di)i=0,...,d−1 ∈ B(X )d such that

(a) for x ∈ Di, P (x,Di+1 mod d) = 1, i = 0, . . . , d− 1 (mod d) ;

(b) ϕ
((⋃d−1

i=0 Di

)c)
= 0.

Note that (b) is usually stated with respect to the maximal irreducibility measure, which
implies (b) for any irreducibility measure. Point (b) applied to ϕ̄ implies the existence of
i ∈ {0, . . . , d− 1} for which ϕ̄(Di) > 0, i.e. µLeb(Di ∩V w∗

x∗ ) > 0. Also since x∗ is steadily
attracting, for all y ∈ X there exists t0 ∈ Z>0 such that for all t ≥ t0, there exists a
t-steps path from y to Ux∗ and so by Proposition 3.2 P t(y,Ux∗) > 0. Together with (47),
we obtain P t+k(y,Di) ≥ P t(y,Ux∗)cµLeb(Di ∩V w∗

x∗ ) > 0 for all t ≥ t0. Hence for y ∈ Di

and for m large enough, Pmd+1(y,Di) > 0, which with (a) and the fact that the Di are
disjoints sets implies d = 1, i.e. Φ is aperiodic.

Now suppose that no steadily attracting state exists, we will show that Φ is not
irreducible and aperiodic. If no globally attracting state exists, then by Theorem 4.1
the Markov chain is not irreducible. Otherwise let x∗ denote a globally attracting state,
and take k ∈ Z>0 and w∗ ∈ Ok

x∗ for which rankCkx∗(w∗) = n. Then according to
Proposition 3.6, the point y∗ := Skx∗(w∗) is attainable, and according to Theorem 4.2,
Φ is ϕ-irreducible. Since y∗ is attainable yet not steadily attracting, by Proposition 3.4,
the set

E := {a ∈ Z>0|∃ t0 ∈ Z≥0,∀t ≥ t0, y∗ ∈ Aat+ (y∗)}
has a gcd larger than 1, and there exists a d-cycle with d := gcd(E) > 1. Hence the
period of the Markov chain is at least d, and so Φ is not aperiodic.

Proof of Theorem 4.4

Suppose that x∗ is a steadily attracting point, and there exists k ∈ Z>0 and w∗ ∈ Ok
x∗

for which rankCkx∗(w∗) = n. Then according to Proposition 3.5, for all x ∈ X there
exists t ∈ Z>0 and w ∈ Ot

x for which rankCtx(w) = n. According to Theorem 4.3, Φ is
therefore a ϕ-irreducible and aperiodic Markov chain, and by Theorem 4.2, it is a T -chain
for which compact sets are petite. Finally, according to [10, Theorem 5.5.7] since Φ is
irreducible and aperiodic, every petite set is small.
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Proof of Proposition 5.2

Let U1 = (U1
1 , . . . , U

λ
1 ) ∈ Rnλ with each U i1 following a standard multivariate normal

distribution and {U i1 : 1 ≤ i ≤ λ} i.i.d. Let W1 = α(z, U1), let µ satisfying 1 < µ < λ,
wµ ∈ Rn and C(wµ) denote the event {f(z + wµ) ≤ f(z + U i1), for all i = µ+ 1, . . . λ}.
The following holds

Pr(C(wµ)) =

(∫
1f(z+wµ)≤f(z+w)pN (w)dw

)λ−µ
= (1−Qfz (wµ))λ−µ . (48)

Let Sλ for λ ∈ Z>0 denote the set of permutation with λ elements. For σ ∈ Sλ−µ,

let Cσ(wµ) denote the event Cσ(wµ) = {f(z + wµ) < f(z + U
µ+σ(1)
1 ) < . . . < f(z +

U
µ+σ(λ−µ)
1 )}. Since the level sets of f are Lebesgue negligible,

Pr(C(wµ)) = Pr

 ⋃
σ∈Sλ−µ

Cσ(wµ)

 =
∑

σ∈Sλ−µ

Pr(Cσ(wµ)) = (λ− µ)! Pr(CI(w
µ)) (49)

where I denotes the identity permutation. Let x1 ∈ Rn, . . . , xµ ∈ Rn and let denote for
x, y ∈ Rn, x ≤ y for ([x]1 ≤ [y]1, . . . , [x]n ≤ [y]n) where [x]i is the ith coordinate of the
vector x.

Pr(W 1
1 ≤ x1, . . . ,W

µ
1 ≤ xµ)

=
∑
σ∈Sλ

Pr
(
{Uσ(1)

1 ≤ x1, . . . , U
σ(µ)
1 ≤ xµ}

⋂
{f(z + U

σ(1)
1 ) < . . . < f(z + U

σ(λ)
1 )}

)
= λ! Pr

(
{U1

1 ≤ x1, . . . , U
µ
1 ≤ xµ}

⋂
{f(z + U1

1 ) < . . . < f(z + Uλ1 )}
)
.

By cutting the event {f(z + U1
1 ) < . . . < f(z + Uλ1 )} into {f(z + U1

1 ) < . . . < f(z +
Uµ1 )}

⋂
{f(z + Uµ1 ) < . . . < f(z + Uλ1 )} we find that

Pr(W 1
1 ≤ x1, . . . ,W

µ
1 ≤ xµ)

= λ!

∫
1w1≤x1

. . .1wµ≤xµ1f(z+w1)<...<f(z+wµ)

1f(z+wµ)<...<f(z+wλ)pN (w1). . .pN (wλ)dw1. . . dwλ

= λ!

∫
1w1≤x1

. . .1wµ≤xµ1f(z+w1)<...<f(z+wµ) Pr(CI(w
µ))pN (w1) . . . pN (wµ)dw1 . . . dwµ.

Using (48) and (49) we find

Pr(W 1
1 ≤ x1, . . . ,W

µ
1 ≤ xµ)

=
λ!

(λ− µ)!

∫ x1

−∞
. . .

∫ xµ

−∞
1f(z+w1)<...<f(z+wµ)(1−Qfz (wµ))λ−µpN (w1) . . . pN (wµ)dw1 . . . dwµ

where in the previous equation, the integrals between −∞ and the vector xi stand for∫ [xi]1
−∞ . . .

∫ [xi]n
−∞ where [xi]j denotes the jth coordinate of the vector xi. We directly deduce
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the expression of the density for µ > 1 and µ < λ given in (41). When µ = λ, then the
density of (W 1

1 , . . . ,W
λ
1 ) equals pN (w1) . . . pN (wλ) that can also be written as

λ!1f(z+w1)<...<f(z+wµ)pN (w1) . . . pN (wλ)

which is the expression in (41) for µ = λ (by using that the levels sets of f are Lebesgue
negligible, and so that with probability 1, one of the λ! possible strict orderings of the
{wi : i = 1, . . . , λ} according to f(z + wi) occurs).

In the case where µ = 1, the indicator 1f(z+w1)<...<f(z+wµ) reduces to 1 and we deduce
the expression in (40).

Proof of Lemma 5.1

The proof of Lemma 5.1 (ii) is a direct consequence of the following proposition.

Proposition 6.1. Suppose that assumptions A1−A5 hold and that for all x ∈ X there
exists k ∈ Z>0 and w∗ ∈ Ok

x∗ such that rankCkx∗(w∗) = n. Then there exists a steadily
attracting state if and only if there exists a globally attracting state x∗ ∈ X , (a, b) ∈ Z2

>0

with gcd(a, b) = 1, wa ∈ Oa
x∗ and wb ∈ Ob

x∗ such that Sax∗(wa) = Sbx∗(wb) = x∗.

Proof. Suppose that x∗ is a steadily attracting state. Under the conditions of Propo-
sition 6.1 there exists k ∈ Z>0 and w∗ ∈ Ok

x∗ for which rankCkx∗(w∗), and by Proposi-
tion 3.6 y∗ := Skx∗(w∗) is attainable, and there exists Vx∗ a neighborhood of x∗ such that
for all x ∈ Vx∗ there exists w ∈ Ok

x for which Skx(w) = y∗. Since x∗ is steadily attracting,
there exists T ∈ Z>0 such that for all t ≥ T there is a t-steps path from y∗ to Vx∗ , which
can be completed by a k-steps path to y∗. So for all t ≥ T there exists w ∈ Ot+k

y∗ for

which St+ky∗ (w) = y∗, which proves the first implication by choosing t1 ≥ T and t2 ≥ T
such that gcd(t1 + k, t2 + k) = 1.

Now let x∗ be a globally attracting state, k ∈ Z>0 and w∗ ∈ Ok
x∗ for which rankCkx∗(w∗) =

n. Then by Proposition 3.6 y∗ := Skx∗(w∗) is an attainable point, and there exists Vx∗ a
neighborhood of x∗ such that for all x ∈ Vx∗ there exists w ∈ Ok

x for which Skx(w) = y∗.
Suppose that there exists (a, b) ∈ Z2

>0, wa and wb such as stated in Proposition 6.1. We
first show that y∗ is steadily attracting using Proposition 3.4, by showing that the set E
in (21) has two elements ã and b̃ with gcd(ã, b̃) = 1.

By Bézout’s identity, there exists (c, d) ∈ Z2 such that ca+ db = 1. Suppose without
loss of generality that d < 0 (and so c > 0). By lower semi-continuity of the function x 7→
pcax (wa, . . . ,wa) and continuity of the function x 7→ Scax (wa, . . . ,wa) there exists εa > 0
such that for all x ∈ B(x∗, εa), (wa, . . . ,wa) ∈ Ox

ca and Scax (wa, . . . ,wa) ∈ B(x∗, ε). We
chose ε small enough to ensure that B(x∗, ε) ⊂ Vx∗ . Since x∗ is globally attracting, there
exists t ∈ Z>0 and u ∈ Ot

y∗ such that Sty∗(u) ∈ B(x∗, εa), and so St+cay∗ (u,wa, . . . ,wa) ∈
Vx∗ . Hence there exists w ∈ Ok

St+ca
y∗ (u,wa,...,wa)

such that St+cay∗ (u,wa, . . . ,wa,w) = y∗.

Since the path t + ca + k-steps path (u,wa, . . . ,wa,w) can be retaken infinitely many
times, t+ca+k ∈ E. The same reasonning holds for −db, and so t−db+k ∈ E (the same
t can be obtained by taking a t-steps path u ensuring that Sty∗(u) ∈ B(x∗,min(εa, εb)).
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Finally, since (t+ ca+ k)− (t− db+ k) = 1, gcd(E) = 1 and so by Proposition 3.4 y∗ is
steadily attracting.
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