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Chapter 1

Introduction

Along the history, people has always been wondering whatdsmorld made of. What are the
constituents of all the things that we can see in nature arat ete the laws that govern their
behaviour. This is precisely the goal of elementary partjuhysics: identify the fundamental
building blocks of our world and describe their interaction

The Standard Model (SM) is currently the most comprehenbiseretical framework that de-
scribes the physics related to the elementary particles.nmi¢del describes three of the four fun-
damental forces (gravity is not included) between pasickdectromagnetism, weak and strong.
All these forces are mediated by carrier particles whichyoBese-Einstein statistics and are
called gauge bosons. The model also encloses the mattaitgents of the universe which are
particles called fermions which follow Fermi-Dirac stéittis. There are two fundamentally differ-
ent types of fermions: quarks and leptons. They both intefiacthe electroweak force but only
the quarks feel the strong force. There are six type of quankissix type of leptons and they are
all arranged in three groups or families with certain préper In addition, all the fundamental
particles which constitute matter have a partner with oppabarge that form the antimatter.

The model is built on the basis of different symmetries olmsgrin nature. Until now, no
deviation has been found between the experimental measatsrand the SM predictions to an
astonishing level of precision. Nevertheless, the SM cebathe ultimate theory since itincludes
a rather large number of free parameters and suffers froerasdireoretical difficulties at higher
energies.

Supersymmetry (SUSY) is broadly considered as one of the prokable extensions of
the SM. SUSY introduces a new symmetry which relates massksa@uplings of bosons and
fermions via spin-1/2 charges. In this way, for every erigtboson in the SM it must exist a
fermionic super-partner (named with a suffix “ino”), andelikise, for every fermion a bosonic
super-partner (named with a prefix “s”) must also exist. Moeg, another symmetry called R-
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parity is introduced to prevent baryon and lepton numbelatiitg interactions. If R-parity is
conserved, super-particles can only be pair-produced laddannot decay completely in SM
particles. This implies the existence of a lightest SUSMiglar (LSP) which would provide a
candidate for cold dark matter in our universe, as it is giiypsuggested by recent astrophysical
data.

SUSY particles have not been found yet, hence supersymmmetsy be a broken symmetry.
Nevertheless, there are some hints which indicate thaéittbxist super-partners of the SM par-
ticles, they must be at the TeV energy frontier. In Run | atTeeatron at Fermilab, protons and
anti-protons collided at 1.8 TeV. This opened the possjbit find some of these new patrticles,
confirming the theory. These particles were not found butestimits to its existence were estab-
lished providing more constraints to future studies. In Ruthe Tevatron and the CDF detector
were upgraded and, among other important things, the eefiteass energy was increased to
1.96 TeV. The good performance of the accelerator and thecuettranslates into larger data
samples that open the possibility of finding new physics.

Since these new particles are very massive, they decay asttades of high transverse mo-
mentum jets. If R-parity is conserved, a large missing trarse energy signal is observed due to
the presence of two LSPs that leave the detector undetected.

In this PhD thesis, the existence of the gluon and quarksrquaréners (gluino and squarks,
respectively) will be investigated using CDF Run Il sampégvents with large missing trans-
verse energy and multi-jets in the final state. Chapter 2usted to present the theoretical frame-
work in which SUSY is introduced, together with the motieas and the particular characteristics
of the symmetry breaking. Chapter 3 describes the accetesatd detector characteristics and
chapter 4 is the one describing in detail the analysis paddrand the results obtained. Finally,
a discussion of the results and some ideas for future arsadysestated in chapter 5.



Chapter 2

Introduction to Supersymmetry

2.1 The Standard Model Framework

The SM is the most compelling and precise model to undergtaniicles and their interactions
that we currently have. A complete discussion of the SM ig8lpavailable in the literature [1].
Briefly, the SM is a quantum field theory which describes thiécation of electromagnetic and
weak interactions into an electroweak sector, and conti@siantum Chromodynamics (QCD)
sector for the description of the strong interactions. Hmweas it will become clear later, the SM
cannot be the ultimate theory to describe particles and thtgiractions in nature because some
aspects remain obscure.

2.1.1 The SM content

The fermionic sector of the SM consists of quarks and lepamakit is organised in three families
(generations) with identical properties except for thesnas it is shown in Tab. 2.1. In addition,
Tab. 2.2 shows the different gauge bosons available wittgrstM framework, which are respon-
sible of three of the four main forces present in nature. {Bras the force not included in the
SM and this is one of the main motivations for searches ofrtedeyond.

The SMis based on the symmetry group(8)4 @ SU(2), ® U(1)y, whereC denotes colour,
L chirality andY hypercharge. Every group has a coupling constant assdacadth: gs (related
with as) for the strong interactiongy (related with the Fermi constat@g) for the weak interac-
tions andy (related with the electron charggfor the electromagnetic interactions.

In the following sections, the different theories that ayni the basis of the SM formulation
are briefly presented.
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SM Fermions 1st Generation 2nd Generation 3rd Generation
Up (u) Charm ¢€) Top (t)
1.5—3.0 MeV/c? 1.25+0.09 GeV/c? 1725+ 1.3+1.9 GeV/c?
QUARKS Down (d) Strange §) Bottom (0)
3—7 MeV/c? 954 25 MeV/c? 4.2040.07 GeV/c?
Electron neutring(ve) | Muon neutrind (v,) | Tau neutrind (vy)
<2eV/c? < 0.19 MeV/c? <182 MeV/c?
LEPTONS Electron €) Muon () Tau )
0.511 MeV/c? 10566 MeV/c? 1776991332 Gev/c?

Tab. 2.1:Fermionic sector of the SM. Masses are taken from the Paifiata Group (PDG) [2]. Top mass quoted is

the current best estimate for the “pole” mass.

Particle Mass Interaction
Gluon @) 0 strong/colour S3)~
Photon Y) 0 electromagnetic ().,

Z 91.188+0.002 GeV/c? weak neutral
w 80.40340.029 GeV/c? weak charged

Tab. 2.2:Standard Model gauge bosons and the corresponding iritera.cMasses are taken from the Particle Data
Group (PDG) [2].

2.1.2 Quantum Electrodynamics

Quantum Electrodynamics (QED) was developed in the lat®4.24hd early 1950s chiefly by
Feynman, Schwinger and Tomonaga, to describe the elearmtia interactions of electrons and
photons. This is a quantum relativistic renormalisablethevhich is invariant under a change
of phase or gaug®;

Y-y =¥y, (2.1)
whereQ represents the charge agds the Dirac field (spin 1/2).

In order to promote the global symmetry under U(1) transtdioms, responsible for the con-

1These limits are approximations since the fact that in theimgi matrix there exist two large mixing angles
prevents from assuming a “dominant eigenstate” approximais in the case of the CKM matrix. For details see [2].
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servation of the charge, to a local orte= 6(x)), the covariant derivative needs to be introduced:

Dy = 9, — ieQA, , 2.2)

whereA, is a field that satisfies:

Au—>A/“EAp+%au6. (2.3)

Therefore, the lagrangian describing the theory becomes:

£ = Q(iy¥'Dy—mp = P(iv'o, —mp+ £ (2.4)

where the last term corresponds to the interaction with évefield, A

£ = eQA(PyY) (2.5)

In addition, the kinetic energy of the new field needs to bethiced. From Maxwell’'s equations,
the kinetic term must be of the form:

1
k= —zFwF® (2.6)

whereF,, = 9, A, — VA,

Thus, in this theory the electromagnetic interaction idbed by two quantum fields: one
for the charged particles and one for the photon. The stneofgthe interaction is usually de-
scribed by the coupling constaaty, whose value depends on the momentum trangfeén an
interaction. Atg® — O (or low energies) the coupling constant value is that offite structure
constantOem = %/hc = %7 At the scale of th&Z-boson (short distances), its value increases:

o1
Uem(Mz) ~ 155

2.1.3 Electroweak theory

The weak theory was proposed by Enrico Fermi in 1934 in omexplain the protoifs-decay.
In this theory four fermions directly interacted with oneo#trer in such a way that a neutron
(or a down-quark) could be directly splitted into an elesfran antineutrino and a proton (an
up-quark). The strength of the Fermi’s interaction was wgivg the Fermi constanGg.

Feynman diagrams described the interaction remarkabllyaw&kee level but loop diagrams
could not be calculated reliably because Fermi’s intepactiias not renormalisable. The solu-
tion came in 1967 when the electromagnetic and weak inferectvere successfully unified by
Glashow, Salam and Weinberg [3]. This unification constiuthe Standard Electroweak Model
which is the core of the SM. The idea of the unification is to bora both interactions into one
single theoretical framework in which they would appeamasimanifestations of the same funda-
mental interaction. These interactions are unified undegtbup SWY2), @ U(1)y. The first part
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of the group has dimension three and therefore, three generre needed; = 5 (i = 1,2,3)
whereg; are the Pauli matrices. These generators, due to the glabgegnvariance under SU(2),
introduce a new quantum number called Weak isospin T). This number is associated to the
different spin-like multiplets. Since weak force only irgets with left-handed particles (right-
handed antiparticles), the left-handed fermions transfas doublets while the right handed ones

transform as singlets:
, V| ul
L L

fy = Ik Uk, dg (2.8)

wherei = 1,2, 3 corresponds to the family index. Hence, the weak inteyads divided into a
“charged part” (that is, exchanging the components of thébli) and a “neutral part” (that is,
leaving the doublets as they are). Since SU(2) is a non-Abvgroup, it allows self-interactions
of these gauge fields.

Since the groufJ (1)y has only one dimension, its structure is more simple havinlg o
one generator called the hyperchaifje Once the SR), ®U(1)y group is defined, the SM
electroweak lagrangian is obtained by requiring invarannder local gauge transformations to
obtain an interacting field theory, following the analogtw®QED. This is achieved by replacing
the derivatives of the fields by the corresponding covaidenivative, which now has the form:

N
Dy=0,—igTW,— |g’EBH , (2.9)

where g and g’ are the coupling constants correspondi®t@), andU (1), respectively.

Then, the electroweak lagrangian can be written as:

LSM=Lf+ LG+ LssBF Lyw - (2.10)

The first term corresponds to the fermion lagrangian:

- fipf . 2.11
L f;q iD (2.11)

The second term is the contribution from the gauge fields:

1 . 1
LG:—ZWLIJvV\/iuV_ZBWBW+LGF+LFP’ (2.12)
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whereWL‘N (with i = 1,2,3) andByy are, respectively, the field strength tensorsStk(2), and
U(1)y defined as:

W, W — O W, + ge!WIWe (2.13)
By = 0uB,—0,By (2.14)

and g and Lgp are the gauge fixing and Faddeev Popov lagrangians that edeaen any
theory [4].

The last two terms of the electroweak lagrangian Eq. (2.i@jre symmetry breaking sector
and the Yukawa lagrangian, respectively, which will be dégd in next subsection.

The gauge fields presented at Eq. (2.13) can be rewritten as:
Wi _ 1 Wl sz
n= ﬁ( T IWE)
Z, = CosBwW — sinBy B, (2.15)
Ay = SINBwW;; + cosB By,

where, againA, represents the photon field and éas= \/gngz is the weak mixing angle,
which relates both couplings by the simple relation@gn=g¢'/g. In addition,Wui andz, fields
are associated to the physidsl® andZ° boson particles. In this framework, the electron charge

and the Fermi constant can be written in terms of the couplihgpugh the following relations:

e=gsinby
o V2 & (2.16)
F= gﬁ .

The electric charg®, the third component of the weak isosfiy) and the weak-hypercharge
Y are linearly related by the Gell-Mann Nishijima formula:

Q=Ts+VY/2. (2.17)

Hence, the global and local conservation of weak-isospthlgipercharge naturally implies
charge conservation, as required by QED, and the electnoetiagand weak interactions are
unified under the same theoretical framework.

2.1.4 The Higgs mechanism

As shown, the Standard Model formalism allows the unificatbelectromagnetic and weak in-
teractions through the exploitation of a local gauge symynétevertheless, this gauge symmetry
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requires massle$§¥* andZ bosons. This requirement is in contradiction with the oteson and
one needs to introduce a mechanism for generating non-zassas while preserving the renor-
malisability of the theory. In the SM, the Higgs mechanisnSpbntaneous Symmetry Breaking
(SSB) is proposed.

In the SSB, one introduces a new field, the Higgs field, such as:

= < (('; > . (2.18)

The correspondent kinetic and potential term in the lageanbave the form:
ro = (Dy®)D*d -V (D) , (2.19)

where
V(®) = 2o+ A\(dTd)2. (2.20)

If A >0 and? < 0 the potentiaV (®) has a minimum for:

o'd=—

2 2
ne v
—=—=. 2.21
A 2 ( )
Thus, the fieldd has a non-zero vacuum expectation value (VEW:0|®|0 >= \ifz #0).
Choosing one of a set of degenerate states of minimum enezgkdthe gauge symmetry.

As stated by the Goldstone theorem, fields that acquire a VH\hawe an associated mass-
less Goldstone boson which will disappear transformed thélongitudinal component of a
massive gauge boson. Since the photon is known to be mastlessymmetry is chosen to be
broken so that only the fields with zero electric charge (thesathat cannot couple to the elec-
tromagnetic interaction) acquire a VEV. In such a way, themetry of the photon-associated
operatorQ is preserved:

Py =< 0|P|0 >= < 8 > (2.22)
Qdo=0. (2.23)

Expanding around the true minimum of the theory, the comfidd ¢ becomes:

RS 0
> < VRO > . (2.24)

where the three paramete?r@) correspond to the motion through the degenerated mininfzein t
SU(2) space. Since the lagrangian is locally gauge invar@re can choos%(x) = 0. Hence,

NI

P(x) =€
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introducing this expansion into the SM lagrangian Eq. (2.@0e obtains tree level predictions for
massive fermions (coming from ths, part), massive gauge bosons (coming from the kinetic
part of L ssgand a new Higgs boson. These relations are:

2 /2
My = V—zg; Mz:vivg;g (2.25)
My = V-2l2=V2v (2.26)
\Y
me = Ai— 2.27
f 7 (2.27)
mi = 0 (2.28)

where f stands for the fermions in the theory. These relations cemlzé expressed in function
of the weak mixing angle,

=29 2.29
M, cosBy (2.29)
which leads to the SM prediction
M3,
—W — cosy - (2.30)
M2

This prediction was tested once & andZ vector bosons where discovered in 1983 by UAL
and UAZ2 collaborations at the CERN SPS [5].

The ten independent fields before SSB (three massless gasgasi{V*, Z), with two po-
larisation states each, and one SU(2) doublet of compldarsgaare now represented by three
massive bosons, which account for nine degrees of freedndthaaew physical scalar particle
called the Higgs boson, which accounts for the last one.

This new particle, which is the missing piece to confirm thgdsi mechanism, has the cou-
plings completely defined by the theory:

MZ
AHHH = SM—E; Anvv = 2v/2GEMY; Mt = 2¢/2Ggmy , (2.31)
7

whereV =W, Z and G is the Fermi constant. The vacuum expectation valig determined
experimentally from the partial width( — vy vee) at low energiegg? << MZ):

Gr 92 1
o =2 (2.32)

where, substituting experimental values:

v=(v2Gg) 2 = 246 GeV, (2.33)
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which sets the electroweak symmetry breaking scale.

This new particle allows Yukawa-like terms in the lagramgia

gr[(fLe) fr+h.c], (2.34)

which can be written in terms of the VEV:
1 _ —
\@ng( fLfr+ frfL) . (2.35)

Therefore, not only the bosons acquire mass through thesHiggchanism but also the
fermions withm¢ = gsv/+/2. Noticeably, the strength of the coupling is proportiotmithe
masses. However, masses are not predicted ugjasgdetermined.

2.1.5 Quantum Chromodynamics

Quantum Chromodynamics (QCD) [6] was developed in 1973 sorilee the behaviour of quarks
being held together by the strong force carried by gluonsailgguantum field theory is the
framework in which QCD is developed. In this case, the “col@roup SU3). is the starting
global symmetry. This new quantum number (colour) is inicet to refer the three possible
states of the quarks and it constitutes an exact symmetypétticular colour of the quarks is not
affecting the dynamics of a process). In order to promotaytbleal symmetry to a local one, the
covariant derivatives of the fields take the form:

D= (au— igs(%“)Aﬁ> q (2.36)

whereg;s is the strong coupling constant, although this name is ysuederved for references
to as since there is a direct relation between thegg= 4. In addition, A are the SU(3)
generators (withx = 1,2,---,8), A} are the gluon fields and is a vector of three components
corresponding to the different colours.

The QCD lagrangian is written in terms of the quarks, thewatiant derivatives and the
kinetic term for the gluons fields:

foco= 3 AXP — myax) — 7FS 0O (6) (2:37)
q

whereFg,(x) is the gluon field strength, which unlike the QED case, ismivg,

R (%) = 0AS (X) — OWAL (%) + gs T IPYATAS, | (2.38)
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where " are the structure constants of the (Sl group.

Similarly to QED, the gauge interactions among the quarksglnons are contained in the
qibqg term,

_Af
08— Auvd. (2.39)

However, there is an important difference with the QED ca$e gluon kinetic tern’F@‘,F&“
contains a three and a four gluon term, which are precisays#if-interaction gluon vertices
characteristic of a non-abelian theory. These cubic andiquarms are the responsible for the
true nature of the strong force. When a pair of quarks begisettarate from each other, the
exchanged gluons interact with each other and the stronglinguconstantgs, increase. This
increasing force either binds the quarks together at logrggnscale (large distances) or it breaks
when the energy density of the colour field between the quargeeat enough to create a quark-
antiquark pair, resulting in two separate hadforigis situation is calleduark confinementOn
the opposite side, at high energies (small distances),ttbagsinteraction proceeds via colour
fields of reduced strength and the quarks and gluons behassastially free. This situation is
calledasymptotic freedomThe amplitude of a strong interaction process at a given embam
scale,g?, can be parameterised in terms of the running coupling aahst(q). A conventional
definition of ag, at leading order (LO), is given by [7]:

41
11n; — 2n¢) In(2/A2)

as(q) = ( (2.40)

wheren; (ns) is the number of colours (flavours) of the quarks with mass than the energy
scaleq and A is the QCD scale, which is the only adjustable parameter ob@€d depends

on the momentum scale of the interaction. It marks the ensegle at whichog becomes large
and the perturbative approach is no longer valid. For mostgsses, the measured value of
Naqcp is consistent with 200 Me)e. The running strong coupling presented in Eq. (2.40) shows
that for largeg? (small distances), the coupling becomes small (asympheat@dom) but at low

¢?, the coupling approaches to unity. Hence, highprocesses can be described by perturbative
calculations but lowg? interactions need to rely on phenomenological model, dbwitlescribed

in section 2.1.9. The value of; at the Z pole mass is1s(q= mz) = 0.1176+ 20 [2].

2.1.6 QCD description of the hadrons

Hadrons are not elementary particles but constituted bgkguend gluons, usually referred by the
generic name “partons”. In the description of the partorekiatics inside hadrons two variables
are usually used, originally defined in the context of deeaistic scattering (DIS) experiments:

2The top quark constitutes an exception in the sense thawdteetuge mass, it decays before it can hadronise.
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QZ
2(p.q) ’
wherek (K) is the 4-momentum of the ingoing (outgoing) electron @rid the 4-momentum of
the incoming proton. Therefoi@? is the energy scale of the interaction agdamed the Bjorken
variable, can be interpreted as the fraction of the protamofnentum carried by the struck quark.

Q’= (k—K)?> and x=

(2.41)

The probability of finding a certain parton within the hadreerrying a particular fraction
x of the hadron momentum is given by a parton distribution fiamc(PDF), which presents a
logarithmic dependence ap?.

The factorisation theorem allows to separate long-digtaard short-distance processes. A
cross section for a hard scattering process initiated byhaevons with four-momentg; andP»
can be written as:

o(Py,Py) = / dbxado fi(xa, HE) fj (0, 1E)Bij (Pr P2, 0s(1E), /1) . (242)

where the momenta of the partons which participate in thd hderaction arep; = x;P; and

P2 = x2P>. The &j; is the parton-parton cross section ah(kl,ué) is the PDF defined at a
factorisation scalg=, which is used to separate the soft and the hard processesefdite, any
parton emitted with small transverse momentum, less thiaris considered part of the hadron
structure and is absorbed into the parton distribution. &pglthat, the PDFs are independent of
the hard process, which ensures their universality.

Although the perturbative QCD (pQCD) is not able to prediet values of the PDF at a given
X, it is able to describe the evolution of the PDFs as a funaifo@?. The processes that generate
the parton interactions to first orderan are gluon radiationd — qg), gluon splitting § — gg)
and quark pair productiorg(— qq). Each of these processes have associated a splittingdonct
Pyp(X/2) which represents the probability that a parton of typeonverts into a parton of type
p/, carrying a fractiorx/z of the momentum of the original partqn

The particular expressions of the splitting functions carcalculated in pQCD and the evo-
lution of the parton densities i@ can be written in terms of these splitting functions:

?1?5;( 822)) - %[ / 1 <q|(2 Qz)qu< >+g(z,Q2)qu( >> d;Z : (2.43)

3%3(82 = O‘s/ (Zq. 7,Q? qu( >+g(zQ)ng< ))d?z (2.44)

where the first equation describes the change of the quaritigsnwith Q? due to gluon ra-
diation and gluon splitting and the second equation dessrthe change of the gluon density
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with Q? due to gluon radiation off quarks and gluons. These equatiwa called the DGLAP
(Dokshitzer, Grobov, Livatov, Altarelli and Paris) equats [8]. The equations assume massless
partons. Hence, they are only valid for gluons and the liglaris (u, d and s).

pQCD is not able to predict thedependence of the PDFs. Hence, data from different ex-
periments is used to parameterise the PDFs at a startir@@@arhen, the predictions for each
parton density at a higher scal¥ are obtained using the DGLAP evolution equations.

2.1.7 PDF parameterisations

The understanding of the PDFs plays a fundamental role erpireting the data at hadron collid-
ers in terms of the SM predictions and possible deviatiomg Jarameterisation of the PDFs at a
certain scaIeQ% is carried out through @2 minimisation over data from different processes such
as deep-inelastie, p or v scattering, Drell-Yan productiovy-asymmetry inpp collisions and
prompt photon productiopN — yX. Different groups perform such parameterisations. In the
work presented here, the parameterisations done by thed@abed Theoretical-Experimental
Project on QCD’ (CTEQ Collaboration) are the ones used. THE@ collaboration has modified
the functional forms for quarks and gluon distributions te@nmodate latest results from the
Tevatron Run I. The most recent set from CTEQ collaboratiathé CTEQG6 where the following
form has been chosen [9]:

xf(x,Q3) = Ag- ¥ (1—x) 2efox(1+ eMx)’s | (2.45)

whereA; are the parameters to be fitted ahdre the quarks and gluon distribution functions.
An example of these PDF’s can be seen in Fig. 2.1 at two diffeseales Q = 2 GeV and
Q=100 GeV).

2.1.8 PDF uncertainties

To evaluate the uncertainties on the fit, a Hessian methoeldbas the up and down variation
of the parameters in the PDFs fits has been developed. Somits dgt given in Section 4.6
when this method is applied to determine the PDF uncerésimdn the analysis. In any case, this
method determines the behaviour of ffein the neighbourhood of the minimum. Variations on
the set of PDF parameters lead to new fits with cerj@nA parameter called tolerancg, is
defined and the new fits are considered acceptatyié-ifx3 < T2, wherex3 is the best fit to the
global data set. CTEQ chos&$ ~ 100 which is interpreted to be a 90% C.L. uncertainty.

In Fig. 2.2 the uncertainties on gluon andjuark distributions are shown at a scqfé= 10
GeV2. The u-quark distribution is tightly constrained for< 0.8. The gluon uncertainty is of
order+15% forx < 0.3 and then it increases rapidly for largeThese uncertainties also increase
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at higher energy scales when applying the DGLAP evolutiaragqgns. This will constitute one
of the main systematic uncertainties in the analysis pteddmere.
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2.1.9 ppcollisions

In a typical high energy proton-antiproton collision, selghysics processes play an important
role. The knowledge of the different aspects of the coltigecrucial for a proper understanding
of the resulting event. Although QCD does not allow to slyiseparate the different processes,
the following steps implemented in Monte Carlo (MC) modelsp shown in Fig. 2.3, provide a
useful approach to understand what happens in such caobisio

e Initially two beam particles are coming in towards each ptBach particle is characterised
by a set of parton distributions, which defines the partonlisgucture in terms of flavour
composition and energy sharing.

e One shower initiator parton from each beam starts off a segpef gluon radiation, such
asq — qg, which build up an initial-state shower (ISR).

e One incoming parton from each of the two showers is involvethé hard scattering pro-
cess, a 2-to-2 process, that can be calculated by a perterlbgiproach to first-order.

e The outgoing partons radiate gluons, just like the incondiialgto build up final-state show-
ers (FSR).

e Further semihard interactions may occur between the otatoms of the two incoming
hadrons.

e The remnants have internal structure and a net colour chiaafjeelates them to the rest of
the final state.

e The QCD confinement mechanism ensures that the outgoingsjaad gluons are not
observable, but fragment to colour neutral hadrons.

e Many of the produced hadrons are unstable and decay further.

Different Monte Carlo tools have been developed to addrese f the processes occuring
during app collision which cannot be calculated completely throughOBR The parton shower
approach and the hadronisation models are presented iallbihg sections.

2.1.10 Initial- and Final-State Radiation (ISR/FSR)

Higher-order QCD processes are approximately implemdntda: MC via initial- and final-state
parton showers [10]. To describe them, both processestaelszindependent. In a hard process
with virtuality Q?, initial-state radiation is modelled by a sequence of eimissthat, starting from
the hadrons, increase the virtuality in each emission tintilatches theQ? of the hard process.
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Fig. 2.3: An example of the different processes occurring ppaollision.

Similarly, the final-state radiation is constituted by awsstce of emissions that decreases the
virtuality of the partons until & ~ Aécp is reached.

The parton shower is characterised by a strong angulariogdef the different emissions,
dominated by the colinear component. Although the first tinaim the parton shower is ap-
proximately performed according to the matrix elements,abllinear approximation will fail in
reproducing the hardness of subsequent emissions. FompéxaRYTHIA 2-to-2 processes will
describe the production of a third jet but will produce a toti fourth jet in the final state.

2.1.11 Hadronisation

After the parton shower has finished, the final state conefstsset of partons with virtualities
of the order of the cutoff scal@3 ~ A(%CD. QCD becomes strongly interacting at long distances
(low momentum-transfer) and non-perturbative effectsoaive neglected. In this confinement
regime, the coloured partons are transformed into colssfedrons in a process called hadro-
nisation or fragmentation. Since this process is still nudarstood from first principles, some
phenomenological models have been constructed to destcribe
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String Fragmentation Model

The string fragmentation model [11] assumes a linear comiams, i.e. the energy stored in the
colour dipole field between@and agis assumed to increase linearly with the separation between
charges. This is a characteristic of QCD interactions dubkdgresence of a triple-gluon vertex.
The physical picture is that of a colour flux vortex line begstgetched betweengand ag which

are moving apart from their common vertex. The transvenseedsions of the tube are of typical
hadronic sizes+ 1 fm) and the tube is assumed to be uniform along its lengtis ditomatically
leads to a confinement picture with a linearly rising podnti

As theq andq move apart, the potential energy stored in the string irse®and may break
producing a newyq pair. Hence the system is splitted in two colour-singletteaysqq and
gq from which, depending on their invariant mass, new breakiag occur. In the Lund string
model, the string break-up proceeds until only on-mas#-kbhdrons remain, each hadron corre-
sponding to a small piece of string. Charm and heavier quankgiot expected to be produced in
soft fragmentation, but only in perturbative parton-shotwe&nchingsy — qg. If more than two
partons are moving apart the string structure becomes roonplicated. For gqgevent, a string
is stretched from the end via the gluond) to theq end. To first approximation, there are two
fragmenting string pieces holded by the gluon. But add#tistring regions may appear during
the time evolution of the system and complicate the prodeigs.2.4 shows a schematic diagram
of string fragmentation.

Cluster Fragmentation Model

The cluster fragmentation model [12] is based on an impopaperty of the branching processes
which is thecolour preconfinemenjiL3]. This property relies on the fact that the separatiothef
colour charges forming a singlet are inhibited. After thetyative parton branching process,
remaining gluons are splitted into lighd pairs. Then, neighbouring quarks and antiquarks can be
combined into colour singlets. These singlets have massehdtion and spatial size which peak
at low values and are asymptotically independent of the salbgrocess scale. Most clusters have
masses of up to few GeV and it is reasonable to consider thesupespositions of resonances.
Clusters decay into hadrons according to two-body phaseespkig. 2.4 shows a schematic
diagram of cluster fragmentation.

2.2 The limitations of the Standard Model

The SM description of the different processes involvingcetaveak or strong interactions is
extremely accurate. At the present time, no experiment baa bble to find any clear deviation
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Fig. 2.4: A representation of the string (left) and cluster (righigmentation models.

from the SM predictions. Nevertheless, physicists arémtibhing to find such tiny deviations.
The main reason is that the SM has serious theoreticallyvatetl problems, starting from the
fact that gravity is not accommodated in the theory, thatgumeit from being the ultimate theory,
the Theory of Everything (TOE), that would describe natara comprehensive manner.

Even accepting the peculiar set of group representatiodshgpercharges required by the
model, the SM contains at least 19 free parameters, suchupbrgs, masses and mixings, which
cannot be predicted but must be measured by the experinmesuddition, more parameters would
be needed if one wants to accomodate non-accelerator aktisas/ such as the cosmological
baryon asymmetry, neutrino masses and mixings or the pratie cosmological constant.

The SM also leaves several questions unanswered such asrevkiyeae three generations,
spatial dimensions or colours, how do we understand neudsgillations and massive neutrinos,
why are the electric charge of the proton and the electrontlgxapposite or whether the Higgs
mechanism is really the process through which the electikwwgmmetry breaking occurs and lay
beneath the origin of masses. In addition, the model carbéi@ which are the mechanisms to
produce the matter-antimatter asymmetry observed in tiverse or what is the relation between
the strong and electroweak forces.

Perhaps the most surprising feature of the SM is the accdesteription of the interactions
between particles with masses 17 orders of magnitude anibl@ the Planck mass and the
difficulty to accommodate gravity within this framework [14 his feature may be an indication
that the SM is an effective theory, that is a “low energy” limii a more fundamental one. But this
assumption automatically leads to the question of up to kvliergy scale will the SM be valid.
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2.2.1 The hierarchy problem

As explained in section 2.1.4, the Higgs mechanism pretletexistence of a scalar particle in
the SM physical spectrunigy. Direct searches of the Higgs at LEP [15] led to the conclusio
that it must be heavier than J.ll4(3eV/c2 at 95% C.L. Furthermore, from precision electroweak
measurements [16], the Higgs mass is expected to be lowerMhg, < 246 GeV/c? at 95%
C.L:2. In any case, from unitary conditions [17] and the experitalevalue of the vacuum expec-
tation valuev, one can extract an strong upper limit to the Higgs madéigf, < 860 GeV/c?.

However, spin zero fields are radically different from feoms and gauge bosons. The latter
are protected from large radiative corrections to theirsaaghanks to chiral and gauge symme-
tries, respectively. In the SM there is no mechanism to presealar particles from acquiring
large masses through radiative corrections. Therefofereceives enormous quantum correc-
tions from the virtual effects of every particle which coeplto the Higgs field (see one-loop
diagrams in Fig. 2.5).

==-- ---- ) ’
H bl -

Fig. 2.5: One-loop quantum corrections muﬁSM.

Due to these corrections, the Higgs mass would be
Mhey = (Mh)o+AMF (2.46)

where(m?2)g is the bare Higgs mass ad\13 is the correction given by

2
AMZ = —1)6\3—;[2 [2/\2+o (m%ln (%))} (2.47)

wherels is the Yukawa coupling of the fermiohandA is an energy cutoff which is interpreted
as the energy scale at which new physics enters and chargyéggtirenergy behaviour of the
theory. If the SM needs to describe nature until the Planelkes¢hen the quantum correction
AMZ is about 30 orders of magnitude larger than the bare Higgs m@sare. A cancellation

of these corrections at all orders would call for an incrigitfine tunning” which seems very

unlikely [18]. This problem is present even if there is naedircoupling between the Standard
model Higgs boson and the unknown heavy particles [19].

3Although last measurements from the top mass from CDF |l ightly change this value.
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In a model with spontaneous electroweak symmetry breakigproblem affects not only
to the Higgs mass but also its expectation value and the ma$smher particles that get their
masses through this mechanism such a®hg&, quarks and charged leptons. This situation has
also an analogy with the self-energy corrections on therelecwhich is solved by the presence
of the positron [20]. Hence, it is unnatural to have all the Safticles masses at the electroweak
scale unless the model is somehow cut off and embedded ihex structure at energies no bigger
than the TeV scale.

2.3 The Supersymmetric extension of the Standard Model

2.3.1 Supersymmetry

Supersymmetry (SUSY) [7][19] is a symmetry which relatesses and couplings of bosons and
fermions via spin% charges. In SUSY, particles are combined into superfieldsaaroperatof
generates the transformation of converting fermions tobssnd vice versa:

Q|Boson>= |Fermion> Q|Fermion>= |Boson> (2.48)

ThereforeQ is a complex anticommuting spinor and its hermitian conjeg@, is also a
symmetry generator. Both of them are fermionic in nat&e-(L/2) and form a Lie algebra [21],
together with the four-momentum and the Lorentz transféionagenerators. In fact, SUSY is
a generalisation of the space-time symmetries of quantuohtfieory and seems to be the last
possible extension of the Lorentz group [22].

In this situation, each chiral fermioh r has a scalar partnef[R and for each massless gauge
bosonA,;, with helicity statest1, there is a massless spif2lgaugino partner, with helicity states
+1.

2

2.3.2 Supersymmetry and the hierarchy problem

The SM hierarchy problem presented in section 2.2.1 is vieyamtly solved when considering
the supersymmetric theory [23]. The reason is that everyitar f has a scalar SUSY partn&r
that couples to the Higgs as well and contributes with a masection term of the form:

AMZZ)\—% 2N? mein (A (2.49)
H= e [ T (MM (g '

Since nowA; = As and Fermi statistics implies an opposite sign with respedhé con-
tribution stated in Eq. (2.47), all the terms have a coutegen that naturally cancel the huge
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corrections. The terms that do not cancel are of the form:
)\2
2
AM?3 :W“‘n%—mﬂ (2.50)

where some smaller contributions have been omitted. Thidtreeads us to the following “nat-
uralness” argument [24]: since these corrections must @gfreater thamy,,, in order to avoid
too much fine tuning, then

Img—mf| < 1TeV?. (2.51)

Hence, one associatés~ 1 TeV as the scale where the SM is no longer valid and must be
substituted by its supersymmetric extension. As a benkfit,new theory would be valid all the
way up to the Planck scale. In any case, this is only a quabtatrgument and does not help
predicting exactly whether new particles should appeaf@t®@eV or 2 TeV.

2.3.3 Other benefits from the introduction of SUSY

Besides making a small Higgs mass natural, SUSY has otheresting consequences. One of
them is that when SUSY is locally realised it contains amaesgauge fields the gravitino. Thus
SUSY seems to be a good candidate for a theory of all intenastior at least to play an impor-
tant role in any such theory. In addition, Great Unificatidieories (GUT) also provide good
motivation for the existence of supersymmetry. One can liseunning of the three couplings
of the SM, measured at the electroweak scale, and find thatgetain GUT scale of 10 GeV,
the couplingsalmostbecome the same value [25]. But if one considers SUSY theodbhglings
are modified in such a way that they become precisely the salne at the GUT scale. This
is a strong theoretical motivation for the need of SUSY. Heevesome people claim that there
is nothing special on that [26] provided that other modelsi¢alo it if they introduce as many
parameters as SUSY does.

In addition to gauge coupling unification, SUSY is also a keyrédient for GUT. These the-
ories have interesting predictions such as a small neutnixs of the order ofy, =~ mﬁ\,/mGUT ~
102 eV/c? and it can lead to the understanding of the different quacklepton quantum num-
bers. But without SUSY the lifetime of the proton would be &mall and the prediction for
sir? By would differ from the experiment [27]. In addition, SUSY Hasen of greatest interest
in string theories since it is the mechanism which providesteerent and complete framework
which avoids negative square masses in some vibrationa¢sngachyons) [28].

Furthermore, some SUSY models predict the presence of @éighupersymmetric particle,
which is a candidate for dark matter in the universe, pravidhat it is neutral, weakly interacting
and stable.

As a final remark, recent fits on the electroweak precisioreiables, such as the effective
leptonic weak mixing angle, sifef;, Seem to favour supersymmetric models in front of the SM
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alone [29]. This can be seen in Fig. 2.6, where the SM prexfistior theMyy as a function ofry is
being compared with the predictions from the unconstraM@dmal Supersymmetric Standard
Model (MSSM), which will be described in the next subsectidie predictions within the two
models give rise to two bands with only a relatively smallrtaje region. The allowed parameter
region in the SM arises from varying the only free paramefehe model, the mass of the SM
Higgs boson fromMp,,, = 114 GeV/c? (upper edge of the band) to 400 G&Y¥ (lower edge
of the band). For the MSSM area, SUSY masses close to thedriexgntal limit are assumed
for the upper edge, while the MSSM with large masses yieldddiver edge of the blue area
(dark-shaded). The 68% C.L. experimental results sligiathpurs the MSSM over the SM
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Fig. 2.6: My as a function of as predicted by the SM in red (medium-shaded) and blue (staakied) bands and
with the MSSM prediction in green (light-shaded) and blugrkeshaded) bands. The perspectives for the present and
future generation colliders, are also stated.

2.3.4 The Minimal Supersymmetric Standard Model

Similarly to the SM construction, that was conceived to bertinimal group viable to explain
the electroweak sector, the MSSM [31] is the minimal viahlpessymmetric extension of the

4Last top mass measurements from the Tevatron [30] indioata a lower mass for the topm = 1714 +
1.2(stat) & 1.8(syst GeV/c?.
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SM. The MSSM obeys the same &) ® SU(2), ® U(1)y gauge symmetries of the Standard
Model but doubles the spectrum of new patrticles since forygparticle in the SM, a superpartner
is postulated which differs by half a unit of spin. The supetpers are conveniently described
by a notation with close correspondance to the SM notatiorbésons and fermions. Hence,
the superpartners are written with the same letter of theaitnpr but with a tilde over it and the

superfields are written with a “hat” superscript. In additithe bosonic partners of the fermions
are denoted starting with an extra “s” (e.g. selectron isstifgerpartner of the electron) and the
fermionic partners of the bosons finish with the suffix “ine’d. gluino is the superpartner of the
gluon).

For simplicity and to avoid unnecessary repetitions, atersthe case of one generation of
quarks, leptons and their superpartners. One can d@famethe superfield containing an &)

doublet of quarks:
uL
= 2.52
Q ( dL> (2.52)

and their scalar partners which are also in arfZJdoublet,

_an
o (%) o=

In an analogous form, the superfi¢ld (DC) contains the right-handed up (down) anti-quark,
Ur (dr), and its scalar partnau;(d;;). Following the same pattern, leptons are contained in the
SU(2),. doublet superfield which contains the left-handed fermions,

L— ( Vt ) (2.54)
&
[= ( ‘ZL ) . (2.55)
&

Finally, the superfield=® contains the right-handed anti-electr@g, and its scalar partner,

and their scalar partners,

Similarly, for every gauge boson it exist a Majorana ferm{gaugino). G2 is defined as a
superfield that contains all the gluomg, and their fermion partners the gluinag; W contains
the SU(2). gauge bosondM, and their fermion partnersy (winos); andB contains thel (1)
gauge fieldB, and its fermion partneB (bino).

In addition, in the MSSM the Higgs sector is enlarged to aweahgle gauge anomalies [32].
Gauge theories cannot have anomalies and this is simplg\ahby requiring that the sum of all
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‘ Names | 2HDM particle ‘ SUSY partner ‘ SU(3)c, SU(2), U(1)y ‘

Q (udp) 5 (G d~|_) 0 (3,2, %)

squarks, quarks = T T — S 4
(x 3 families) Y R 2 UR 0 (3,1,-3)

D ¢ I d& o (3.12)
sleptons, leptons | L (ve) : (V&) 0 (L2,-1)
(x 3 families) E el I & 0 (112)
A 1 MI\A2\K3 L

Electroweak bosons | I WIWPWE 1| W WZW® 3 (1,3,0)
58] 8 1] & 3 (11,0
Stongbosons | G, | g, 1 Ga L 8. 1,0)

: o Ho | HFfH) o (AFHY 3 1,2,1
Higgs, higgsinos - I 5 (:;) ~E) i (12,1
A (HEHy) o AZA) 3] (2-Y)

Tab. 2.3:Superfields and particle content of the MSSM. Symbols fohezidhe chiral supermultiplets as a whole
are indicated in the second column.

fermion charges vanishes. The Higgs scalar doublet acgaiBJSY partner which is an $2),
doublet of Majorana fermion fieldgy (Higgsinos), which will contribute to the triangle $2J,
and U1), gauge anomalies. Since fermions in SM have exactly the gganhtum numbers to
cancel these anomalies, it follows that the contributiamfithe fermionic partner of the Higgs
doublet remains uncancelled. The easiest solution is toine@ second Higgs doublet with
precisely the opposite (1), quantum number than the first Higgs doublet. Furthermoréhen
SM the Higgs doublet (the complex conjugate of the doubkat)auple to thds; = +% (T3= —%)
fermions and give mass to all the spectrum of fermions. Bug supersymmetric theory, any
doublet can give mass either tda= +% oraTz = —% fermion but not to both. Thus, two Higgs
doublets are needed in order to generate both up-like and-tlkerquark masses. As result, one
could think of the SM becoming a two Higgs doublet model (2HOBB] prior to introduce the
supersymmetric sector. In Tab. 2.3 the spectrum of the MS8Msfis summarised.

With two SU(2) doublets, the theory has eight real scaladdieind three massless gauge
bosons, which accounts for fourteen degrees of freedoner StUSY breaking, the three gauge
bosons acquire masses (nine degrees of freedom), whichsrtiegtrthere should exist five spin-
zero Higgs fields in the spectrum: three neutral scalarsi( A) and two charged pairdH(",
H).

The parameters of the supersymmetry-conserving sectasistaf:

e Gauge couplingsgs, g andg’, corresponding to the Standard Model gauge groufB{Lb
SU(2), ® U(1)y, respectively.

¢ Higgs mass parametaer,
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¢ Higgs-fermion Yukawa coupling constants;, Aq, andAe, corresponding to the coupling
of quarks or leptons and their superpartners to the Higgsrsoand higgsinos.

The supersymmetry-breaking sector contains the followgtgpf parameters:

e Gaugino Majorana masshts, M, andM3, associated with the S8)., SU(2), and U1)y
subgroups, respectively. These masses may be connectedércases as will be seen later.

e Five scalar squared-mass parameters for the squarks drsieM3, MZ, M&, MZ and
Mé, corresponding to the five electroweak gauge multiplets.

e Trilinear interaction terms of the form Higgs-squark-sdguand Higgs-slepton-slepton,
with coefficientsA,, Aq andAe.

e Three scalar Higgs squared-mass parameters, two of winchridms) contribute to the
diagonal Higgs squared-masses and a third which corresponthe off-diagonal terms
mfz = UB. These three parameters can be re-expressed in terms afdhéigdgs vacuum
expectation values/§ =< HJ > andv, = (H{))*, usually taken through the ratio

tanB = U (2.56)
Vd
and one physical Higgs méss

The gluino is the color octet Majorana (there is no distimtigduon) fermion partner of the
gluon. It has 16 degrees of freedom since there are 8 maghless (2 spin degrees of freedom,
each). The supersymmetric partners of the electroweakegand Higgs bosons (gauginos and
higgsinos) can mix. As a result, the physical mass eigastate model-dependent linear com-
binations of these states, calledarginosandneutralinos which are obtained by diagonalising
the corresponding mass matrices. There are two chargiigsad four neutralinosgf), which
are by convention ordered in massﬁﬁ (s the lowest chargino anif is the lowest neutralino).
Depending whether the chargino or neutralino eigenstgbeoajmates a particular gaugino or
higgsino state, they can become more photino-like, bike-li and result in strinkingly different
phenomenology.

The supersymmetric partners of the quarks and leptons areesm bosons and the resulting
squarks and sleptons can also mix their left- and right-edncbmponents yielding the mass
eigenstates (denoted by the indices 1,2 instedd Bf. This mixing is proportional to the mass
of the SM partner quark or lepton and to farThus, the mixing can lead to an important splitting

SNotationvy (vg) is used to distinguish vacuum expectation values of thegstifeeld which couples exclusively to
up-type (down-type) quarks.

SNote thatvj +v3 = 4M3, /g2 = (246 GeV/c?)? is fixed by thew mass and the gauge coupling, butftds a free
parameter of the model.
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2HDM particle ‘ spin H SUSY particle ‘ spin ‘
quarks: q $ || squarks:  qf, G 0
leptons: I 1| sleptons: i, I 0
gluons: Oa 1 gluinos: Ja %
gauge bosons: W+, 70,y 1 || neutralinos: x?, >Zg, x~8, )(~91 1
Higgs bosons: h°, H%, A, H* | 0 || charginos: x}, x} 3

Tab. 2.4:The particle content of the MSSM.

in the mass spectrum of heavy squarks, specially at larde tancontrast, the first two families
can be considered degenerate in mass. All physical partélthe MSSM are given in Tab. 2.4.

2.3.4.1 MSSM lagrangian and R-parity

The MSSM lagrangian is constructed using the already defiaeticle content and following
an analogy with thecgy. Following a similar notation as in the SM, the kinetic terrntloe
lagrangian can be written as:

LKE = z {(DMS)T(D“S) + lijiy“Duqu}

! L i (2.57)
A WA N
+ ; {_ZFHVFW + EAAD)\A} .

Here,S () is the scalar (fermion) component of th& chiral superfieldD is the SU(3) x
SU(2). x U (1) gauge invariant derivativeﬁﬁ, is the Yang-Mills gauge field ani is the gaugino
superpartner of the corresponding gauge boson. It is watibing that they; is a sum over all
fermion fields of the SM, the scalar partners and the 2 Higgblds with their fermion partners.
On the other handy 4 is over theSU(3);, SU(2). andU (1)y gauge fields with their fermion
partners, the gauginos.

The interactions between bosons and fermions are desdribed
Lint = — \/EZQA [S*TAlI—JiL)\A+ h.C.]
[

2
-3 (z gAs*TAs> ,

wherey = %(1—y5)lp, TA is the matrix of the group generators aggl the gauge coupling
constants. It can be seen that there are no adjustable pgaramence, all interaction strengths
are completely fixed in terms of SM coupling constants.

(2.58)
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Once the superfields and the gauge symmetries are chosamlyhfeeedom in constructing
£mssmis contained in a function calleslperpotentiglw . This is an analytic form of the chiral
superfieldsS that has the form:

w = el ey MADE - A0R0B 1 AAIG0] + ke (259

wherei and j are SU(2)_ doublet indices and;; = —¢ji (with €12 = 1) contracts theSU(2)_
doublet fields. No derivative interactions are allowed idesrthatw be an analytical function.
The termul:lfﬁé gives mass terms for the Higgs bosons angl sooften called the Higgs mass
parameter. The terms in the square brackets proportional, % andAy give the usual Yukawa
interactions of the fermions with the Higgs bosons. Henoéke the SM case, these coefficients
are determined in terms of the fermion masses and the vacypettation values of the neutral
members of the scalar components, and are not arbitrariogsp

In the most general superpotential one can add more ternmchwainé grouped und&ikp in

Eq. (2.59). These terms are of the form:
Wkp = Ao, LY LPEY + Ny LOGPDY + N U UBPDY + LA (2.60)

where the indices, 3 andy label the 3 generations of quarks and leptons. These temssittie
a problem in the sense that the first two contribute to leptember violation interactions and
the third one to baryon number violation interactibndhe combination of lepton and baryon
violation terms can contribute to the proton decay at treel llarough the exchange of the scalar
partner of the down quark. Since this process is experimtgmestricted [35][36] it put into
guestion the validity of the model. One solution is to asstiméthe parameters are small enough
to avoid experimental limits. Even this is certainly allmhexperimentally, this would imply the
introduction of an artificial tuning. The other solution @ introduce a new symmetry called
R-parity [37]. R-parity Rp) is a multiplicative quantum number defined as:

R=(—1)3Bbt2s (2.61)

whereB andL are the baryon and lepton quantum numberssdadhe spin of the particle. Thus,
all SM particles havéR, = +1 while their SUSY partners haw, = —1.

The assumption of such a symmetry prevents lepton and bamymier violating terms but
has also dramatic phenomenological consequences: thebe e mixing between the sparticles
and theRp = 1 particles, SUSY particles can only be pair-produced irctiiisions of SM parti-
cles and a SUSY particle would undergo a chain of decaysthtiightest SUSY particle (LSP)
is produced. Then, this LSP cannot decay further and catestita cold dark matter candidite

"The fourth term can be ignored since one can implement aiontit the lepton fieldl such that this term
vanishes [34].
8Due to cosmological constraints, a cold dark matter canelideed to be stable and neutral [38][39].
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2.3.4.2 SUSY breaking

At this point, the MSSM lagrangian does not provide mass sefon all the particles (fermions,
scalars, gauge fields). If supersymmetry was an exact symrsqtiarks and quarks would have
equal masses and gluinos would be massless. Since this thengtse in nature, at low en-
ergies supersymmetry must be a broken symmetry and new Rk&king terms need to be
introduced in the lagrangian. To prevent dangerous quadiaergences, only a certain subset
of supersymmetry-breaking terms are present in the thewtyteeir couplings are denoted st
parameters. Then, the so-called soft lagrangian whictkbr8&SY is (first generation only):

17 L o
—Lsoft= > [M399+ MWW + M1BB
+€qp [—ngHE — HSQFAUUUJ + HgQiBAd” Dj + Hgl:iBAaj Ej +h.c. (2.62)

18, Ha 2 8, JH 2+ P, OF
T I:?mﬁij I:(JM +0i*nﬁi10j + Ijl*mzu Dj + Ei*méij Ej )

wherei andj are theSU(2), doublet indices. This Lagrangian has arbitrary massesésctalars
and gauginos and also arbitrary bi-linear and tri-lineating terms. The scalar and gaugino mass
terms have the desired effect of breaking the mass degenkedween the particles and their
SUSY partners. The tri-linear A terms affect primarily therticles of the third generation. The
KB term mixes the scalar components of the two Higgs doublatthd most general case, all of
the mass and interaction terms of Eg. (2.62) are matricedvimg all three generators. However,
the origin of all these terms is left unspecified. How supensetry breaking is transmitted to the
superpartners is encoded in the parameters,@f. All of the quantities inc 5ot receive radiative
corrections and thus are scale-dependent, satisfying tkkrit@normalisation Group Equations
(RGESs).

For phenomenological purposes, the MSSM lagrangian islgimfow energy effective la-
grangian with a number of input parameters. The fact thag¢gxior the assumption of the pres-
ence of supersymmetric particlé®,, and gauge and Poincaré invariance, nothing else has been
assumed, makes from the MSSM a very simple framework but erdato introduce plenty of
free input parameters. MSSM includes at least 105 new pdeasiiat added to the 19 parame-
ters of the SM, the model has 124 parameters to be deterfivéulle often only subsets of these
parameters are relevant for particular experimental msE® and there exist some phenomeno-
logical constraints in these parameters, the number isaige lfor practical purposes to carry out
phenomenological analyses in full generality.

However, unlike in the SM case, now there is the possibibitgtablish a top-down approach
by which the MSSM parameters are predicted within the cargéan underlying theory, often

9For this particular reason, sometimes it is referred to aSMS.24.
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as functions of fewer basic parameters. The basic quesiibe addressed is how to understand
the explicit soft supersymmetry breaking encoded intkg: parameters as the result of sponta-
neous supersymmetry breaking in a more fundamental th&mge this is not known, different
models have been constructed as an attempt to find an anawibisfquestion. Since TeV scale
supersymmetry breaking models have reported negativég¢4Q], other models which assume
that the theory can be splitted into at least two sectors haea considered. These two sectors
have no direct renormalizable couplings between them aeyldhe divided intambservableor
visible sector, which contains the SM fields and their superpartraard thehiddensector, in
which supersymmetry is spontaneously broken by a dynamieahanism.

Within this framework, SUSY breaking is communicated frdme tidden sector where it
originates to the observable sector via suppressed itimmadnvolving a third set of fields: the
mediatoror messengeiields. This hidden sector implies that the fundamentalkscbsupersym-
metry breakingus is hierarchically larger than the TeV scale. Depending anrttodel thisps
can be postulated to be at the GUT scale, Majorana neutrirss stale or in extra-dimensional
braneworlds. Therefore, different models account for igemechanisms on how supersymme-
try breaking is mediated between the hidden and observabters and involve specific energy
scales at which the soft terms are generated. These valedkear used to compute the corre-
sponding values at observable energy scales, all predittéak TeV scale by the models, using
the scale dependence of thg,t; parameters as dictated by their RGEs.

2.3.5 Constraining the MSSM: mSUGRA model

The observation that the measured coupling constantsaendét at a point when evolved to high
energy scales inspired many SUSY GUT models. In these matielvalue of the couplings at
the GUT scaléMy ~ 10'® GeV/c? plays a central role [34]:

\/ggl(MX) =02(Mx) =gs(Mx) =g" . (2.63)

Since gravitational interactions are shared by all theigas, it is quite natural to imagine
gravity to be the only interaction shared by both the hidde the observable sector. Further-
more, at some point gravity must be present in particle fleddty if a comprehensive description
of nature is desired. Here, supergravity would be the resiptanof promoting global supersym-
metry to local supersymmetry. This is what inspired the m&4Gnodel [41].

In this model, along with the coupling constants, the follogvset of assumptions emerges:

1. Common gaugino mass,; ;: the gaugino mass terms);, are assumed to unify:

Mi(Mx) =my2, (2.64)
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2. Common scalar masgy. The soft SUSY-breaking scalar mass terms contributindnéo t
squark, slepton and Higgs boson masses are equa &My :

Mz (Mx) = MG(Mx) = -+
=, (Mx) = Mm@, (Mx) = ng .

3. Common trilinear scalar couplinly. The soft trilinear SUSY-breaking terms are all equal
to Ag at My,

(2.65)

A (Mx) = Ap(Mx) = A(Mx) =---=Ao. (2.66)

Through RGE’s the gaugino masses in Eq. (2.64) scale in the say as the corresponding
coupling constants:

2
2(M
Mi(Mw) = ml/zg' (g*zw) ; (2.67)
yielding,
9
Ssg/2 : (2.68)
M; = :—%?Mz = §tarFeWM2 ~ 0.5M5 ,

where every term is evaluatedMy{y scale andny is the gluino mass.

The gluino mass is therefore always the heaviest of the gaugiasses. Assuming the re-
lations Eqg. (2.64) and Eg. (2.65) in conjunction with SUSYd dhe gauge structure, leads to
the following expressions for the masses of the sfermioxsefat for the third generation) at the
electroweak scale [42]:

mE = mg+np+by %,

LR

p (2.69)
+m2cos P [T3 bR QfLRSin2 9\/\/] ;

where f_g is the corresponding left (right) sfermio?ligfL’R andQy, . are the third component of
the weak isospin and the electric charge of the correspgrfdimion f, and the coefficients are
derived from the RGE’s and can take different values. Inipar, b =~ 6 for squarks 0.5 for

left sleptons andx 0.15 for right sleptons. Thus, the squarks are heavier thaslémtons, which

is not surprising provided that the squarks have strongént®ns in addition to electroweak.
More concretely, the mass parameters of the first two géoesabare roughly degenerate while
for the third generation masses are typically reduced bytafaf 1— 3. However, the concrete
spectrum can vary depending on the faralue [43]. An approximate view of the mass spectra
obtained via the RGEs can be seen in Fig. 2.7.
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Fig. 2.7:The running of the sparticle masses from the GUT scale toléutreweak scale, for a sample set of input
parameters. The bold lines represent the three soft gaugassesng, M, (labeledW) andM; (labeledB). The light
solid lines are the squarky(Gr.fL fr) and the sleptoni(,ig) soft masses. Finally the dashed lines represent the soft
Higgs boson masses labeledHy andH,,.

Since the supersymmetry is broken via gravitational imttéwa, a new massless Goldstone
particle (the Goldstino) need to be present. This new pantidl be eaten by the gravitino (the
spin 3/2 partner of the spin 2 graviton), such that it becomeassive, determining the SUSY
breaking scalgys:

- 2.70
Mo (2.70)

Therefore, in MSUGRA model the hidden sector is postulatéteaPlanck mass and, in order
to obtain the new SUSY masses at the desired TeV scale torprelggs mass divergence and
to obtain coupling unification at the GUT scale, the SUSY kirgascale (following Eqg. (2.70))
should be around 18— 10*? GeV. The fact that the gravitino mass is of the order of the &V
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a prediction from the mSUGRA modél

With the assumptions Eq. (2.64) - 2.66, the SUSY sector in @BA is completely described
by 5 input parameters at the GUT scale [48, my />, Ao, L andB, whereptis the Higgs mass pa-
rameter andB the Higgs mixing parameter. The requirement that the Z bosdain its measured
value when the parameters are evaluated at low energy casebeta restrictuB|, leaving the
sign ofu as a free parameter. In addition one can also changB gagameter for tafi, leaving
the usual parameters of the model:

Mo, ml/Za A07 tanBa Slgn(u) . (271)

This model is a simplistic scenario that serves as a goodipesuk model since it is extremely
predictive as the entire low energy spectrum is predicterims of few input parameters. Of
course, one needs to bear in mind that changing the inputngdeas aMy (for example assuming
non-universal scalar masses) changes the phenomenolthgyvedak scale. Therefore one should
always perform experimental analyses in view of taking tteeleh as a reference and focus as
much as possible on model independent approaches.

2.4 Squarks and Gluinos

From all variety of particles that the new MSSM frameworkaakices, two types of them are of
special relevance for this study: squarks and gluinos.

Squarks are the spin-0 boson superpartners of the left-ighdhranded quarks. These par-
ticles are part of the Supersymmetric QCD (SUSY-QCD) fraorwwhich is based on the
coloured particles of the MSSM. The massive states are aireixff the chiral states, with differ-
ent contributions defined by the set of RGEs that run in the @BA framework. This mixture
is not particularly significant in the first two generatiomdjich can be considered degenerate in
mass. However, this is not the case for the stop (due to laenass) and the sbottom at large
tanp.

In RGES, squark mass parameters have a stronger dependeticeapmmon gaugino mass
My,> because of colour. For the squarks first and second generdtie left- and right-handed
soft SUSY-breaking parameters at electroweak scale aea gigproximately by:

Mg, ~MG+6.3MmE, [ mE ~mE A~ng+5.8m ), . (2.72)

10The CMSSM (Constrained MSSM) [45] is a model very similar tSWGRA but that allows for slightly more
flexibility like allowing the Higgs sector to be independefthe sfermion sector (while still requiring unificationrfo
mp andmy , for the rest of the spectrum). In fact, mSUGRA is the case &/B&JSY breaking is gravity-mediated in a
minimal supergravity scenario. In particular, the relatietween the gravitino mass amg is not necessarily fulfilled
in the CMSSM.
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In general, squarks are heavier than the sleptons and thiedigneutralino and chargino. A
detailed analysis of the SUSY mass spectra at the weak smaleecfound in Reference [47] and
references therein.

The gluino is the colour octet fermion and it cannot mix witty ather particle in the MSSM.
In MSUGRA the gluino mass parametdg is related to the bino and wino masses as shown in
the previous chapter:
M3:My:M;~33:1:05. (2.73)

Therefore, the gluino should be much heavier than the Igjiteutralino or chargino. Radiative
corrections to the gluino mass can be rather large due totttvegsinteraction with all squark-
guark pairs and its colour octet nature.

A general prediction for mSUGRA is that

mg > 0.85my , (2.74)

which holds for the five lightest squarks and small or modetat3.

2.5 Squark and Gluino Production Processes

The hadroproduction of squarks and gluinos at the TevatraniR, conserving scenario proceeds
through the following partonic reactions:

Gd production: q-+@; — Gk+G (2.75)
g+g9 —G+G (2.76)
Gd production: gj+q; — G +§; andc.c. (2.77)
dg production: ¢+g —§ +§ (2.78)
9+9 —§ +g (2.79)
G§ production: g+g — 6 +§ andc.c. (2.80)

Here, the chiralities of the squarks are not noted explicl= (_,6r) and the indices — |
indicate the flavours of the quarks and squarks involved.rgeheonjugate processesd,) are
understood foigd and g production. The corresponding Feynman diagrams are gl
Fig. 2.8.

The relative yields o, Gd, g anddg final states at the Tevatron are shown for a set of mass
parameters in Fig. 2.9. They depend strongly on the relatiass difference between the squarks
and gluinos. If squarks are lighter than gluinos, the vadegpartons give the dominant yield of
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squark-antisquark or squark-squark pairs. If the gluinestlae lightest of the two species, their
production is the most copiotis

The cross sections for the production of squarks and glumbadron collisions were calcu-
lated at the Born level in 1992 [49]. In order to reduce theetelence of the cross section on
spurious parameters, the predictions were improved totoeddading order (NLO) [50]. These
predictions increase the production cross sections bytarfa€ two, approximately, and have a
renormalisation scale dependence of 40%-50%.

2.6 Squark and Gluino Decays

In a mSUGRA scenario witR, conservation, signatures produced by sparticles in thecthat
are typically related td¢r due to the presence of the LSP (the lightest neutraﬁq’ig),usually
produced after a chain of successive decays of differenptadity. The preferred decay modes
for squarks are:
G—ad G—okf d—d%. (2.81)

The preference for one decay or the other depend on the laleajppaase space. In the case of
the gluino, since it has only strong interactions, its depeyceeds through on-shell or virtual
squarks:

§— s (—0qdr) G—ad%’  §—adX - (2.82)
The decay of charginos and neutralinos is quite complexedimere are several possibilities and
the final-state branching fractions are small and quiteisems$o the model. But for an inclusive
search, one can expect at least one (two) jets and missingvese energy for every squark
(gluino) produced. In addition, extra jets from initial afidal state radiation can be present as
well as some leptons coming from chargino/neutralino decay

2.7 Experimental constraints: Run | limits

There are several direct and indirect experimental canstrgo different SUSY processes ex-
plained elsewhere [7]. In particular, CDF and D@ collahiors have searched inclusively for
squark-gluino processes during Run | data taking perioé. Sthdies [51] searched with 84 pb
of data for large missing transverse energy caused by egcapitralinos and several jets with
high transverse energies. The derived 95% C.L. excludedmég shown on theng — mg plane

in Fig. 2.10. In this figure, previous results from UAL [52]dadA2 [53] together with the ex-
clusion limits obtained at LEP, are shown. The search ersgiuino mass below 195 G¢¥,
independent of the squark mass, and for the oase mg, masses below 300 Ge?.

111 the next chapter, the different contributions for thetisatar points generated will be shown
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Fig. 2.8: Feynman diagrams for the production of squarks and gluindewest order. The diagrams in (c) and
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Fig. 2.9: The relative yields of squarks and gluinos in the final statése Tevatron. The mass ratig/mg is chosen
to be (a) 0.8 and (b) 1.6. Also shown are the leading partotribotions for (c)c and (d)gg final states.
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Chapter 3

Experimental Setup

Until the completion of the Large Hadron Collider (LHC) at RH, the Tevatron provides the
world’s highest energy collisions. In this chapter, thedtean accelerator [54] and the Collider
Detector at Fermilab (CDF) [55] in Run II, which provided tbata used in this analysis, are
described.

3.1 The Tevatronin Run Il

The Tevatron is the proton antiproton superconductingdmlat the Fermi National Accelerator
Laboratory (FNAL) in Batavia, lllinois. It currently collies 36 proton on 36 antiproton bunches at
a center-of-mass energy ofs= 1.96 TeV with a bunch spacing of 396 ns. With a circumference
of about 6 km, it is the world’s first superconducting syn¢ton and it hosts the experiments
CDF and D@ in the two collision points. The Tevatron becameraijonal in 1983 and during
the Run | period (August 1991-February 1996) it deliveresliad 180 pb* of data collected at
v/S= 1.8 TeV. The most important result from this period was the aliscy of the top quark

in 1995 [56]. Starting in 1996, both the accelerator and ttEegments underwent significant
upgrades in view of the Run |l data-taking period, which lreiga2001.

The acceleration of beams td#8 TeV occurs in different stages at the Fermilab accelerato
complex, as shown in Fig. 3.1. The different processes faiops and anti-protons are described
below.

Protons

The acceleration cycle starts with negative hydrogen ibins,which are accelerated to 750 keV
by a Cockroft-Walton electrostatic accelerator. Fhe ions enter a 150 m long Linear Acceler-

39
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Main Injector
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Fig. 3.1:Layout of the Fermilab accelerator complex.

ator (Linac) where they are accelerated by radio frequeRE) @ccelerator cavities, running at
800 MHz to an energy of 400 MeV. The accelerak¢d pass through a carbon foil which strips
their electrons off and enter into the Booster. The Boostéhé first synchrotron of the accel-
erator chain at Fermilab and it has a 75 m radius. The barensa@re merged into 84 bunches
and accelerated to an energy of 8 GeV prior to entering thea Mgéctor, which is another syn-
chrotron with a circumference of 3 km. In the Main Injectdw tproton bunches are accelerated
further to an energy of 150 GeV and several bunches are méarged single one (coalescing)
to achieve high density prior to injection into the Tevatrén the Tevatron there are 36 proton
bunches which are accelerated to an energy of 980 GeV.

Antiprotons

From a technical point of view, pp collider has the advantage that beams can circulate in oppo-
site directions sharing the same magnet and vacuum systeiimebdisadvantage that the produc-
tion of an antiproton beam is significantly more complicat€de cycle starts with the extraction

of a 120 GeV proton beam from the main Injector onto a stasndtsel target. This process pro-
duces antiprotons, among a variety of different partickeigh an efficiency of 210~°/proton.
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The antiprotons are separated from the other by-produdtsegbroton-nickel scattering using a
bending magnet and they are collected and focused throdtytier lens. The system has a wide
acceptance aroung energies of 8 GeV. The resulting antiprotons are bunchesepring the
structure of the initial protons. Since they have a large ®toim spread, in both longitudinal
and transverse directions, they need to go through an stichapoling process. This task is
performed in two steps inside the Antiproton Source, which rounded triangular-shaped syn-
chrotron facility consisting of a Debuncher and an Accurtarlalhe Debuncher is a synchrotron
with a mean radius of 90 m which transforms the enteprigto a continuous beam and cooled
both transversely and longitudinally using RF manipulatibhe resulting antiproton beam passes
to the Accumulator, with a mean radius of 75 m, where it is nelved and accumulated. At this
point, the antiprotons are still 8 GeV and are sent to the BlecyThe Recycler is installed in
the ceiling of the Main Injection ring and it is also used asaanumulator but with improved
mechanisms to cool down the antiprotons and store them atistant kinetic energy. Next step
is to inject the antiprotons into the Main Injector for fugthacceleration to 150 GeV from where
they can enter to the Tevatron ring for the final acceleratioenergies of 980 GeV.

Final Stage

Both protons and antiprotons circulate in opposite diceialong the 6 km Tevatron ring. They
circulate in three trains of twelve bunches. The trains epasated with B us abort gaps and
the bunches have a 396 ns separation. The low beta quadsldbetsqueeze and the separators
control the collisions at the CDF and D@ interaction poirfbe transverse profile of the inter-
action region can be approximately described by a circukugSian distribution with a typical
RMS width of 30um. The longitudinal profile is also approximately gaussidtha typical RMS

of 30 cm.

The Tevatron performance has been improving along the ytharsks to the different up-
grades, specially in the antiproton chain. The improvesiemthe Debuncher and Accumulator
stochastic cooling systems and the increase in the numberotdns per pulse from the Main
Injector contributed to decrease the time for antiprotocuawilation from nearly a day at the
beginning to the current two or three hours. In addition,ithglementation of the electron cool-
ing system in the Recycler, by which the antiproton beam tsrpoontact with a cooler electron
beam, improved further the luminosity since it pushed theuheulator to work at higher effi-
ciency. According to the design, Tevatron is expected teetdrlivered more than 8 3 by
2009.
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3.2 The Collider Detector at Fermilab

3.2.1 General Characteristics

The Collider Detector at Fermilab (CDF II) [57] shown in FR)2 is a multipurpose experiment
with azimuthal and forward-backward symmetry, designestiidy high energyp collisions. It
combines precision charged particle tracking with fasjgutive calorimetry together with fine
grained muon detection. The tracking system is containsidéna superconducting solenoid of
4.8 m length and 1.5 m radius which generates a 1.4 T magnelicarallel to the beam axis.
The muon and calorimetry systems are located outside tlemaol The solenoid is made of
an Al-stabilized NbTi superconductor and operated at diduglium temperature which is able to
carry currents of up to 5 kA. The magnetic field is uniform watiaccuracy of 0.1% throughout
the entire tracking volume.

Central Muon
Chambers & Counters

Intermediate Muon
Chambers & Counters

EndPlug
Calorimeter Central Drift Chamber
(com

Fig. 3.2:Isometric view of the CDF Run Il detector.

In the following sections, the different detector subsysteare briefly described in the se-
guence that an hypothetical particle coming from the imtgwa point would follow. At the end,
the data acquisition system and the device to measure thedsity are also presented.
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3.2.2 Standard Definitions at CDF

CDF Il detector uses a cylindrical coordinate system, &) with origin at the center of the detec-
tor. As shown in the diagram Fig. 3.3, tkexis lays along the nominal direction of the proton
beam and thg-axis points upwards. Since in hadron colliders, the distidon of the energy and
longitudinal momentum of the partons inside the hadronsuak@mown, only transverse quanti-
ties, such as the transverse eneligy £ E sinB) or the transverse momenturpr(= psin®) are
useful.

i
Z Tevatron

Fig. 3.3: The CDF coordinate system.

The rapidity,y, of a particle is given by = %In[?j—g] and it is invariant under a Lorentz
boost transformation. The pseudo-rapidity, defined ag) = —Intan[g] equals the rapidity

in the massless approximation (linfit > mc) and it is extensively used because it has a di-
rect geometric interpretation. Fig. 3.4 shows the differgooverage for some of the individual
components of the CDF detector. rjfis measured from the detector center instead of from the
interaction point, then this quantity is denotedhas

3.2.3 The Silicon detector

The silicon detector [58] constitutes the innermost parthef CDF tracking systems (shown in
Fig. 3.4) and provides an extension for tracking down to B.®deudorapidity. It consists of
three subdetectors, each using different silicon sensiguaie and layouts. All the CDF Il silicon
tracking detectors are implemented as microstrip detectdhe typical distance between two
strips is about 6Qum and the charge deposition from a single particle is readbpane or more
strips. There are two types of microstrip detectors: siagie double-sided. The latter, have both
sides of the p-n junction segmented into strips and prebertvenefit that one (p) side has strips
parallel to thez direction, providingr — @ position measurements, while the other (n) side has
strips at an angle (stereo angle) with respect tatfieection and providesgposition information.

The silicon system is divided in three main subsystems: La@gL00), Silicon Vertex De-
tector (SVX) and Intermediate Silicon Layers (ISL). The Ls#¥ves to improve the track impact
parameter resolution and it is distributed around the beacnwm pipe at a minimum radius of
1.35 cm. The SVX is used to obtain precise position measurtsef the path of a charged
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Fig. 3.4: Longitudinal view of the CDF Run Il tracking system.

particle @ resolution of 70um). It is constituted by three long cylindrical barrels, divided
in wedges and layers, which can combine ¢ measurements with information from stereo an-
gles for three-dimensional track reconstruction. Findhg ISL consists of three separate silicon
layers and serves as a link between the inner silicon trgaldgion and the outer wire tracker.

3.2.4 The Central Outer Tracker

The Central Outer Tracker (COT) [59] is a multiwire, open cglindrical drift chamber using a
read out that can record multiple hits from each sense wive.tD the hadron collider characteris-
tics, the COT is designed to provide more accurate measutsrirem ther — @ plane (transverse
momentum) than from the— z plane. The COT is located just above the ISL, with an inner
radius of 43.3 cm and an outer radius of 132.3 cm. It is 310 arg,loovering a pseudorapidity
range|nq| < 1. The COT is radially divided into 8 “superlayers” (SL). BaSL is azimuthally
divided into a number of “supercells”. These supercellseshamaximum drift distance that is
approximately the same for all superlayers. Therefore ntimaber of supercells in a given SL
scales approximately with the radius.

As shown in Fig. 3.5, each of the supercells is limited by tvouin gold-coated mylar
grounded field sheets and contains a set ofuADgold-plated tungsten wires, alternating 13
potential wires with twelve sense wires. The entire COT aimst 30,240 sense wires, each of
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them connected to the readout electronics to collect thigeHaft by the ionisation of the incident
charged particle. The field wires have lower voltages angeshibe electric field to achieve
maximum uniformity within the cell, allowing for a constadtift field. The nominal spacing
between sense and potential wires is determined by siranlé&ibe around 0.36 cm. The eight
superlayers of the COT alternate between stereo and arian bxial layer, the wires and field
sheets are parallel to ttzeaxis, providing onlyr — @ information. In stereo layers, the wires and
field sheets are arranged with a stereo angle2fand provide additionat information.

+ Potentiml wircs
# Scme wires
% Shaper wires -

— Gold on Mylar {Ficld Pancl} -

52 54 56 52 4] 62 64 &
R {cm
SL.2 (o)

Fig. 3.5: Wire layout in a COT supercell of SL2.

Due to the magnetic field in which the COT is immersed, elestrdrift at a Lorentz angle
of ~ 35°. Thus, each supercell is tilted by this angle with respethéoradial direction to com-
pensate for this effect and minimise the time window in whiwd drifting electrons arrive to the
sense wires. In addition, in the middle of each wire alongZlagrection, there is a mechan-
ical spacer made of polyester/fiber glass to limit the stapmif wires out of the plane due to
electrostatic forces.

As shown in Fig. 3.6, particles originating from the intérac point which haven| < 1.3
pass through four or more superlayers. Particles Wtk 1 pass through all 8 superlayers. The
COT has a maximum acceptance|ipf < 2.

The proportional drift chamber is filled with Ar:C2H6 (50)5@ixture with a small admixture
of isopropyl alcohol and oxygen to prevent aging. This migtis chosen to achieve a uniform
gain (= 2-10%) and drift field with relatively high velocitiesy 100um/ns) for all the sense wire
drift cells. The maximum drift distance in a cell is 0.88 cmighallows for a maximum drift
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Fig. 3.6:Schematia — z view of then coverage of the inner and outer tracker (SVX II, ISL and COT).

time of 100 ns, well enough inside the bunch crossing timelainof 396 ns. The COT single-hit
resolution has been measuiiedsitu usingZ boson decays into muon paiz— [, to be about
140 pm. The momentum resolution has been measured wpbgp? ~ 1.5 x 10-3[ GeV/c| !
using muon cosmic rays.

3.2.5 The Time of Flight

The Time Of Flight (TOF) detector [60] is used to distinguistv momentum pions, kaons and
protons by measuring the time they take to travel from theary vertex to the system. The

TOF lays outside the tracking system, still inside the scgaaucting magnetic coil. This system
consists of 216 scintillating bars arranged into a barreliad the COT cylinder. Each bar has
a photomultiplier tube attached at both ends in order toatl¢te light coming from the energy

deposition of the particles. The readout electronics perfooth time and amplitude digitisation

of the signal. The timing resolution of the TOF system is ently about 110 ps for particles

crossing the bar exactly in front of one of the phototmuikiptubes. Since light attenuates while
travelling through the scintillator material, particleasging near the photomultiplier tube have
better timing resolution than those which are farther away.

3.2.6 The Calorimeters

The primary purpose of the CDF calorimeters is to measurestigegy of charged and neutral
particles. A schematic view is shown in Fig. 3.7. The CDF galeters instrument two regions:
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central (Ngef < 1) and forward (11 < |Ngef < 3.6).

L - 7 I

Tl -

Fig. 3.7:Elevation view of one half of the CDF detector displaying dlifeerent components of the CDF calorimeter.

Central Calorimeter

The central calorimeter is subdivided into an inner detecatalled the central electromagnetic
calorimeter (CEM) [61], which is designed to absorb the tetenagnetic particles as well as pi-
ons, and two outer detectors, called the central hadrodieadwall calorimeters (CHA, WHA) [62],
which are designed to stop the strong interacting particles

These scintillator-based sampling calorimeters are ssidmithe solenoid and they are ar-
ranged in the form of projective towers pointing to the cemtiethe detector. Each tower is a
set of plastic scintillator tiles interleaved with leade@) sampling material in the case of CEM
(CHA-WHA). Every tower covers approximately 0.1 unit in pgerapidity and 1%in azimuthal
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angle. Thus, the central calorimeters are divided in 24 attial slices. As shown in Fig. 3.7,
in each of these slices there exist 12 towers completelydrQHA calorimeter, 6 towers at the
WHA calorimeters and 6 towers are shared between both sgnsys Towers in CEM match
those of the hadron calorimeters.

The CEM thickness is 18 radiation length®) and the CHA-WHA thickness is.# inter-
action lenghts (\;). The light produced in response to the energy depositedliscted using
wave-length-shifting fibers and derived to the photomliéiis tubes (PMTSs) to produce around
40 photoelectrons per GeV. The light guide mapping for CHskistched in Fig. 3.8.

The energy resolution for each section was measured ingtisetiam and can be parameterised

as

0\?2 o1 2 2

=] =|—&| +(02)°, 3.1

()= () + 31)

where the first term comes from sampling fluctuations and Hwgstatistics of PMTs and the
second term comes from the non-uniform response of theicatar. In the CEM, the energy
resolution for high energy electrons and photons at nornwatiénce is%- = %’ @ 2%, where
the energy is expressed in GeV. In CHA and WHA detectors,gelthpions were used to obtain
the energy resolution and it was found to Be— ?/%) ©3% andZ = T/SEif & 4%, respectively.
In addition, the overall calorimeter has an important raerfiuon identification. The average
energy loss per Minimum lonising Particle (MIP) in the cadoeter is around 0.5 (1.6) GeV for

electromagnetic (hadronic) parts.

Plug Calorimeter

The forward or “plug” calorimeters [63] are also divided ie@romagnetic (PEM) and hadronic
(PHA) parts. The plug calorimeters are completely new froam R upgrade, contributing to a
more hermetic detector and replacing Run | gas calorimeters

These calorimeters are also arranged in the form of prggttivers pointing to the center of
the detector. Each tower is a set of plastic scintillatastinterleaved with lead (iron) sampling
material in the case of PEM (PHA). Timecoverage of the towers vary depending on the pseudo-
rapidity regiorf from 0.1 to 0.6 and thep coverage vary from B° in the region 11 < |n| < 2.1to
15° in the region 21 < |n| < 3.6. There exist 48 azimuthal modules. Towers in the PEM match
those of the PHA (except for the lowasPEM tower which does not have a corresponding PHA
tower).

1The radiation lengttXy describes the characteristic amount of matter traversetigh energy electrons in order
to lose all but 1/e of its energy by bremsstrahlung.

2An interaction length is the average distance a particletwivel before interacting with a nucleus.

3The segmentations optimis& identification inb/Bjets b — e+ X processes) [57].
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Fig. 3.8: Central hadronic calorimeter module. The light schemeésciied.

The PEM thickness is 2@ and the PHA thickness is®&\,. The light produced in response
to the energy deposited is collected using wave-lengthishifibers and derived to the photo-
multipliers tubes (PMTs) to produce around 300 photoedestiper GeV. The energy resolution
for the plugs was determined in the test beam tbe 32 1% for PEM andg = £22°® 5%

for PHA where the resolution is given as a function of theltetergy.

Table 3.1 shows in detail some of the most important chaniatitss of the CDF calorimetry.
As a final remark, mention that there are two main uninstruetenegions. One is in the CEM
where there is one azimuthal wedge module that it is notahedldw a “chimney” for access to
the CDF superconducting solenoid. The other is the cracks=a0 and|n| = 1.1 which allow
the junction between the two symmetrical central moduleskaetween the WHA and the PHA,

respectively.
| Calorimeter |  CEM CHA WHA | PEM | PHA |
Absorber Lead Steel Steel Lead Iron
Segmentation 0.1-0.6 0.1-0.6
¢ 0.1x 15° 0.1x 15° 0.1x 15° ( )3 | ( )x
(nx (7.5°—15°) | (7.5°—15°)
Num. Towers K x @) 20x 24 9x 24 6x24 12x 24(48) | 11x 24(48)
Thickness 18X, 1A 4.7\ 4.7\ 23Xo, 1N\ 6.8\
Resolution (%) | 14/VEr @2 | 50/VEr®3 | 75/vEre4 | 16/VE®1l | 80/VE®S

Tab. 3.1:CDF Il calorimetry summary.
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The Showermax and Pre-Radiator detectors

The central and forward parts of the calorimeter have their shower profile detector positioned
at the expected maximum of the lateral shower profile (apprately at 6<). These Central
Electromagnetic Showermax (CES) [64] or Plug Electromtgrehowermax (PES) [65] are
designed to measure the position of electron and photonesisand to help on separating single
electrons and photons from the photons produced in- yy decays.

The Central Pre-Radiator (CPR) [66] is located at the inaee Df the central calorimeter and
consists of several multiwire proportional chambers whialmple the electromagnetic shower
that begin in the solenoid magnetic material (approxinyateb) in front of them. The Plug Pre-
Radiator (PPR) [67] serves a similar purpose but it is latatdront of the plug calorimeters.

3.2.7 The Muon System

The CDF Il muon system [68] consists of four subsystems, waie all functionally similar, that
cover the region ofn| < 2 and 2tin azimuthal: the central muon chambers (CMU), the central
muon upgrade chambers (CMP), the central muon extensiorXj@¥d the intermediate muon
system (IMU). These units are located outside the calogn®tstems, as shown in Fig. 3.2, and
use the calorimeter steel and the magnet return yoke ashasdor showering particles. The
systems consists on drift cells and scintillation countengch are used to reconstruct the tracks
from minimum ionising particles. These tracks are match&dgudedicated algorithms with the
COT information in order to reconstruct the full trajectafithe muons.

3.2.8 The Trigger System

The collision rate at the Tevatron is much higher than the aatwhich data can be stored on
tape. The role of the trigger is to efficiently extract the tiageresting physics events from the
large number opp collisions. The CDF trigger system has a three level archite as shown in
Fig. 3.9. Each level provides a rate reduction sufficientllmaafor processing in the next level
with minimal deadtime.

Level 1 (L1) uses designed hardware to make decisions bassidnple physics quantities
within events using a subset of the detector information.sB@wvn in Fig. 3.10, three different
streams of information allow L1 to make a decision: calotenebjects that may be further
reconstructed into electrons, photons or jets; track satgria the muon detector and tracking
data to identify tracks which can be linked to objects in takdmeter or muon detector. The
L1 trigger decision takes placeSys after a collision and it works in parallel through a pipelin
that can store up to 14 bunch crossings. This buffered datadded in order to accommodate
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Fig. 3.9: The CDF Run Il Trigger and Data Acquisition System.

the average input rate of 1.7 MHz, determined by the Tevditmeth configuration. After L1, the
event rate is reduced to less than 50 kHz.

The level 2 (L2) is a combination of hardware and softwagger that perform limited event
reconstruction using programmable processors. Thesdseaem stored in one of four asyn-
chronous buffers and the decision whether they are accepteat is based on cluster algorithms,
shower information from Showermax detectors and combirezking information from L1 and
from SVX I, which is crucial in order to trigger on differemtacking features like the impact
parameter. This level of decision takes approximatelyand further reduces the event rate to
approximately 300 Hz.

The level 3 (L3) consists of two components: an “event builédad a Linux PC farm. As
shown in Fig. 3.11 the detector readout from the L2 buffereecived via an Asynchronous
Transfer Mode (ATM) switch and distributed to 16 PC nodese ain task of these nodes is to
assemble all the pieces of the same event as they are ddlivene different subdetector systems
through the ATM switch. The event is then passed to a procesxte consisting on a separate
dual-processor PC. There are about 150 processor nodesemafethe two CPUs processes a
single event at a time. The L3 decision is based on a nearefuadity reconstruction which, if it
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Fig. 3.10:Block diagram of the CDF Run Il Trigger System.

passes certain criteria, it is sent to the Consumer Servata Dbgger (CS/DL) system for storage
first on disk and then on tape. This level of decision redutegvent rate to approximately 75 Hz.

3.2.9 CLC and luminosity measurement

The luminosity ¢ ) at CDF is determined from the rate of inelaggiginteractions in the Cherenkov
Luminosity Counters (CLC) [69] detector. The CLC occupy tbeical holes (¥5< |n| < 4.75)
between the plug calorimeters and the beampipe as showg.iB.ER. It is composed of 48 thin,
long, gas-filled, Cherenkov counters. They are arrangeadhdrthe beam pipe in three concentric
layers, with 16 counters each, and pointing to the centehefitteraction region. The coun-
ters are mounted inside a thin pressure vessel made of alumamnd filled with isobutane. The
Cherenkov angle is 3%land the momentum threshold for light emission i3 MeV/c for elec-
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Fig. 3.11:Event Builder and L3 filtering. Data from the front end cratess through ATM switches to the converter
nodes. Here, the events are assembled and passed to thesprotedes. The accepted events are passed to output
nodes which send them to the Consumer Server and Data Loggstems (CS/DL).
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Fig. 3.12:Schematic view of the luminosity monitor inside a quadrdr€DF. It is located atf| < 3°.

The CLC is designed to measure the average number of irelatgtiactions per bunch cross-
ing, Y, within a few percent, up to the high luminosity regimes etpd for the Tevatron. Then,
the luminosity is extracted using:
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M- fec=0i-c , (3.2)

whereag; is the inelastic proton-antiproton scattering cross eattand fgc is the frequency of
bunch crossing, which is on average 1.7 MHz for386 bunch operations.

Since the number of interactiomgoer bunch crossing follows Poisson statistics with mgan
one can have a good estimator fomeasuring the probability of empty bunch crossings O:

p(0)=e¥, (3.3)

An empty bunch crossing is observed when there are less #anubes with signals above
threshold in either module of the CLC. The measured fraatioempty bunch crossings is cor-
rected for the CLC acceptance and the valug if calculated. The total systematic uncertainty
on the luminosity [70] is about 6%, which originates from artainties in the acceptance (4.4%)
and from the inelastic cross section normalisation (4%).

3.2.10 Data Quality Monitoring and Validation

Part of the events from the collisions undertake some guatintrols to ensure the different
subdetector systems were in good conditions during datagta This series of controls involve
statistical tests of different levels of complexity for serof the most sensitive variables. These
tests are implemented online, to resolve possible problenshort time, and offline, when a
careful reconstruction of the whole event is performed whthfinal calibrations.

Data is validated in “runs”. Several lists (“GoodRunList§pecifying which of the runs
pass certain quality criteria to be used for different kiricapalysis, are made available. See
Appendix A for more information about this system.

4The proton-antiproton inelastic cross section at the Fewdsa; = 59.3 mb.



Chapter 4

Analysis Method

4.1 Data Pre-selection

This work is based on 371 pb of Run Il data collected before the beginning of 2005. The
run number is in the 138809 - 186598 range. Some basic fikerddta quality were enforced
to ensure the data were collected with tracking and caldemgystems working properly (see
Appendix A). There are roughly ten million events in this géen

4.1.1 Trigger Path

The three-level trigger logic that was employed to collbet évent sample requires the presence
of at least two jets in the final state together with lalfge This trigger is called “MET35". At L1
and L3 differentZr thresholds are required whereas the criteria to pass L2 igrifsence of two
calorimeter clusters of at least 10 GeV.

Trigger Level requirement Prescale
L1 MET 25 1
L2 TWO-JET10 .and. L1-MET25 1
L3 MET 35 1

Tab. 4.1:Summary of the MET3S5 trigger logic used in collecting theadat

The stability of the trigger cross section versus time wadistl. Fig. 4.1 shows the effective
cross section of the MET35 trigger versus run number. Aftenes pre-selection cuts described in
Section 4.1.2, no significant dependence of the measured sextion with the run number was
observed.

55
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Fig. 4.1: Cross section vs run number for the MET35 trigger. The plolides a number of cuts to pre-select the
data.

4.1.2 Pre-selection Cuts

Events were pre-selected using the following basic cateri

e The presence of a reconstructed primary vertex gatbmponenty,, in the region|V,| <
60 cm. Events where no vertex is found are excluded.

e At least three jets with transverse ene@#‘ft, above 25 GeV and pseudorapidity in the
range|n!®!| < 2.0. Jets are reconstructed using the CDF JETCLU algorithrn avitadius
R=0.7 and energies corrected for the detector effects atiipreunteraction contributions.
These corrections change the jet transverse energiesdretl@®®o and 30% depending on
the pseudorapidity. The resolutiorisl5% and improves with ther of the jet. Systematic
uncertainties associated are of the order of-2386.

e At least one of the three leading jets is required to be cewith a pseudorapidity in the
region|ni®| < 1.1.

e 1 > 70 GeV, wherdZr is computed from the energy depositions in the calorimeter t
ers and the threshold is dictated by the trigger (see AppdBili Mathematically theZy
is calculated from the vectorial sum of the transverse eeerdeposited in the different
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calorimeter towers:
— raw

Br  =—> (Esin6)mi (4.1)
|
whereri; is the normalised vector that points to the tower from thetjposof the primary
vertex found.

The Er, as measured in the calorimeter, is re-computed using ger@arrected jet trans-
verse energies for all the jets in the event. This is exptegstn the following formula:

Njets Njets

ET — ETI‘aW_ Z E_ll_‘:nCOI‘I‘_i_ Zl E_IC_iOI'I’ . (42)
i= i=

The following requirements were also added in order to raarmntributions from beam-halo,
beam-gas and cosmic rays. These cuts remove events wiffidigsu electromagnetic energy
deposition in the calorimeter or insufficient tracking aityi inconsistent with jets of hadrons
coming from the interaction point (see Appendix C).

. jet ¢ jet
e Averaged electromagnetic fraction of jets, defined as EEM&Q;ET—QZS"“, greater than
jets=T
0.15, where the sum runs over the three leading jets in tha.eve J
e Averaged jet charge fraction, ECHFO0.15. The quantity ECHF is defined for central jets
()N’ < 1.1) as the averaged ratio between the momentum of the jet,raputed using

tracks, and the jet transverse energy:

track
1 ZtracksPT

ECHF= -
jetS Jets E‘{-et

: (4.3)

where only tracks in a cone of radius 0.4 around the jet'sctive, and passing the follow-
ing quality cuts are considered:

- |z—2z <2cm,

— 0.3< pr < 500 GeVlc,
- |nj <15,

— do<2cm,

— Number of axial + stereo hits 20.

Above, |z— 7| is the difference in the z-direction between the track aedvirtex, andly
is the impact parameter of the track. These cuts are defitedeaiack validation analysis,
usingZ — py, presented in Appendix D.

After applying these pre-selection (or basic) cuts, tha dample is cleaner and tig spec-
trum changed significantly as shown in Fig. 4.2.
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EFFECT OF THE CLEAN UP CUTS ON THE MET DISTRIBUTION
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Fig. 4.2: Er spectrum before and after applying the pre-selection (sichauts.
4.2 Signal Generation and Normalisation

In this thesis, the different production channels congideare grouped in four main processes
denoted asgg for §§ production;sgfor §§ (and c.c.) productiorssfor §§ (and c.c.) production;
andsbfor dq production.

The signal generation and simulation for different squarl gluino masses translate into
a substantial amount of CPU time. This analysis was limitethe mMSUGRA scenario with
the following parametersfy = 0, sign{)=-1 and tafd = 5. This set of parameters was chosen
coherently with other SUSY analyses in CDF and to facilitheecomparison of Run | and Run Il
results.

PROSPINO [73] was used to calculate the next-to-leading@rodLO) cross sections for
squark and gluino production at the Tevatron. In this progrthe theoretical calculations are
performed using five flavours, assumed to be almost degeneramass. In this analysis, pro-
cesses involving sbottom and/or stop production in the-24@rd process were excluded, since
sbottom and stop masses are significantly smaller than shefrthe squarks, strongly dependent
on the mixing, and would dominate the final-state topolagies

The gluino-squark mass plane is then scanned via variatiomg andmy , parameters. Two
different leading-order Monte Carlo programs, ISAJET [abd PYTHIA [72], were initially
considered to generate the mSUGRA points. Both matrix elsrie ISAJET and PYTHIA give
the same prediction for masses and cross sections and PYVWidie Carlo was finally chosen
since the initial- and final-state gluon radiation in ISAJEPoorly modelled (see Appendix E).
The generation also used CTEQS5L PDFs, initial-state glaalation and underlying event set-
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tings as determined by Tune A, andcp = 146 MeV1.
As it can be seen in Fig. 4.3, more than 100 different pointeevgenerated in a grid with
different squark and gluino masses. This grid of points wassen to overlap Run I limits and

to expand up to approximately 500 G&¥? (see also Fig. 4.4). Additional PYTHIA samples
were generated with enhanced and reduced initial- and $tagt- gluon radiation to determine

the systematic uncertainty due to the parton shower maglelithe Monte Carlo.

PYTHIA generation points
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Fig. 4.3: mSUGRA points generated with PYTHIA. The y-axis is the agermass of the 8 squarks of the first two
generations. The x-axis corresponds to the mass of theagl 000 events were generated for each point. The plot

is divided into the three zones obtained from the optimisastudy.

Using PROSPINO, the cross section for each of the subpme§§o with i = gg,sg ss and
sbis calculated. Then, with the condition:

ONLO = ZGiNLo , (4.4)
|

the value of the relative cross sectiols= O'iNLo /ONLO) IS used to obtain the correspondent rel-
ative values on the number of events. If the efficiency foheadprocess after a certain number

of cuts isg; = Ni/NiO, whereN,; is the number of signal events for the subprodessrviving the
cuts anol\li0 is the initial number of events for the same subprocess, ttietotal efficiency for
one of the points in the grid is:

s:Zsi-ki, i = 09,59 Sssh. (4.5)

Following this procedure, the number of expected eventafparticular signal point can
be calculated using NLO estimations. The default value ef MO renormalisation scale is

IThis follows the standards suggested by the CDF Top and F\ay&ing Groups.
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300
M. (GeVic)

Fig. 4.4: mSUGRA points generated with PYTHIA in the context of theitsxfound by previous analyses. The
y-axis is the average mass of the 8 squarks of the first tworggoes and the x-axis corresponds to the mass of the
gluino.

set top = Mg for gluino-gluino (gg) production processgsz= 0.5[Mg + Mg] for squark-gluino
(sg) production processeg;= Mg for squark-squark (ss) or antisquark-antisquark prodocti
processes and= Mg for squark-antisquark (sb) production processes. Hdegis the average
of all eight squark masses (two first generations) consitlere

4.3 Background Processes

The SM background in this analysis is dominated by QCD natlljocesses where the observed
Er comes from an inadequate determination of the jet transvengrgies. In addition, there
are contributions from Z and W production in associationhwdts, top production and dibo-
son production. In particular, the contribution from Z + 8sj@roduction, where the Z decays
into neutrinos, constitutes an irreducible backgrouncheorhSUGRA signal. A list of the most
relevant background processes is given in Tab. 4.2.

The different boson + jets and diboson samples were noreaalising LO-to-NLCk-factors
determined by MCFM¥ [74]. The default value of the renormalisation scale in MCHfsls set
to p= Mw (L= M3z) in the case of W (Z) processes. To normalisettheroduction, the NLO

2MCFM providesk-factor upto two partons in the final state. However, as shoyvseparate measurements at D@,
the use ok-factors for three partons is a reasonable approximation.
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‘ Sample Sample Lumi (pb—l)‘ k-factor (NLO/LO) ‘
Z — Vw43 jets 1.66x 10° 1.13
Z/yx — ee+ 2 jets 1.16x 10 1.18
Z/yx — up+-2 jets 7.76x 10° 1.18
Z/yx — 11+ 2 jets 7.93x 10° 1.18
W — ev+3 jets 2.62x 10° 1.09
W — pv + 3 jets 3.21x 10° 1.09
W — v +2 jets 7.61x 107 1.09
tt (all decays) 3.45x 10* NLO theoryo
WW (all decays) 4.17x 10° 1.41
QCD 60< pr < 90 GeV 4.36x 10 from data
QCD 90< pr < 120 GeV 7.64x 107 from data
QCD 120< pr < 150 GeV 9.58x 107 from data
QCD 150< pr < 200 GeV 1.54x 10° from data
QCD 200< pr < 300 GeV 7.03x 10° from data
QCD 300< pr < 400 GeV 1.65x 10° from data
QCD 400< pr < 500 GeV 3.07x 10° from data
QCD pr > 500 GeV 5.76 x 10’ from data

Tab. 4.2:List of the SM background processes considered for thig/aisaéind the normalisation to NL®-factor).

theoretical cross section was used [75]. Dedicated studére carried out to determine the
normalisation of the QCD samples from the data and the mimirputhat contributes to th&r
trigger data, since it is virtually impossible to generatffisient Monte Carlo statistics for an
arbitrarily low pr threshold. Both studies are described in Appendix F. It veamd that the
ratio datgMC indicates that nd-factor different than 1.0 is necessary and that the minirpgm
necessary is 90 Geé.

4.4 Selection Cuts

In addition to the pre-selection criteria described in Bect.1.2, a number of selection cuts are
applied to significantly reduce the different SM backgraind

4.4.1 Multijet Background (QCD) Rejection

The production of multiple jet events coming from QCD pramsshas a huge cross section. A
priori, these events should not be characterised for hawingh Er. However, large missing
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energy may arise from the mismeasurement of the jet enemgyadcracks and/or other detector
effects. When a jet is partially reconstructed in the detedt is expected that the azimuthal
direction of the resultingZr be aligned to the jet in the transverse plane. Fig. 4.5 shbess t
azimuthal angle between tffg and each of the three leading jets. As expected, a peag-at0

is observed. For comparison, Fig. 4.6 shows a similar plotticee representative mSUGRA
signal points where no peak is observed.

Expected events
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Fig. 4.5: Ag(Er,jets) distributions for the three leading jets of the QCD multgample. The peak at zero comes
from events in which one of the jets is mismeasured resultireyft aligned with the jet. The arrow indicates the
value of the cut.
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Fig. 4.6: Ag(ET,jets) distributions for the three leading jets of the represérganSUGRA point: s35 (top), 56
(middle), s80 (bottom). ThET in signal events points in a direction away from the jets. &trew indicates the value
of the cut.
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Therefore, to remove the contribution from multijet QCD kground we require the az-
imuthal distance betwedgr and the direction of each of the three leading jets to be tatgm
the cone size of the jet.

AQ(Er,jet) > 0.7 (4.6)

4.4.2 Electron Rejection

W and Z bosons decay into electrons a fraction of the times&leéectrons can be misidentified as
jets. To reject this contribution, the electromagnetictin (EMF), defined as the ratio between
the transverse electromagnetic energy of the jet to thettatzsverse energy of the jet, measured
by the calorimeter, is required to be less than 0.9.

EMFiets < 0.9 (4.7)

Fig. 4.7 shows the EMF distributions of the three leading fet representative mMSUGRA
points. Similarly, Fig. 4.8 shows the EMF distribution ¥ — ev. The peak at one is due to
electrons. In the case of the mSUGRA samples, some electrapslso come from semileptonic
decays in the development of the gluino and squark cascades.

4.4.3 Muon Rejection

W and Z bosons can also decay into muons. These muons, if texted, can produce large
Er in the event becoming a significant background in the arglyisiuons can be identified in
the COT as isolated tracks. We define isolation for thosés$ragth pr > 10 GeV/c. A track is
considered isolated if the scalar um of all additional tracks in a cone of radius, R = 0.4, isles
than 2 GeV/c, where only tracks as defined in section 4.1.2ansidered.

With the above definitions two different cuts are implemdntie reject these specific back-
grounds:

e Z/y" — pp events are rejected if the invariant mass of the two higkefdted tracks falls in
the 76< M, < 106 mass window. The invariant mass distribution for the 1884 points
is shown on the left column of Fig. 4.9. As it can be seen, theeevery few signal events
which have two or more isolated tracks. Fig. 4.10 shows thidution forZ /y* — ppand
W — v events. Most of the events from the first one are rejectedibycth.

e W — pv: events are rejected if the azimuthal angle between theshtgholated track and
the Ey is below 0.7. This cut is analogous to the cut for QCD rejecas it eliminates
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Fig. 4.7: EMF distributions for the three leading jets of the repréastivre mSUGRA points: s35 (top), 56 (middle),
s80 (bottom). The arrow indicates the value of the cut.
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Fig. 4.8: EMF distribution for the leading jets of the W ev sample. A large fraction of the jets have an EMF close
to one. These jets are most likely electrons. The arrow atdgthe value of the cut.

events where thé&y is caused by an undetected muon. Fig. 4.11 shows the azimutha
angle distribution between th&r and the isolated track f&t/y* — ppandW — pv. Both
distributions peak at zero due to events in which fhes aligned with an isolated track.
The right column of Fig. 4.9 shows a similar distribution the mSUGRA signal points.
This cut removes a large fraction of the backgrounds whitpkey most of the signal.
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Fig. 4.9: The left column shows the distribution of the invariant makthe two highest isolated tracks. The right
column shows the distribution of the azimuthal angle betwtbe 1 and the highest isolated track. Plots are shown
for s35 (top), s56 (middle), and s80 (bottom). The arrowswsivhere the different cuts are placed.

4.4.4 Further Rejection: Signal vs Background Optimisatiom

The previous cuts were introduced to reduce specific baokgrprocesses. However, the back-
ground contribution in general can be further reduced udiiegfact that squarks and gluinos
produce largdzr and have large masses. It is expected that the mSUGRA sigesatisebe char-
acterised by isotropic (spherical) final-state topologigth large amounts of transverse energy
measured in the calorimeter. The variables that help omidistating signal from background at
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Fig. 4.11: Ag(track Et) distribution forZ/y* — puevents (left) andV — pv events (right). This cut rejects events
in which the direction of thét is aligned with that of an isolated track. A significant fiaotof the backgrounds is
rejected by the cut placed where the arrow indicates.

this point are the following:

E'Y: transverse energy of the leading jet.

EJet2 transverse energy of the second leading jet.

Ejet3

transverse energy of the third leading jet.

Hr: total transverse energy defined as the sum of the transweesgies of the three leading
jets Hr = Y3 EX.

e F1: missing transverse energy corrected as explained indbe¢ti.2.
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A careful MC study was performed to set the optimal valuestiiese variables and maximise
their ability to separate the mSUGRA signal from the baclkigth This ability is quantified by
S/+/B, where S denotes the expected number of signal eventg/Brig the statistical uncertainty
on the Standard Model background. Due to the complexity tifroping 103 points of signal with
five variables that are correlated, a step-by-step proeedas considered:

e First, the number of points in Fig. 4.3 was reduced and ordyptbints with similar squark
mass and increasing gluino mass (row points 31-91) togetiitbra set of points with
Mg =~ Mg (diagonal points 23-91) were selected in this study. It itceable that the
difference between points belonging to the same columnapresgluino mass, is less
significant. At the bottom of a column, squarks and gluinogehsimilar masses, and
therefore they tend to be produced with similar probabiliys the mass of the squark
increases (moving up in the column), the squark cross sebegomes smaller. Thus, at
the top of the column most of the events tend to come from ghkjiwhose mass has not
changed.

All optimisation plots were done with these limited set of {&RA points, with the aim
to determine the different cuts defining the minimum numbleeanes into which the
MSUGRA mass plane can be divided.

e Fig. 4.12 and Fig. 4.13 show the\3 distributions for the points with lyl~ Mg (diagonal),
and the points with similar squark masses (row), respdgtigach triangle in each of the
plots corresponds to a different cut orr.HFrom these plots, three different regions are
defined. In region A, the Hcut is set to 255 GeV. Region B has & kut of 330 GeV.
Finally, region C has a cut of 355 GeV. All of these cuts aredly extracted from the
maximum of the S¢/B distributions.

Fig. 4.14 and Fig. 4.15 show therHlistributions for the points with lyl~ Mg (diagonal),
and similar squark mass (row), respectively. When compaitire distributions, the dif-
ference between two points with similar gluino mass ancediffit squark masses (points
23-31, 35-42, 46-52, etc) is negligible compared to theediffice between two points with
similar squark masses and different gluino masses.

e The Hr cut is applied and now a similar study is performed withBievariable. Fig. 4.16
and Fig. 4.17 show the §B distribution for the points along the diagonal and the row.
From these plots, By cut of 75 GeV for region A is assigned. The cuts for regions & an
C are chosen to be 100 GeV and 130 GeV, respectively. Fig.shd8s thdzy distribution
for the points along the diagonal. Similarly, Fig. 4.19 skae Fy distribution for the
points along the row.

e After applying the H andEr cuts, the E of the jets have less discriminating power. As
an example, Fig. 4.20 shows they® distribution of the leading jet for points along the
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diagonal. The distribution is flat until it starts to drop, iathimplies that signal and back-

ground have the same shape. Therefore, the cut on this kerialthosen so that the signal
acceptance remains high and the low-end tails of the jet'sligtributions are removed.

This can be seen in Fig. 4.21 through Fig. 4.23, where thevarsthow the placement of

the cut for the different regions. The only cut applied to thied jet transverse energy is
the one from the pre-selection (25 GeV).
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Fig. 4.12:sh/B distribution for Hr of the mSUGRA points along the diagonal.

Different ordering for the applied cuts was also studied #edone which maximised the/§'B
was chosen.

In conclusion, the entire generated MSUGRA plane was firdillided into three distinct
regions as a function of the gluino mass, as seen in Fig. 4h@. v@lue of the different thresh-
olds which defined the three different signal regions is showTab. 4.3 and the efficiencies for
each of the cuts applied in the analysis (pre-selection atithsed cuts) for three representative
MSUGRA points, together with the number of expected evdtgsall cuts, are given in Tab. 4.4.
Only statistical uncertainties are considered at thistpoin
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Fig. 4.13:s//B distributions for H of the mMSUGRA points along the row.

Er (GeV) | Hr (GeV) | EF'Y (Gev) | EFY? (Gev) | E®* (GeV)
Region A 75 230 95 55 25
Region B 90 280 120 70 25
RegionC| 120 330 140 100 25

Tab. 4.3:Cut thresholds for the three different regions in which tigeal plane is divided.

4.5 Signal Studies

1 L 1 L 1 L 1 L
100 150 20 =0 %0 35 m?‘lTﬁ%\f]

In order to better understand the signal behaviour as aitumof the different gluino and squark
masses, the variation of different quantities such as effaes, significances and relative contri-
butions to the production subprocesses, were studied a@iolignns (constan¥g), along rows
(constantMg) and along the diagonaMg =~ Mg) in the signal plane. The relative contributions for
the different production subprocesses, gluino-gluing,(gguark-gluino (sg) and squark-squark
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Fig. 4.14: Hr distributions for all the points in the diagonal §M: Mg). The arrow shows where the cut is placed
for each different zone. The first two plots correspond tcezAr{points s23, and s35), the next four plots correspond
to zone B (points s46, s56, and s65), and the last three matsspond to zone C (points s73, s80, s86, and s91).

(or with anti-squarks) (s$were studied before any cut and after all the analysis cuits.r@sults
and their interpretation follows:

e Study along column sl Mg ~ 185 GeV/c?) In Fig. 4.24 the relative contributions of
the different production subprocesses is shown togethtir thieir efficiencies and sig-
nificances. Before the cuts, the gg contribution is steaidityeasing as long as the ss

3In this section, for simplicity, the (ss) refers to the sunthaf squarks and anti-squarks production processes.
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contribution is being suppressed due to the increasingrisquass. After the cuts, the gg
contribution is slightly reduced. The most probable exatam for this effect is the fact
that the jets coming from the gluino tend to be softer thamnalsijet produced from a
squark of a similar mass. Therefore, it is the minimum thoégslcondition of the first and

the second jet (in zone A

contribution.

jetl

> 95 GeV andE{"atl > 55 GeV) which are reducing the gg

e Study along diagonal s34 N5 ~ Mg) Same quantities as in the previous case are shown
in Fig. 4.25, but now along the diagonal where the mass of go@r& is comparable to
the gluino mass. The two vertical lines separate the thréeniged regions. As expected,
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Fig. 4.16:Sh/B distribution fort of the mSUGRA points along the diagonal.

the three different signal production processes keep teéitive contribution along the
diagonal, even after the analysis cuts. The efficiencie®ase along the diagonal and the
significances drop with the increasing mass, as expectethddifferent optimisations per
each region helps on reducing the falling rates.

e Study along row s6 Mg~ 355 GeV/c?) Same quantities as in the previous case are shown

in Fig. 4.26. The drop at high gluino masses can be explaigaéfact that it is a region
where squark production dominates and topologies with tmdyjets in the final state are

favoured.
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chosen to remove the low-end tails of the signal distrimgio
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Cuts MSUGRA s35| mSUGRA s56| mSUGRA s80
Initial Exp. # of Events 2149 561 83

Vertex: V| < 60 cm 96.6+0.2% | 96.7+£0.1% | 96.7+0.1%
> 3jets Er > 25GeVandn| <2.0)| 75.3+04% | 753+ 04% | 75.6+£0.4%
1 Central jet§ < 1.1) 752+ 0.4% | 749+04% | 75.3:t0.4%
Fr > 70 GeV 47.0+04% | 55.0£04% | 61.7+£0.4%
EEMF > 0.15 47.0+04% | 55.0+04% | 61.7£0.4%
ECHF> 0.15 46.6+04% | 54.7+04% | 61.1+£0.4%
Ag (Fr, jets) 247+ 04% | 30.3+0.4% | 34.4+0.4%
EMF of the jets 23.2+0.3% | 28.3+0.4% | 32.0+0.4%
Minv < 76 or Minv > 106 GeVt? 23.2+0.3% | 28.3£0.4% | 32.0+0.4%
A (Fr, max iso track) 225+ 03% | 27.8£04% | 31.3+£0.4%
Er of the jets 16.9+0.3% | 17.3+0.3% | 15.9+0.3%
Fr 16.0+0.3% | 14.7+0.3% | 11.3+0.3%
Ht 145+ 02% | 12.8+0.2% | 10.6+0.2%

Nexp Events (371 pb1l) 310.8+ 3.8 71.6+0.9 8.9+0.1

Tab. 4.4: Efficiencies for mSUGRA events in regions A, B, and C. The fmshown are representative for each

region.
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Fig. 4.25: Different relative contributions of the signal productiprocesses before the cuts (top-left), after the
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4.6 Systematic Uncertainties

A complete study of systematic uncertainties on the estimatf signal and background expected
events was carried out. The resulting systematic uncédaifior signal and background are
collected in Tab. 4.5-4.8.

e Energy scale Considered the uncertainties on the jet energy correctonl allowedt1o
variation. The corresponding shift in tifg was also included.

e Luminosity: The uncertainty on the total integrated luminosity at CBBfi6% [70].

¢ ISR/FSR: To estimate the systematic uncertainty on the expectetksayents related to
the modeling of the initial and final state radiation in therCarlo, for each point in the
MSUGRA mass plane additional samples were generated widifistbAqcp values.

In addition, the following two sources of theoretical uriaaty, related to renormalisation and
factorisation scales, and PDFs, affect in particular theutation of the NLO cross sections.

4.6.1 Renormalisation Scale

e PROSPINO Calculation: The default value of the renormalisation scale in PROSPIKNO
set as explained in Section 4.2. To investigate the effdctiseorenormalisation scale on
the PROSPINO cross section the valuguafias shifted tqu« 2 andp/2. The systematic
uncertainty associated with the renormalisation scalbés given by half the difference
of the cross sections obtained from the previous two scemafihe uncertainty due to the
renormalisation scale on the signal cross section is show#igi. 4.42 and Fig. 4.43. The
first plot shows the evolution of the cross section values@lwo columns (points with
constant gluino mass). Likewise, the second plot showsrgscsection when Yk Mg
(diagonal). As it can be seen, this uncertainty is of the nod0%. Also shown in the
plots is the combined uncertainty from the renormalisaticale and the PDF uncertainties
(see below).

e MCFM Calculation : A similar strategy is used for the background processes&/hiO
cross section is calculated using MCFM. However, for Z/W ts jenly the uncertainty
returned by setting the renormalisation te |2is used. This is due to the fact that for
K/2 the renormalisation scale is in a region where the NLO csession calculation is
unstable [76].

e QCD Multijet Background : The uncertainty on the multijet background due to the renor
malisation scale is 10%, taken from [77].
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4.6.2 PDF uncertainty

e Top Production: The top PDF uncertainty is taken directly from the theaadtcalculation
by Cacciariet al.[75]. For this analysis, a top mass of 175 GeV is assumed.

e PROSPINO and MCFM Calculations; The Hessian method [78] was applied to calculate
the uncertainty due to the choice of the PDF (CTEQ6L1 (LO) &@IdEQ6.1M (NLO)).
PROSPINO and MCFM were run using each of the 40 PDFs and thetaimty associated
was computed following the next recipe:

— For each eigenvalue, if the €land -10 PDFs produce a positive and a negative shift,
respectively, then the positive and negative systematentainties are given by the
following formula: dX? = y2%(X} — Xcrege1m)?. Here, X, is the quantity for which
one is considering the variations (e.g. the cross-section)

— If the +1 0 and -1o0 PDFs for a given eigenvalue result on just a positive shithwi
respect to the nominal value, only the largest uncertaiobtributes to &, . There is
no contribution to & _ from this eigenvalue.

— If the +1 0 and -10 PDFs for a given eigenvalue result on just a negative shift wi
respect to the nominal value, only the largest uncertaiottridbutes to & _. There is
no contribution to &, from this eigenvalue.

In the case of the signal, the uncertainty on the PDF proddcasatic consequences
as shown in Fig. 4.27-4.29. The plots correspond to the cseston for each of the
PROSPINO subprocesses for mSUGRA point 23, 56, and 80. Theskasource of un-
certainty in the plots comes from eigenvalue 15, which iseissed with the high-x gluon
content in the PDf The overall effect of the PDF uncertainty on the signal srsection
is about 30% (Fig. 4.42 and Fig. 4.43). However, the unaastantroduced by the PDFs
on the signal cross section does not translate into a lafget e the signal efficiency (see
Tab. 4.5). Fig. 4.30-4.32 show the distribution of the cramstion foW + 2 jets,Z + 2 jets,
andWW, respectively. Here, the uncertainty on the PDF has liffeceon the calculation
of the k-factor. It makes sense since the above background pracesselominated by
contributions with q q in the initial state.

e QCD Multijet Background : A 20% uncertainty on the QCD mutijet background is as-
sumed based on the PDF studies on inclusive jet productiGb&t[77].

In Fig. 4.33 the different contributions of the systematicertainties to the signal efficiency
are shown for the three representative points close to thgodal (NSUGRA s35, mSUGRA

4Note that each eigenvalue has an up and down contributioRYBEsociated. This is the reason why the eigenvalue
15 appears to be at 30 in the plot.
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s56 and mSUGRA s80). The most important contribution is #teEhergy Scale, followed by
ISR/FSR and the PDF uncertainties.

Region Samples JES L Renorm. PDF ISR/FSR Total
A MSUGRA S35 | +1.05% | +0.87% | £0.02% | +0.24% | +0.70% | + 1.55%
(w.r.tnominal eff.)|  7.2% 6.0% 0.1% 1.7% 4.8% 10.7%
B MSUGRAS56 | +1.04% | £ 0.77% | £0.02% | +0.34% | +0.67% | + 1.50 %
(w.r.tnominal eff.)| 8.1% 6.0% 0.2% 2.7% 5.2% 11.7%
c MSUGRAsS80 | £1.12% | £0.64% | +0.02% | +0.47% | +0.42% | +1.43%
(w.r.tnominal eff.)| 10.6 % 6.0% 0.2% 4.4% 4.0% 13.5%

Tab. 4.5:Systematic uncertainties on the selection efficiency fonesoepresentative mSUGRA signal points. The
upper numbers are the different uncertainties on the affigés and the lower numbers the uncertainties relativesto th

nominal efficiencies, quoted in Tab. 4.4.

Region JES L Renorm.| PDF Total
Region A +30.66| +£12.66| +15.48 | +23.78| +44.03
(w.r.t. Exp. Bkg.)| 14% 6% 7% 11% 21%
Region B +1191| +3.34 | +£4.02 | £5.66 | +14.26
(w.r.t. Exp. Bkg.)| 21% 6% 7% 10% 26%
Region C +233 | £049 | +£057 | £0.85 | +£2.60
(w.r.t. Exp. Bkg.)| 28% 6% 7% 10% 32%

Tab. 4.6: Systematic uncertainties on the background expected nuaibevents (in number of events and with
respect to the total background expectations, quoted in4TaB) for the different regions considered in the analysis
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Background| Region A | Region B| Region C
QCD +7.11 +1.48 +0.22
wWw + 0.07 +0.02 +0.00

W—ev +1.93 +0.53 +0.10
W — v + 0.07 +0.48 +0.12
W—1v +1.93 + 0.60 +0.04

Z/y*—ee | +0.07 +0.00 +0.00

Z/y*—pn | +£1.93 +0.02 +0.01

Z/y—T11 +0.07 +0.03 +0.00

Z—WwW +1.93 +0.85 +0.07

Tab. 4.7:Systematic uncertainty on the background expected nunfteseats due to the uncertainty on the renor-
malisation scale.

Background| Region A | Region B | Region C

QCD +14.2 +2.97 +0.45
tt +5.78 +1.55 +0.25
WwW +0.07 +0.02 + 0.00

W —ev +0.86 +0.24 +0.05
W — v +0.75 +0.21 +0.05
W — 1t +0.78 +0.27 +0.02
Z/y*—ee | £0.00 +0.00 +0.00
Z/y —pu | £0.02 +0.01 +0.00
Z/y—T11 +0.04 +0.01 +0.00
Z—WwW +1.23 +0.39 +0.03

Tab. 4.8:Systematic uncertainty on the background expected nunitexeats due to the uncertainty on the PDFs.
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[ gluino-gluino (gg) final state (point 35) | [ squark-gluino (sg) final state (point 35) ]
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Fig. 4.27: agg, 0sg, Oss andag, distributions for the 40 different PDFs (points) and the iahPDF (line) for
MSUGRA point 35. Each eigenvalue has its plus and minus tiewieepresented in successive points. The largest
deviation corresponds to eigenvalue 15 (in the points 2938naf the plot) which is associated with the high-x gluon
content. Theaogy, plot does not show such deviation as it is dominated by g iiation.
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[ gluino-gluino (gg) final state (point 56) | [ squark-gluino (sg) final state (point 56) ]
~04 ~ 1
o | Qo |
s r a2
©0.35— o 0.9
o E o ¢
= £ Zz [y -
o 0.3 a 0.8
o °F o F
o F . o r
Fo.25F T o7
o) C (e} C []
] c p} =
202 . 08 e a" "k wmg " " E.m "aa o ®
A e "epnses® e ", = e LT "~ _—
015" T = T tE L . 0.5 "
£ u E ]
0.1 0.4
0,05 03
) PN BN B I IR B B I FoY A B I I I B I |
5 10 15 20 25 30 35 40 5 10 15 20 25 30 35 40
# CTEQ6.1M Pdf # CTEQ6.1M Pdf
\ squark-squark (ss) final state (point 56) \ \ squark-antisquark (sb) final state (point 56) \
~0.08 —
o - Qo |-
e r e L
o C o L
00.07— O 0.8—
z 'k z L
T [
[ g L .
.06 — = [] n
SE)O C &10‘75: - - " Ll "y iy
9 r S e .. LTI -
20.05— " " z [ m [ =" - " lll.
[mam m Ey L] u® L] L | [ M = L]
iy "a a Wy [} ] bl R ] Ll 0.7—
C . L
0.04— = =
E 0.65—
0.03— =
0020 b b b L L L] 06l b e L b L]
5 10 15 20 25 30 35 40 5 10 15 20 25 30 35 40
# CTEQ6.1M Pdf # CTEQ6.1M Pdf

Fig. 4.28: agq, 0sg 0ss andag, distributions for the 40 different PDFs (points) and the iahPDF (line) for
MSUGRA point 56. Each eigenvalue has its plus and minus tiewieepresented in successive points. The largest
deviation corresponds to eigenvalue 15 (in the points 293&naf the plot) which is associated with the high-x gluon
content. Theaogy, plot does not show such deviation as it is dominated by g iitation.
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\ gluino-gluino (gg) final state (point 80)
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Fig. 4.29: agq, 0sg Oss andag, distributions for the 40 different PDFs (points) and the iahPDF (line) for

MSUGRA point 80. Each eigenvalue has its plus and minus tiewieepresented in successive points. The largest
deviation corresponds to eigenvalue 15 (in the points 2938naf the plot) which is associated with the high-x gluon

content. Theaogy, plot does not show such deviation as it is dominated by g iiation.
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Process Z + 2 jets
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Fig. 4.31:k-factors for the 40 different PDFs (points) and the nomiraFRline) for Z + 2 jets.
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Fig. 4.32:k-factors for the 40 different PDFs (points) and the nomiraFRline) forWW production.
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Efficiency uncertainties as a function of Gluino mass
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Fig. 4.33: Systematic uncertainties relative to the signal efficiemdor the three representative mSUGRA points
s35, s56 and s80.
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4.7 Results

In this section the number of observed events, and expeeigdyound are presented for a total
luminosity of 371 pb!. Tab. 4.9 gives the number of data events observed in eanrdg-
fined in the analysis. Tab. 4.10 shows the total number ofdrackd expected events for each
of the regions. A breakdown of the different backgroundsaaheof the regions is included in
Tab. 4.11-Tab. 4.13. Fig. 4.34 shows the different relatiwatributions to the overall background
after all the cuts have been applied and Fig. 4.35-4.40 shevitHt andEr distributions for the
final results. In these plots, all cuts have been appliedptxbe one on the variable that is rep-
resented. The arrows in the figures indicate the positiorreviie cuts on this variable is placed.
Each figure shows the data together with the Monte Carlo gtieds for the SM background
and a representative mSUGRA signal mass point from the sqgorelent optimised region. The
background Monte Carlo predictions provide a reasonalseriion of the data in all regions
and no excess with respect to the SM predictions is obseriredddition, theAg(jet, Er) and
the EMF requirements were reversed to enhance the QCD and+tess electromagnetic back-
grounds separately, and test that the Monte Carlo propedgribes each different background
contribution. The muon contribution has also been studigdrsing the muon cuts (asking for at
least one isolated track). All these distributions are showAppendix G.

Cuts Bkg. Region A| Bkg. Region B‘ Bkg. Region C
GoodRun List 9.93x10°
Trigger (MET35 + 2 jets) 3.10x10°
Vertex: |V,| < 60 cm 2.32x10°
> 3jets E1 > 25 GeV andh < 2.0) 356713
1 Central jetf) < 1.1) 345771
Er > 70 GeV 15414
EEMF > 0.15 14090
ECHF > 0.15 13127
A (Fr, jets) 2301
EMF of the jets 1425
Minv < 76 or Minv > 106 GeV(? 1410
A@ (Fr, max iso track) 1204
Er of the jets 296 141 39
Fr 250 62
Hr 185+ 14 4046 2+28

Tab. 4.9: Observed number of data events for regions A, B, and C. Thienigation procedure for the final three
cuts is explained in the previous section. These number® dre compared with the ones given in Tab. 4.10.
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Cuts Bkg. Region A ‘ Bkg. Region B ‘ Bkg. Region C
Initial Exp. # of Events 9.83x10°
Vertex: |Vz| < 60 cm (2.878+0.001) x 10°
> 3jets Er > 25 GeV andq < 2.0) (8.898+0.007) x 10°
1 Central jet ) < 1.1) (8.707+0.007) x 10°
Er > 70 GeV 12645+ 61
EEMF > 0.15 12642+ 61
ECHF> 0.15 12518+ 60
A@ (E, jets) 2527.8+ 22.6
EMF of the jets 1606.4+ 19.1
Minv < 76 or Minv > 106 GeVt? 1587.5+ 19.1
A (E1, max iso track) 1291.2+ 18.0
Et of the jets 325.3+ 8.6 145.0+ 5.6 58.1+ 3.5
Er 276.8+ 7.9 76.3+ 3.9 11.0+1.4
Ht 211.0+ 6.9 55.7+ 34 8.2+1.2
Total Expected with Systematics | 211.0+6.9+44.0 | 55.7+ 3.4+ 143 | 82+ 1.2+2.6

Tab. 4.10: Expected number of background events for regions A, B, an&e2all that the last three cuts are
optimised differently for each of the regions.
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Cuts

W — ev+3jets

W — pv + 3 jets

W — v +2 jets

Initial Exp. # of Events 36214 36214 99710
Vertex: [V;| < 60 cm 34910+ 13.1 34898+ 12.6 96154+ 40.9
> 3jets Er > 25 GeV andh < 2.0) 6974+ 27.7 1840+ 14.7 4783+ 47.1
1 Central jet) < 1.1) 6758+ 27.4 1784+ 14.5 4632+ 46.4
Fr > 70 GeV 1041+ 11.7 505+ 7.9 585+ 16.8
EEMF > 0.15 1041+ 11.7 505+ 7.9 585+ 16.8
ECHF > 0.15 1027+ 11.7 501+ 7.8 575+ 16.7
A (K, jets) 820+ 10.5 387+ 6.9 375+ 13.5
EMF of the jets 191+5.1 346+ 6.5 295+ 12.0
Minv < 76 or Minv > 106 GeV(? 191+5.1 345+ 6.5 295+ 12.0
A@ (Fr, max iso track) 182+ 5.0 190+ 4.8 272+ 115
Region A
EJT‘Ets > 95, 55, and 25 GeV 36.2+2.2 33.2+2.0 36.6+4.2
Fr > 75 GeV 31.5+21 29.8+ 1.9 31.2+ 3.9
Ht > 230 GeV 23.3+1.8 20.5+ 1.6 21.5+3.2
Region B
EJTEtS> 120, 70, and 25 GeV 17.3+ 15 13.4+ 1.3 14.1+2.6
Fr > 90 GeV 8.9+ 1.1 9.0+ 1.1 7.8+ 2.0
Ht > 280 GeV 6.4+ 0.9 5.8+ 0.9 7.3+1.9
Region C
E' 140, 100, and 25 GeV 8.3+1.1 45+0.7 49+ 15
Fr > 120 GeV 15+05 22+05 1.0+ 0.7
Ht > 330 GeV 1.2+ 04 1.5+ 04 0.5+ 0.5

Tab. 4.11:Expected number of background events from Standard Modetddfugtion processes. Only statistical

uncertainties are shown.
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Cuts Z—Vv+3jets Z/y* — ee+2 jets Z/Y* — pp+2 jets Z/y* — 11+ 2 jets
Initial Exp. # of Events 21800 32441 32441 32441
Vertex: |V| < 60 cm 21080+ 12.0 31276+ 8.4 31282+ 8.7 31287+ 8.3
3jets 1039+ 14.9 4243+ 11.5 424+ 51 1887+ 8.8
1 Central jet | < 1.1) 1004+ 14.6 4081+ 11.3 408+ 5.0 1816+ 8.6
Br > 70 GeV 320+ 8.4 31+0.9 65+ 1.7 67+ 1.6
EEMF > 0.15 320+ 8.4 31+0.9 65+ 1.7 67+ 1.6
ECHF> 0.15 317+ 8.3 30+ 0.9 64+ 1.7 66+ 1.6
Ao (B, jets) 240+ 7.3 7.4+04 48+15 20+ 1.0
EMF of the jets 214+ 6.9 1.14£0.2 4314 22409
Miny Window 214+ 6.9 0.9+0.2 27+1.2 22+ 0.9
A (BT, max iso track) 214+6.9 0.2+0.1 9.2+ 0.7 11+ 0.7
Region A
ets
E'T > 95, 55, and 25 GeV 435+ 3.11 0.03+0.10 1.5+ 0.30 244031
Br > 75 GeV 38.842.94 0.02+0.10 1.3+0.28 1.840.26
Hy > 230 GeV 27.9+ 2.49 0.02+ 0.10 0.51+0.15 144023
Region B
efs
EJT > 120, 70, and 25 GeV| 19.4+208 0.00+ 0.10 0.36+0.14 114021
Bt > 90 GeV 141+ 1.77 0.00+ 0.10 0.22+0.13 0.47+0.13
Hy > 280 GeV 8.7+ 1.39 0.00+0.10 0.224+0.13 0.2940.11
Region C
ets
EJT > 140, 100, and 25 Ge\{ 45+1.00 0.00+ 0.10 0.11+0.11 0.39+0.13
Er > 120 GeV 1.3+ 055 0.00+0.10 0.0740.11 0.0140.09
Hr 330 GeV 0.67+ 0.39 0.00+ 0.10 0.07+0.11 0.00-+ 0.09

Tab. 4.12:Expected number of background events from Standard Modebdugtion processes

uncertainties are shown.

. Only statistical
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Cuts tt WwW QCD
Initial Exp. # of Events 2484 4653 9.53x 1(°
Vertex: |V;| < 60 cm 2390+ 1.0 | 4509+ 3.5 | 2.59x10° + 1364
> 3jets Er > 25 GeV and) < 2.0) | 2130+ 1.8 | 1765+ 9.9 864755+ 661
1 Central jet < 1.1) 2119+ 1.8 | 1709+ 9.8 | 846405+ 652
Er > 70 GeV 429+ 2.0 86+ 2.7 9517+ 55.8
EEMF > 0.15 429+ 2.0 86+ 2.7 9514+ 55.8
ECHF > 0.15 427+ 1.9 85+ 2.7 9425+ 55.6
A (Er, jets) 205+ 17 | 64+2.4 261+ 10.2
EMF of the jets 222+ 15 29+ 1.6 242+ 9.8
Minv < 76 or Minv > 106 GeV{t? 221+ 15 29+ 1.6 242+ 9.8
A@ (Fr, max iso track) 156+ 1.3 23+1.4 234+ 9.7
Region A
E®> 95,55 and25GeV | 63.3+0.8 | 3.2+0.5 105.3+ 6.0
Er > 75 GeV 56.2+ 0.8 29+05 83.1+54
Ht > 230 GeV 43.0+ 0.7 1.7+ 04 71.1+ 4.9
Region B
B> 120,70,and 25GeV | 25.5+0.5 | 1.1+0.3 52.7+ 4.0
Fr > 90 GeV 159+ 0.4 0.7+ 0.3 194+ 2.4
Ht > 280 GeV 11.54+0.4 0.5+0.2 14.84 2.0
Region C
E®> 140,100,and 25 GeV | 8.8+0.3 | 0.27+0.15| 26.4+2.6
Fr > 120 GeV 2.3+ 0.2 | 0.09+0.09 25+0.9
Ht > 330 GeV 1.9+0.1 | 0.09+0.09 2.2+0.8

Tab. 4.13:Expected number of background eventstfpM/W and QCD multijet processes. Only statistical uncer-
tainties are shown.
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Top

Fig. 4.34:Individual backgrounds relative contributions to the toige after all the cuts have been applied for Zone
A (top), Zone B (middle), Zone C (low).
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Fig. 4.35:H distribution for the expected number of MSUGRA signal esgand background events in region A. The
points correspond to the data events which pass the cutsdaegion. Distributions have passed all the cuts except the
Ht one.
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Fig. 4.36:E distribution for the expected number of MSUGRA signal esgaind background events in region A. The
points correspond to the data events which pass the cutsdaegion. Distributions have passed all the cuts except the
Fr one.
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Fig. 4.37:H distribution for the expected number of NSUGRA signal eseahd background events in region B. The
points correspond to the data events which pass the cutidaegion. Distributions have passed all the cuts except the
Ht one.
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Fig. 4.38:E distribution for the expected number of MSUGRA signal eseaid background events in region B. The

points correspond to the data events which pass the cutsdaegion. Distributions have passed all the cuts except the
Fr one.
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Fig. 4.39:H distribution for the expected number of MSUGRA signal eseaind background events in region C. The
points correspond to the data events which pass the cutsdaegion. Distributions have passed all the cuts except the
Ht one.
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Fig. 4.40:E distribution for the expected number of MSUGRA signal esgand background events in region C. The
points correspond to the data events which pass the cutsdaegion. Distributions have passed all the cuts except the
Fr one.
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4.7.1 Highest energetic event

From the two events found in Zone C, the most energetic onkoiws in Fig. 4.41. The upper
plot is ther — @ view where the tracking system is clearly seen. The energpsited in the
calorimeter is shown in pink bars (electromagnetic) or lidaes (hadronic). The muon chambers
are the outer part of the figure. To complement the view, thbofigure shows a lego plot from
ann — ¢ perspective of the deposited energy in the calorimetere Hbe tower clustering of the
different jets can be observed. The colours of the jets diaatkto relate the jets from one plot
to the other. The arrow on the upper plot representgghéirection.

This particular event contains three jets of energies aBéveeV E1S'= 236 Ge\, E2"9=
150 Ge\, E3' = 84 GeV), with H- = 470 GeV and?r = 196 GeV.

4.8 Limit Calculation

Since no excess with respect to the Standard Model predictias observed in the data, as can be
seen from Tab. 4.9 and Tab. 4.10, as well as from Fig. 4.3%utfrd-ig. 4.40, exclusion limits on
gluino and squark production were stablished. Applying geB&n technique one can exclude a
range of squark and gluino masses and production crossizetd a 95% confidence level (C.L).
The Poisson probability of obtaining the observed result is

e—(se—i—b)(sg + b)n

o , (4.8)

wheren is the number of observed eventds the cross section for our mMSUGRA sampless
the number of expected background ard the product of the acceptance times luminosity, and
has units of inverse cross section.

In the Bayesian approach, a prior function need to be defirssuming a flat function
T(s) = 1 for s> 0 andr(s) = 0 for s < 0, the upper limits, at confidence leve is computed, in
a finite Bayesian prior-ensemble approximation, by solving

I(su) = (1-P)I(0), (4.9)
wherel (%) is the integral:
M o a—(SE+b) n
|(0):$_Z /so € rff:*b) ds], (4.10)

with M being the number of random pairs@&ndb events in this finite approach.



4.8 Limit Calculation 103

Fig. 4.41: CDF central tracking chamber and calorimeter(@ view) (top) and Calorimeter “Lego” plot (bot-
tom) for the event with the highe@trand Hr. This event has three jets above 25 G&#Y{ = 236 Ge\, E2"d =
150 GeV, E%rd = 84 GeV, with Hr = 470 GeV andZr = 196 GeV.

This procedure and the program that implements it is desgriboroughly in the note [79].
This program allows the use of correlated and uncorrelateénainties into the limit calculation
process as well as a choice from different random generdbars to the fact that the theoretical
uncertainties on the cross-section can be close to 30% asmshdab. 4.5, a gamma function was
chosen as a random generator in order to avoid non-congengiegrals. The statistical and the
ISR/FSR uncertainties are considered uncorrelated. Biefé¢he systematics (renormalisation
scale, PDF, jet energy scale and luminosity) are consideve@lated. The PDF and the renor-
malisation scale uncertainties that affect the signalsssestion are properly translated into signal
acceptance uncertainties and introduced into the limgutation. All systematic contributions
are quoted as 1 sigma uncertainties except for the PDF wbizksponds to 1.64 sigmas [80].
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A poissonian fluctuation is used to calculate the expectedscsection using the following
formula:

Oexp=3 P(MopelNexp) * Tops (4.12)

whereaggpsis the cross section upper limit with the number of obserwehes,ngps, P(n‘obs| Nexp)

is the poisson probability of observimg,s events when the mean value is the number of expected
background eventsieyp, and the sum is over all the possible values that give a significon-
tribution to this poisson fluctuation. In any case, for nurslarger or similar to 10, it is a good
approximation to UsBgps = Nexp: iNstead.

Since three set of cuts were defined, three different exgdictéts can be stablished for each
point. Thus, each point is associated to a single set of chishwis the one that gives the highest
expected limits. Afterwards, the observed limits are daked with this criteria unchanged.

1.5 million (g, b) pairs of random events were generated to evaluate theatdend estimate
the maximum cross section for each of the points in the mSU@RAe. The results in terms
of cross sections are shown in Fig. 4.42 and Fig. 4.43. Simedlteoretical uncertainties are
properly taken into account inside the limit calculatidme trossing between the 95% C.L. cross
section with the nominal cross section gives an upper estiméor the squarks/gluino masses
along the first column of points generatédg(~ 185 GeV/c?) or along the diagonaMg ~ M),
respectively.

The result of this procedure is a set of points which are eigixeluded or not. In order to
determine the excluded region independently from our gditgr set, a smooth line is linearly
interpolated between any pair of points on the boundaryoreggi For each of these points, the
ratior = 0gs/0 was computed so that excluded points havel and not excluded points> 1,
beingr* = r = 1 the point that lies on the exclusion line. Then, betweemyepair of excluded
(E) and not excluded (NE) points, the corresponding sqghiikio masses of the intermediate
point (m*) are extracted by solving equations of type:

rNE —T
F=re+——= . (m" —mg) =1, (4.12)

wheremg andmyg are the masses of the excluded and not excluded points cteshe

In Fig. 4.44, the previous exclusion regions determined tmeroexperiments are also pre-
sented. Since in this analysis the observed events arehasstlte expectation, the observed
excluded area is bigger than the expected one. Topologietving three jets in the final state
are specially important close to the diagonal, where thdymtion of one squark and one gluino
dominates, and it is where higher masses are excluded witt8ijets analysis. The drop be-
low the diagonal is mainly due to the fact that squark paddpction dominates and hence, 2-
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jets final states dominate this portion of the plane. Theoregif low gluino masses and high
squark masses is very sensitive to the systematic effeotsded that the crossing between the
observed/expected lines with the nominal cross-sect®rsriy shallow, as shown in Fig. 4.42.

In the region wherévlg ~ Mg, masses up to 380 Gg@? at 95% C.L are excluded. In any
case, the limiMg > 220 GeV/c? holds.
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Fig. 4.42: Cross section as a function of squark mass for twpudlues (columns). The observed and expected
limits at 95% C.L. are also shown. The yellow band shows tte &dfect of the PDFs and the renormalisation scale
uncertainties.
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Fig. 4.43:Cross section as a function of gluino/squark masses in teafaVy ~ Mg (diagonal). The observed and
expected limits at 95% C.L. are also shown. The yellow baogshhe total effect of the PDFs and the renormalisation
scale uncertainties.
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Fig. 4.44:Mq - Mg exclusion plot at the 95 % C.L in the framework of MSUGRA assgniR-parity conservation.
The pink region was excluded by the UAL experiment [52]. Takloy region was excluded by the UA2 experiment
[53]. The blue region was excluded by the CDF and D@ experisngfter Run | [51]. The brown region was excluded
by the LEP experiment [81]. In the gray region, the squarksmakwer than the mass of the lightest neutralino. In the
black hashed region there is no mMSUGRA solution. The gregioneshows the area excluded by the present analysis
with 371 pb ! of CDF Run Il data.






Chapter 5

Conclusions and Future Prospects

In this thesis, the results of the search for squarks andaguin multiple jets plus missing trans-
verse energy final states have been presented. No evidetieesefnew particles have been found
in 371 pb ! of CDF Run Il data. New limits have been set which excludergiunasses below
220 GeV and, in the region wheMg ~ Mg, masses below 380 Ge;ﬁd2 are excluded. These
limits are valid in a mMSUGRA scenario with tBa=5, A= 0 andu < 0 assuming the lightest four
squark flavours degenerate in mass.

To obtain these results a careful study of the beam conditioial their contribution to events
with Er final states has been performed. Special attention has aleemin studying the different
SM backgrounds and their normalisations at NLO. Dedicateslltave been introduced to remove
the background processes and main discriminating vagdidee been optimised for different
signal regions. The different systematic uncertaintiaglaso been considered.

This is the first time that this search is performed at CDF Randl the results presented here
show significant improvements with respect to the condsdinom previous experiments. Thus,
this analysis has established the procedure to continuetseg for squarks and gluinos with
the new data samples that CDF is collecting from Tevatrorme&Sonprovements may also be
implemented by considering other hadron final states witleréint jet multiplicities. This could
help extending the sensitivity of the analysis to regionerglgluino and squark masses are not
similar.

At the forthcoming LHC, the search for squarks and gluinothis inclusive channel consti-
tutes one of the first analyses to be performed. Bhand multiple jets final states are present in
multiple decay modes of many models beyond the SM. The expegifrom Tevatron in working
on an hadron collider environment will be useful for thesedkbf studies aiming to discover the
presence of supersymmetric processes.
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Appendix A

Data Quality Monitoring

A.1 Introduction

The Data Quality Monitoring (DQM) system performs checksilevidlata are being taken and
serves as an “early warning system”. In addition, furthatistical tests are performed offline,
after the data have been processed. Therefore, each rue thath-taking has a set of binary
decisions associated with the results from the online aflid@ithecks of the different subdetec-
tors. The information is provided to each subsystem expera ffinal validation. Since physics
analyses may be only interested in the behaviour of givedetabtors, specialised lists, called
“GoodRunLists”, are provided to the different physics greu

In the following sections, the discussion is focused on ffime part of the system, for which
I made major contributions.

A.2 The offline DQM system

In the offline DQM system, a number of observables are chosenanitor the behaviour of
the different detector subsystems: tracking, calorimatel muon chambers. In addition, some
histograms related to higher level objects (electronst@hgets, impact parameter$/primary
vertex) are used to check the offline reconstruction itSad&ts are performed after data are fully
processed with final calibration constants and beam-liReslong runs, the histograms are also
visually inspected by an “offline shifter”.
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A.2.1 Tracking

The hit residuals spread for each of the eight super-layersha relevant distributions for COT
monitoring since deviations can be associated to noisearC@T or problems in the tracking
fitter. These distributions for first and last super-layaes shown in Fig. A.1. As monitoring
criteria, a mean value not significantlygBgreater than 2@um and a RMS not significantly
greater than 19@um are required. Some distributions on the measured dE/dihéodifferent
COT hits are also used.
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Fig. A.1: Hit residual distributions for SL1 (left) and SL8 (right)rfa particular run.

These checks are performed using a specific set of data pezt@gth the highest priority
(just after the beamlines are available). In this way, fitetaks on data can be performed within
a week after data-taking. Once all final calibrations arela@bie, analogous tests are performed
using other type of data sets, like minimum bias samples.

Beam-lines are monitored using the correlation betweeatbeage impact parameter and the
azimuthal direction, as extracted from tracks, since aakéin the beam-lines would translate
into a clearpmodulation. In addition, tracking efficiency distributeare also checked for Silicon
monitoring.

A.2.2 Calorimeter

The calorimeter performance is monitored using the toweupancies. As shown in Fig. A.2
there are two distributions for each type of calorimetee¢egbmagnetic and hadronic). Each
distribution have a low (500 MeV) and a high (1 GeV) transgeesiergy threshold to study
possible towers abnormally cold or hot, respectively.

The values from all the towers of a certajnvalue are averaged, assuming the response is
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Fig. A.2: Occupancy of electromagnetic (left) and hadronic (rigbtyers for low (up) and high (down) energy
thresholds for a particular run.

independent of. From these occupancy distributions, with mean valugne can expect to have
an RMS ruled by two main contributions: a poissonian fludturat/fi coming from the minimum
bias occupancies and a gaussian effect coming from theirogt@r residual non-uniformities
after the tower by tower relative calibrations are appli€dese two effects can be parameterised
as:

RMS = /p+ap? (A.1)

From this relation, the parametaris determined to be 4% for the electromagnetic calorimeter
and 3% for the hadronic calorimeter.

In general, the tagging is performed as follows: using thammcupancy from eaafring
(removing the coldest and hottest towers to avoid biasaskgrs are tagged cold (hot) if they have
an occupancy & away from the mean valug minus (plus) 8. This termap accounts for the
residual non uniformities uncertainties and a 3 sigma fhttn is assumed.
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A.2.3 Muons

The muon system is more complex to monitor since it is dividgdur subsystems: CMU, CMP,

CMX and IMU. Different distributions are chosen to study thehaviour of each of them. One
of the most powerful objects to monitor are the stubs, whiehteack segments in the muon
chambers, since significant deviation from their expectestver, when normalised by the cor-
responding luminosity, are a sign that the system may hagse bempromised. In addition, the
average number of hits per stub, which control possibleritmritons from electronic noise, the

deviations from the COT track extrapolation to the muon dbamnthe deviations from expected
muon energies distributions deposited in the electromiagaed hadronic calorimeters and the
di-muon invariant mass are extensively used for monitopagoses.



Appendix B

Trigger Studies

The Ey trigger efficiency was studied in order to place tepre-selection cut well above the
trigger efficiency turn-on curve. THg; trigger that is being used (see Tab. 4.1) is a combined
trigger in the sense that is requirifg > 25 GeV at Level 1 (L1) and two jets &r > 10 GeV

at Level 2 (L2). This trigger has been intensively studiedtier analyses at CDF and here the
discussion is limited to show that no effects from the trigaiee present in the final distributions
given the selection criteria employed.

Level 1: Er > 25GeV (L1 MET35)

To estimate the trigger efficiency, a higlt muon sample, named bhmuOd, and a Jet20 data
sample, named gjt10d, was used. The efficiency is defined as

o(Er) = i B.)
whereN is the number of events from the unbiased trigger that pabeddl MET35 requirement
andNr is the total number of events. Fig. B.1 show the turn-on curve50 GeV value for the
uncorrected offlindr is already in the plateau. This translates into a correBtedalue of 56
GeV, well below the final cut that was applied.

Level 2: Two jets ofEr > 10GeV (L2_.MET35)

To study the L2 trigger efficiency, the pre-scaled trigge8NRET 25) forlzr was used. This trigger
path is only asking foEr > 25 GeV at L1 and then it is pre-scaled at the other levels bintioer
requirement is implemented. Therefore,

N
N_T )

g(EZ = (B.2)
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Fig. B.1: L1 trigger efficiency curve with respect to the offlifls using highpr muon sample (left) and Jet20

(right).

whereN is the number of events from the PSMET25 trigger that padsed2 MET35 require-
ment and\y is the total number of events that are present in the PSMET@er path.

The turn-on curve for L2 with th&r of the second and the third jets can be seen in Fig. B.2.

From the figures, the trigger achieves a 95% efficiency at ADfGethe second jet and at 25 GeV
for the third. Tab. B.1 compare events from MET35 and PSMETi@ger after each pre-selection
cut used in the analysis. As shown in this table, after alptieeselection cuts the number of events
passing both trigger paths is the same. This implies thabs® ¢f efficiency is expected at the
L2.
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Fig. B.2: L2 trigger efficiency curve with respect to the transverserey of the second jet (left) or the third jet
(right). Both distributions are implemented using the pcaled missing transverse energy trigger.
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Cut Applied L1 MET25 | + L2 TWO-JET10
+ Vertex Cut 631723 249504
+ 3 jet Cut 25409 25251
+ Central jet 24561 24408
+Er > 70 GeV 117 116
All Pre-sel. Cuts 99 99

Tab. B.1:The center column is the number events passing the L1-MEfi@ger path along with any cut shown on
the left column. The right column shows the number of evemtthé center column including the L2 TWO-JET10

trigger requirement. The numbers shown are not prescaled.

Level 3: Er > 35GeV (L3_MET35)

To study the L3 trigger the higlpr muon sample was used. The efficiency is defined as in
Eqg. (B.1) but nowN is the number of events from the CMUP18 trigger that passeddimplete
METS35 trigger path and\y is the number of events that passed the L1 and L2 requirenoénts
the MET35 path. Fig. B.3 shows the turn-on curve with respetie offlineFy. This figure has
been used to decide the minimu#n cut to avoid trigger effects in the data used for this analysi
Being 50 GeV the value at 95% efficiency, 60 GeV was considasethe desirable threshold
which takes into account the resolution of the energy ctimec This value becomes 67 GeV
after applying the corrections to tifg. Offline, a cut on 70 GeV was finally considered.
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Fig. B.3: L3 trigger efficiency curve with respect to the offlig¢ using highpr muon sample.
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Appendix C

Beam Backgrounds and Cosmic Rays

Beam backgrounds and cosmic rays are not directly relatéaetpp collision and can produce
large Et signatures when there is an overlapping with@collision. In addition, the presence
of these kind of backgrounds is also responsible for theftairr ¢ distribution, as it should
be from the azimuthal symmetry of the experiment. As showhign C.1, the raw distribution
shows a multiple-peak structure convoluted with a sinuatiape that will be explained below.

metphl3d O
80000 Entries 42355075

Mean 2625
RME 1.303

e ealsl
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Qt:l 1 2 4 1 ] [
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Fig. C.1: B @ distribution without applying any cut. The peaks at differeegions can be explained from the
presence of other type of backgrounds not coming fronpiheollision.

The beam halo background is constituted by a number of fest{asually muons) that have
been deviated from the main trajectory. When these pastieihich travel parallel to the beam
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line, traverse the detector at the region of the calorimetershown in Fig. C.2, they begin to
shower and can deposit significant amount of energy. As sliowig. C.3 these halo muons usu-
ally pass through the central calorimeter at an azimuthgleam~ 0, the plane of the accelerator.
Thus, in thep distribution of thezr a peak atp ~ Ttis observed.

WEST CHA EAST
£

halo—muon

halo=muon CEM

PHA FEM

Fig. C.2:Beam halo particles trajectory through the CDF calorimetry

Event : 12545 Run : 141438 EveniType : DATA | Uspresc: 5, 104122 Prese: 1042 Myon node: 0

Fig. C.3:Example of beam halo energy deposition.

On the other hand, losses from the proton and anti-protomgescuring near the detector,
typically populate the plug calorimetric towers closestite beam line. In Fig. C.4 the average
transverse energy deposited in these towers is presentei.isAsshown, the energy depositions
tend to be aligned along theaxis. The reason is that there exista cm gap between the two
halves of the intermediate shielding walls. This gap wag pattially covered and it still allows
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some of the losses to pass through. This kind of backgroupthies the two peaks arourd'2
and 3t/2 in Fig. C.1.
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Fig. C.4:X and Y components of the transverse energy deposited indBest towers to the beam line for the east
plug.

Finally, cosmic muons can traverse the calorimeter andsiepaignificant amount of energy
in one side of the central calorimeter, resulting in a largbalance of the measured energy.

C.1 Cuts toremove beam-related backgrounds

Different type of cuts were proposed to remove these backgis

¢ A missing transverse energy clii(> 45 GeV).
e Atleast one vertexXMz < 60 cm).

e Atleast 2 jets Er > 10 GeV).

These cuts are softer than the ones applied in the analggisSgction 4.1.2) but the purpose here
was to study their effects on th&; ¢ distribution. The effect of the cuts is shown in Fig. C.5

IHere, the energies of the jets are not corrected for the theteffects and multiple interactions contributions.
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where theZr cut helps removing the background from beam losses butdaheepeak due to the
beam halo background untouched. In contrast, by requivingets and one vertex within 60 cm
of the collision point, the beam halo background is cleagijuced.
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Fig. C.5: Bt spectrum inp of a subset of the data after applying fBe > 45 GeV (left) or the vertex and two jets
requirements (right).

Fig. C.6 shows the effect of the combination of both cuts. Aseeted, the statistics of the
sample is much reduced but the distribution is essentialty fl
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Fig. C.6: Er spectrum inp of a subset of the data after applying #e > 45 GeV cut and the requirements of one
vertex §/z < 60 cm) and at least two jets.

C.1.1 ECHF and EEMF variables

In addition to the previous cuts, some specific variablegweroduced to reduce the contribution
from cosmic rays and the beam-related backgrounds in theevelasre they are overlapped with a
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real hard scattering collision. Two variables were usedtese purposes: EEMF and ECHF.

EEMF

This variable is defined as:

) Ejet. fjet
EEMF = Z’“LEJ;”“ (C.1)
Zjets T
where féigf is the fraction of the transverse electromagnetic energghefjet, and the sum is

performed over the three leading jets of the event.

It is expected that particles coming from the beam halo walbakit energy mainly in the

hadronic calorimeter giving an EEMF close to zero. Thisatitin can be seen in Fig. C.7 where

this quantity is shown for data and MC. The major part of tlaskground is removed by intro-
ducing a cut on EEMPE- 0.15.

EEMF after basic cuts (except EEMF and ECHF)

[EEN
o
w

T \iH\H‘

[EN
o
N

Expected Events

10

Fig. C.7: EEMF for data and all the SM backgrounds (MC simulated). Tl ipcludes the pre-selection cuts

except the cuts on EEMF and ECHF.

ECHF

Another characteristic of the beam background events isttaeks do not point to the region

where the particle has deposited energy in the caloriméibe quantity ECHF is defined for
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central jets |()/®"| < 1.1) as the averaged ratio between the momentum of the jet,raputed
using tracks, and the jet transverse energy:

1 ptrack
ECHF= Z"""C"S.ef : (C.2)
Njets Jets E-{-

where only tracks in a cone of radius 0.4 around the jet'sctiva are considered. These tracks
are required to pass the quality cuts described in Sectib@.4.

Fig. C.8 shows the ECHF distribution for data and MC. Thetg@én in the data distribution
with respect to the Monte Carlo is due to beam backgroundsisample. A cut on ECHF0.15
is implemented to remove these backgrounds.

ECHF after basic cuts (except EEMF and ECHF)
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Fig. C.8:ECHF for data and MC. The plot includes the pre-selection extept the cuts for EEMF and ECHF.

C.2 Study of the beam losses in the plug

A dedicated study to understand the origin of the sinuseidzadulation observed in thgr distri-
bution ingpwas performed. This study only used a small subgroup of datgb* and consisted
in observing the effect of removing the highgstowers from theZr calculation. Fig. C.9 show
the Er distribution in@ considering the whole calorimeter (left), only considgriowers with
In| < 1.93 (middle) and without considering the pludg|(< 1.1) (right). Appart from the cen-
tral peak in the distributions, which corresponds to beatn baergy depositions, the sinusoidal
behaviour of theéZr is becoming flatter when removing the towers of both (eastveest) plugs.
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Since this behaviour was not reproduced when removing sixelly eastern or western tow-
ers, each plug was divided in sections of 60 degre@ssirarting from@ = 0. This segmentation
allowed the study of the energy distributiongrfor each of the plugs. Fig. C.10 show the mean
transverse energy deposited in the east and west electnetitagnd hadronic plugs. It is notice-
able the similar behaviour of the distributions. Since tleamenergy is approximately higher for
similar regions of both east and west plugs, the conclusias that the beam was slightly out of
the center. This explains the mentioned effect of the bease®in the plugs and why removing
exclusively the east or the west plugs did not remove corlpi¢he oscillation ing.
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Fig. C.9: Bt spectrum ing, with the characteristic peaks already presented, wittwthae calorimeter (left), with
only consideringn| < 1.93 towers (middle) and without the plugs( < 1.1) (right).
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Fig. C.10: Mean transverse energy deposited in the east (left) or wigstty plugs in differentp regions. Thep
regions cover 60and are numbered from 1 to 6, starting frgre- 0.
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Appendix D

Track Validation

A dedicated study to validate the track definition given ictidam 4.1.2 was performed using the
inclusive high g muon sample (bhmu0d). The integrated luminosity for themars 236 pb?,
and the trigger path requires a CMUP track of 18 GeV/c.

The Z mass peak was reconstructed using the two highestaddiacks in the event. To
ensure that all the events correspond te> ppa tight mass constraint of 88 Mis, < 96 GeV/&
was applied. In addition, at least one central track with< 0.5 was required and a cosmic ray
cut implemented. Fig. D.1 shows the reconstructed massafarahd MC samples. The broader
data distribution is understood since not all the correctibave been applied. Nonetheless, the
normalisation is fairly good: data account for 24 events Blahte Carlo for 28 events in this
region. This was considered enough to ensure a good defifitidracks in the selection criteria.
As a final check, the number of isolated tracks in the data kaomged in the analysis was com-
pared with the one predicted by the MC just after the preesiele cuts. The agreement is shown
in Fig. D.2.
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M,,, of the 2 highest isolated pt tracks
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Fig. D.1: Invariant mass of the two highest isolated tracks for bhimieltd and®Z — pu Monte Carlo.
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Fig. D.2: Number of isolated tracks just after the pre-selection uaisg the emet0d data sample.



Appendix E

PYTHIA vs ISAJET

The predicted squark and gluino masses by ISAJET and PYTidgtaeawell with differences

smaller than 1%, see Fig. E.1. The observed differences egigible for this study and can
be attributed to the different numerical methods employesoilving the renormalisation group
equations that determine the running masses.

Pythia-lsajet gluino mass difference |2 Pythia-Isajet squark masses difference |gpauaks
[y Mean -0.05292 F Mean -0.06616
70 | M RMS 0.7764 rC RMS 0.1765
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Fig. E.1: Mass differences between PYTHIA and ISAJET for gluino Jlaftd squarks (right)

The comparison between ISAJET and PYTHIA hadronic finalestgsee Fig. E.2) indi-
cates that, for fixed squark and gluino masses, ISAJET pesdomuch harder distributions than
PYTHIA, which translates into a significantly larger sigsalection efficiencies and better exclu-
sion limits when ISAJET is used instead of PYTHIA. This igiftited to the limited (non-proper)
initial- and final-state gluon radiation in ISAJET, comph® that implemented in PYTHIA,
which makes ISAJET not suitable for this analysis.
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ISAJET vs PYTHIA ISAJET vs PYTHIA
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Fig. E.2:Difference orsbetween ISAJET and PYTHIA (left). Difference on the transeeenergy of the leading jet
at the hadron level (right).



Appendix F

QCD Studies

QCD Normalisation Study

The cross section for QCD processes can be eight orders dfitmdg above the signal cross
section. These processes are very sensitive to the presépegtially instrumented regions in
the calorimeter and differences in the jet energies whicHead to transverse energy imbalances.

QCD is generated using PYTHIA MC with the Tune A parametéiosa A dedicated mea-
surement of the QCD multijet cross section was performetl thi¢é aim to extract the QCD MC
normalisation directly from the data. This study used the0drigger, which requires a jet with
asingle towerof E>5 GeV atLevel 1 (L1); ajet with £> 15 GeV with the L2 jet reconstruc-
tion algorithms; and finally, a jet with£> 20 GeV at L3. Due to the large cross sections of the
processes the trigger is prescaled at L1 and L2, meaningtiapart of the data that follows the
correspondent requirements is stored. The trigger hasiatuwhich reach a plateau at corrected
jet energies of around 30 GeV. The measurement was commaRdRHIA MC predictions.

In order to avoid biases from potential signal regions, thkoing selection criteria were
applied to select multijet events in a region with modef&tend total transverse energy:

IVz| < 60 cm

At least three jets WitlE!®' > 25 GeV andni®!| < 2.0

o EFY> 90 GeV andE®? > 60 GeV.

At least one central jet.

Fr/vEr <3.5GeV Y2

e Er <70 GeV andEF" + EF? 1+ Er < 100 GeV.
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These requirements are intended to select QCD events wisligndicantfr and with low
Hrt in order not to bias the normalisation in the region wheresibeal is expected.

Fig. F.1 to Fig. F.5 show comparisons between the data anefg1IA predictions for the
jet multiplicity, the transverse energies of the three iegdets and thdézr. Fig. F.6 shows the
ratio between data and MC for tiil distribution. Ak-factor of the order of 1.0 was obtained.
The study was repeated in four separate regioRrrand EjTetl+ EjTet2+ Er to test the validity
of the measured-factor for different event tolopogies (see Fig. F.7 to Fdl1). There is no

indication that a differenk-factor was necessary in the different regions.
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Fig. F.1:Distribution of number of jets in the QCD control region.
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Fig. F.3: Distribution of theE*? inside the QCD control region.
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E, of the 3rd jet after all cuts
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Fig. F.4: Distribution of theE*™ inside the QCD control region.
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Fig. F.5: Distribution of Er inside the QCD control region.
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Fig. F.8:Distribution of 1 inside the QCD control region (zone 1).

| MET (zone 2: MET>=20 and HT<150) ]|

= -
=
Sk DAII QCD MC
= -
'g C D Jet20 data
E L
—
@
c 10
()] =
S C
woor
1
-1 ! PR P PR !
10 0 60 80 100 120
MET (GeV)

Fig. F.9:Distribution of 1 inside the QCD control region (zone 2).
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Fig. F.10:Distribution of Zr inside the QCD control region (zone 3).
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pT Study

Since QCD cross sections vary dramatically depending otréinsverse momentum involved in
the process, the generation is performed in differgnibipist. Thus, it is important to determine
the minimum & that contributes to thEy trigger data, since it is virtually impossible to generate
sufficient Monte Carlo statistics for an arbitrarily low fnreshold. Hence, a minimum phresh-
old has been established by comparing the MC and data distrils as a function of decreasing
pr thresholds. Events are required to pass all the pre-satectits described in Section 4.1.2.
The events that pass those cuts are completely dominatdeb 6y@D multijet background.

Fig. F.12 shows Monte Carlo distributions ofrHdefined as H = EjTetlJr EjTet2+ EjTet?’, for
different pr cuts: 60, 70, 80, 90, 95, 100, 110, 120, and 130 GeV, compariet data. Fig. F.14
shows similar plots for Etz. The ratios data/MC are shown in Fig. F.13 and Fig. F.15 aetspely.
From these plots one can see that the data favours a minimuuot p
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Fig. F.12:H distributions for different minimum-pcuts.

Thus, ax? fit is performed comparing the ninerHlistributions to the data. The results are

1The pr is the transverse momentum of the outgoing parton from ttie2process computed as in the center-of-
mass.
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Fig. F.13: Ratio between the Hdistributions of data and MC for three different puts: 60, 95, and 130 GeV
respectively. The black line corresponds to the fit of thérithistion.
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Fig. F.14:Eq distribution of the second leading jet for different minimgr cuts.

shown in Fig. F.16. A similar study is done for the Bf the second leading jet distributions,
Fig. F.17. Both fits suggest that the data is "best” reprodusih a fir around 95-100 GeV.
Therefore, only QCD samples with 2 90 GeV are considered in the analysis. A significant
effort was made to generate multijet QCD samples with argmated luminosity significantly
larger than the data.
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2nd jet distribution (B > 60 GeV/c?) 2nd jet distribution (5, > 95 GeV/c?) 2nd jet distribution (B > 130 GeV/c?)

E, E, E,
[9) 8] [9)
s F S F =
525 5 28 £
- < b S 2.
o o a

2F 2r

15F 15
1 1

050 05F

0: L | | | 0 £
50 100 150 200 250
E; 2nd jet [GeV]

| |
50 100 150

5‘0 160 15‘0 260 ZJSH 200 250
E; 2nd jet [GeV] E; 2nd jet [GeV]
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and 130 GeV, respectively. The black line corresponds tditleéthe distribution.
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H. distribution: X2 / ndof for different p. " cuts
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Fig. F.16:x%/d.o.f results from fitting the I distributions to the data. The results suggest a minimgrot around
95 GeV.

E, 2nd jet distribution: x* for different 6?” cuts
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Fig. F.17: x?/d.o.f results from fitting the £ distributions to the data. The results above suggest a ramify cut
around 100 GeV. This is consistent with the Fesults shown in Fig. F.16
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Appendix G

Data vs MC Studies

As discussed in Appendix F, a good agreement is observecebat® CD multijet data and the
Monte Carlo predictions. Therefore, it was concluded tlediaditionalk-factor is needed to nor-
malise the Monte Carlo predictions to the data. In that st@QdyD multijet events were selected
applying a necessary cut on tlg significance that removed beam-related backgrounds in the
data, and allowed a clean and well defined comparison witMitrete Carlo. As a consequence,
most of QCD events with significafty were removed. However, the QCD events that constitute
background to the mSUGRA analysis are characterised byr&sepce of larg&r. A significant
contribution comes from events with jets going into calaiar cracks or close to the chimney
region, where only a fraction of the jet energy is reconseuc

Different quantities were compared between data and Moat@o test the validity of the
Monte Carlo description of the data for events with lafeafter the pre-selection cuts as well
as the electron and muon removal cuts were applied (see FlgG@). TheA@ distribution
between thétr and each of the three leading jets in the event indicatesyesceed, a dominant
component for which th&r is produced along the direction of the jets. A number of aoldi
studies were carried out to further understand the origithefsmall discrepancies shown in
the distributions. Detailed comparisons were performdwéen data and Monte Carlo for jets
reconstructed around the cracks, and the chimney regiormnm Ehem, it was concluded that
the observed differences could be partially attributedni@ls defects on the simulation of the
calorimeter response. After a cut Ag(jet, 1) > 0.7 is applied (see Fig. G.4 through Fig. G.6),
most of the QCD multijet background is removed and the dismeies are within systematics.

The rather conservative systematic uncertainties on thB @6nte Carlo normalisation ac-
count for the remaining differences between data and MomtdoGvhich, in addition to the
energy scale, includes a 20% uncertainty from PDFs and a 1@%rtainty from hard scale de-
pendencies. Fig. G.7 shows tle and the H distributions after the pre-selection cuts. Fig. G.8
shows thelZr and Hr distributions with all the systematics and after all othetscare applied.
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The agreement between data and MC is good in all the zones.

In addition, theAg(jet,Er) and the EMF requirements were reversed to enhance the QCD
and boson+jets electromagnetic backgrounds separatelyteat that the Monte Carlo properly
describes each different background contribution (see i to Fig. G.10). In addition, the
muon contribution has been studied reversing the muon astdng for at least one isolated
track) as shown in Fig. G.11. All the distributions show asm@ble agreement between data and
Monte Carlo.
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Fig. G.1: Azimuthal distance betweelr and E of the three leading jets for data and MC after pre-selegtion
electron and muon removal cuts have been applied.
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