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Abstract $\qquad$
We compare the Hausdorff measures and dimensions with respect to the Euclidean and Heisenberg metrics on the first Heisenberg group. The result is a dimension jump described by two inequalities. The sharpness of our estimates is shown by examples. Moreover a comparison between Euclidean and $\mathbb{H}$-rectifiability is given.

## 1. Introduction

In this paper we consider the Heisenberg group $\mathbb{H}=\mathbb{H}^{1}=\left(\mathbb{R}^{3}, *\right)$ as a homogeneous group endowed with the left invariant, homogeneous Heisenberg distance $d_{H}$ defined as follows. The group multiplication $*: \mathbb{H} \times \mathbb{H} \rightarrow \mathbb{H}$ is given by

$$
\begin{equation*}
(x, y, t) *\left(x^{\prime}, y^{\prime}, t^{\prime}\right):=\left(x+x^{\prime}, y+y^{\prime}, t+t^{\prime}+2\left(x^{\prime} y-y^{\prime} x\right)\right) \tag{1.1}
\end{equation*}
$$

$\mathbb{H}$ is endowed with the homogeneous norm

$$
\begin{equation*}
\|p\|_{H}:=\left(\left(x^{2}+y^{2}\right)^{2}+t^{2}\right)^{\frac{1}{4}} \tag{1.2}
\end{equation*}
$$

if $p=(x, y, t) \in \mathbb{H}$, which induces the Heisenberg distance

$$
\begin{equation*}
d_{H}\left(p, p^{\prime}\right):=\left\|p^{-1} * p^{\prime}\right\|_{H} \tag{1.3}
\end{equation*}
$$

It is well-known that the topological dimension of $\mathbb{H}$ is 3 , since $\mathbb{H}$ coincides with $\mathbb{R}^{3}$ as a smooth manifold (see Lemma 2.1). On the other hand, the Hausdorff measures and dimensions of subsets of $\mathbb{H} \equiv \mathbb{R}^{3}$ with respect to either $d_{H}$ or the Euclidean metric $d_{E}$ can be very different. For

[^0]instance, the Hausdorff dimension of $\left(\mathbb{R}^{3}, d_{H}\right)$ is 4 , while the dimension of a regular surface in $\left(\mathbb{R}^{3}, d_{H}\right)$ is 3 . However, if we consider a regular curve in $\left(\mathbb{R}^{3}, d_{H}\right)$, then it may have Hausdorff dimension both 1 and 2 (see $[\mathbf{G r o}]$ and also $[\mathbf{S t r}]$ ).

The purpose of this paper is to describe in details this dimension jump phenomenon between the Heisenberg and the Euclidean Hausdorff dimensions on subsets of $\mathbb{R}^{3}$. Indeed we perform a comparison between the $\alpha$-dimensional Hausdorff measures induced on $\mathbb{R}^{3}$ by $d_{H}$ and $d_{E}$, which we respectively denote with $\mathcal{H}_{H}^{\alpha}$ and $\mathcal{H}_{E}^{\alpha}$. More precisely our first result reads as follows:

Theorem 1.1 (Dimension jump theorem). Let $\alpha \geq 0$. Then

$$
\begin{equation*}
\mathcal{H}_{H}^{\min }\{2 \alpha, \alpha+1\} \quad \ll \mathcal{H}_{E}^{\alpha} \tag{i}
\end{equation*}
$$

i.e. $\mathcal{H}_{H}^{\min \{2 \alpha, \alpha+1\}}$ is absolutely continuous with respect to $\mathcal{H}_{E}^{\alpha}$.

$$
\begin{equation*}
\mathcal{H}_{E}^{\min \left\{\alpha, 1+\frac{\alpha}{2}\right\}} \ll \mathcal{H}_{H}^{\alpha} \tag{ii}
\end{equation*}
$$

i.e. $\mathcal{H}_{E}^{\min \left\{\alpha, 1+\frac{\alpha}{2}\right\}}$ is absolutely continuous with respect to $\mathcal{H}_{H}^{\alpha}$.

Our second result shows that the estimates of Theorem 1.1 are sharp:
Theorem 1.2 (Sharpness of the dimension jump).
(i) Given $0<\alpha \leq 3$, there is a compact subset $A_{\alpha}$ of $\mathbb{H}$ satisfying

$$
\mathcal{H}_{E}^{\alpha}\left(A_{\alpha}\right)<\infty \quad \text { and } \quad \mathcal{H}_{H}^{\min \{2 \alpha, \alpha+1\}}\left(A_{\alpha}\right)>0
$$

(ii) For $0<\alpha<2$ and $\alpha=4$, there is a compact subset $A_{\alpha}$ of $\mathbb{H}$ satisfying

$$
\mathcal{H}_{H}^{\alpha}\left(A_{\alpha}\right)<\infty \quad \text { and } \quad \mathcal{H}_{E}^{\min \left\{\alpha, 1+\frac{\alpha}{2}\right\}}\left(A_{\alpha}\right)>0
$$

For $2 \leq \alpha<4$ and $0<\delta<1$, there is a compact subset $A_{\alpha, \delta}$ of $\mathbb{H}$ satisfying

$$
\mathcal{H}_{H}^{\alpha}\left(A_{\alpha, \delta}\right)=0 \quad \text { and } \quad \mathcal{H}_{E}^{\min \left\{\alpha, 1+\frac{\alpha}{2}\right\}-\delta}\left(A_{\alpha, \delta}\right)=\mathcal{H}_{E}^{1+\frac{\alpha}{2}-\delta}\left(A_{\alpha, \delta}\right)>0
$$

Remark 1.1. We conjecture that given $2 \leq \alpha<4$, there is a compact subset $A_{\alpha}$ of $\mathbb{H}$ such that

$$
\mathcal{H}_{E}^{\min \left\{\alpha, 1+\frac{\alpha}{2}\right\}}\left(A_{\alpha}\right)=\mathcal{H}_{E}^{1+\frac{\alpha}{2}}\left(A_{\alpha}\right)>0 \quad \text { and } \quad \mathcal{H}_{H}^{\alpha}\left(A_{\alpha}\right)<\infty
$$

However, we have not yet been able to construct such sets.

The technique involved in the proof of Theorem 1.1 is based on an optimal covering of Heisenberg balls by smaller Euclidean balls and viceversa. This kind of mutual coverings have already been proposed in [Gro]. The proof of Theorem 1.2 relies on some more delicate arguments involving recent results on the size of Cantor-type and characteristic sets of regular surfaces in the metric spaces $\left(\mathbb{R}^{3}, d_{H}\right)$ and $\left(\mathbb{R}^{3}, d_{E}\right)$ (see $[\mathbf{B a} 1]$, [Ba2]).

Another striking feature of the Heisenberg group is the lack of $m$-rectifiable subsets in the metric space $\left(\mathbb{H}, d_{H}\right)$ according to the classical notion of rectifiability in a metric space due to Federer [Fe]. Indeed, it has been proved that $\left(\mathbb{H}, d_{H}\right)$ is purely $m$-unrectifiable for $m=2,3,4$ (see [AK, Theorem 7.2]). This has led to a more intrinsic definition of rectifiability in $\left(\mathbb{H}, d_{H}\right)$, the 3 -dimensional $\mathbb{H}$-rectifiability, introduced in [FSSC1]. We will use our results from Theorem 1.2 to compare the classical notion of 2-Euclidean rectifiability in $\left(\mathbb{R}^{3}, d_{E}\right)$ to the notion of 3 -dimensional $\mathbb{H}$-rectifiability (see Theorem 5.1).

The paper is organized as follows: in Section 2 we recall some basic facts about the Heisenberg group and the Hausdorff measures defined on it. In Section 3 we prove our first theorem. The second theorem is proved in Section 4. In the last section we apply our results to compare 2-rectifiable subsets of $\left(\mathbb{H}, d_{E}\right)$ and 3-dimensional $\mathbb{H}$-rectifiable subsets of $\left(\mathbb{H}, d_{H}\right)$.

Acknowledgements. We thank Pertti Mattila for useful discussions on the subject.

## 2. Basic definitions and preliminary results

In this section, we briefly restate the basic definitions and results needed in the rest of the article.

We use the model of the first Heisenberg group $\mathbb{H}=\mathbb{H}^{1}$ with underlying space $\mathbb{R}^{3}$ and group operation given by (1.1). Notice that $p^{-1}=-p$ and that $0=(0,0,0)$ is the unit element of the group $\mathbb{H}$. The dilation by $r$ is the automorphism $\delta_{r}: \mathbb{H} \rightarrow \mathbb{H}$ given by

$$
\begin{equation*}
\delta_{r}(x, y, t):=\left(r x, r y, r^{2} t\right) \tag{2.1}
\end{equation*}
$$

For $p \in \mathbb{H}$ the left translation by $p$ is the automorphism $l_{p}: \mathbb{H} \rightarrow \mathbb{H}$ defined by

$$
l_{p}\left(p^{\prime}\right):=p * p^{\prime}
$$

The 3-dimensional Lebesgue measure $\mathcal{L}^{3}$ in $\mathbb{R}^{3} \equiv \mathbb{H}$ is a bi-invariant Haar measure for the group and satisfies $\mathcal{L}^{3}\left(\delta_{r}(A)\right)=r^{4} \mathcal{L}^{3}(A)$ whenever $A \subseteq \mathbb{H}$ and $r>0$ (see [FoSt, Proposition 1.2 (c)]).

The Lie algebra of $\mathbb{H}$ is spanned by the left invariant vector fields

$$
X=\frac{\partial}{\partial x}+2 y \frac{\partial}{\partial t}, \quad Y=\frac{\partial}{\partial y}-2 x \frac{\partial}{\partial t}, \quad T=\frac{\partial}{\partial t} .
$$

The Lie algebra structure of $\mathbb{H}$ is determined by the only non-trivial commutator relation $[X, Y]=-4 T$.

The vector fields $X$ and $Y$ span a vector bundle, the so-called horizontal bundle $\mathrm{H} \mathbb{H}$, where $\mathbb{H}_{p}:=\operatorname{span}\{X(p), Y(p)\}$ for all $p \in \mathbb{H}$, which can be canonically identified with a vector subbundle of the tangent vector bundle $\mathrm{TH} \equiv \mathrm{TR}^{3}$.

The following relationship between the distances $d_{E}$ and $d_{H}$ in $\mathbb{R}^{3}$ can be easily verified.

Lemma 2.1. Let $A$ be a bounded subset of $\left(\mathbb{R}^{3}, d_{E}\right)$ and let $b \geq 1$ be a bound for $A$ with respect to $d_{E}$. Then there is a positive constant $c=c(b)$ such that for $p, p^{\prime} \in A$ we have

$$
\begin{equation*}
\frac{1}{c} d_{E}\left(p, p^{\prime}\right) \leq d_{H}\left(p, p^{\prime}\right) \leq c\left(d_{E}\left(p, p^{\prime}\right)\right)^{\frac{1}{2}} \tag{2.2}
\end{equation*}
$$

In particular the identity map $\operatorname{Id}:\left(\mathbb{R}^{3}, d_{E}\right) \rightarrow\left(\mathbb{R}^{3}, d_{H}\right)$ is a homeomorphism.

In the sequel, $B_{E}(p, r)$ and $B_{H}(p, r)$ will denote the closed ball of radius $r>0$ centered at $p$ in $\left(\mathbb{H}, d_{E}\right)$ and $\left(\mathbb{H}, d_{H}\right)$ respectively. $\|\cdot\|$ will denote the Euclidean norm on $\mathbb{R}^{n}$ for $n=2,3$.

Let us now recall the definition of Hausdorff and spherical measures on a metric space $(X, d)$. Given a subset $A$ of $X$, the diameter of $A$ is

$$
\operatorname{diam}_{d}(A):=\sup \left\{d\left(a, a^{\prime}\right) \mid a, a^{\prime} \in A\right\}
$$

We write diam instead of $\operatorname{diam}_{d}$ when there is no risk of confusion, and we let $\operatorname{diam}_{E}:=\operatorname{diam}_{d_{E}}$ and $\operatorname{diam}_{H}:=\operatorname{diam}_{d_{H}}$. Observe that for $p \in \mathbb{H}$ and $r>0$ we have

$$
\begin{equation*}
\operatorname{diam}_{H}\left(B_{H}(x, r)\right)=2 r \tag{2.3}
\end{equation*}
$$

For $0 \leq s<\infty, 0<\delta \leq \infty$ and $A \subseteq X$, we let
$\mathcal{H}_{d, \delta}^{s}(A):=\inf \left\{\sum_{n=1}^{\infty}\left(\operatorname{diam}\left(E_{n}\right)\right)^{s} \mid E_{n} \subseteq X, \operatorname{diam}\left(E_{n}\right) \leq \delta, A \subseteq \bigcup_{n \in \mathbb{N}} E_{n}\right\}$
and

$$
\begin{array}{r}
\mathcal{S}_{d, \delta}^{s}(A):=\inf \left\{\sum_{n=1}^{\infty} \operatorname{diam}\left(B\left(x_{n}, r_{n}\right)\right)^{s} \mid \operatorname{diam}\left(B\left(x_{n}, r_{n}\right)\right) \leq \delta\right. \\
\left.A \subseteq \bigcup_{n \in \mathbb{N}} B\left(x_{n}, r_{n}\right)\right\}
\end{array}
$$

where $B(x, r)$ denotes the closed ball of radius $r$ centered at $x$. Since $0<$ $\delta_{1} \leq \delta_{2}$ clearly implies $\mathcal{H}_{d, \delta_{2}}^{s}(A) \leq \mathcal{H}_{d, \delta_{1}}^{s}(A)$ and $\mathcal{S}_{d, \delta_{2}}^{s}(A) \leq \mathcal{S}_{d, \delta_{1}}^{s}(A)$, we may define the $s$-dimensional Hausdorff measure $\mathcal{H}_{d}^{s}$ on $(X, d)$ and the $s$-dimensional spherical measure $\mathcal{S}_{d}^{s}$ on $(X, d)$ by

$$
\mathcal{H}_{d}^{s}(A):=\lim _{\delta \downarrow 0} \mathcal{H}_{d, \delta}^{s}(A)
$$

and

$$
\mathcal{S}_{d}^{s}(A):=\lim _{\delta \downarrow 0} \mathcal{S}_{d, \delta}^{s}(A)
$$

respectively.
We will write $\mathcal{H}_{E}^{s}, \mathcal{S}_{E}^{s}$ instead of $\mathcal{H}_{d_{E}}^{s}, \mathcal{S}_{d_{E}}^{s}$ and $\mathcal{H}_{H}^{s}, \mathcal{S}_{H}^{s}$ instead of $\mathcal{H}_{d_{H}}^{s}, \mathcal{S}_{d_{H}}^{s}$ and we will generally consider these measures on $\mathbb{R}^{3}$. By abuse of notation we shall also write $\mathcal{H}_{E}^{s}$ for the $s$-dimensional Hausdorff measure on $\left(\mathbb{R}^{m}, d_{E}\right)$ for $m=1,2$.

The Hausdorff dimension of a set $A \subseteq(X, d)$ is

$$
\mathcal{H}-\operatorname{dim}_{d}(A):=\inf \left\{s \geq 0 \mid \mathcal{H}_{d}^{s}(A)=0\right\}
$$

In the following proposition we collect some general properties of Hausdorff measures that will be needed below.

## Proposition 2.2.

(i) Let $(X, d)$ be a metric space. Then $\mathcal{H}_{d}^{s}$ and $\mathcal{S}_{d}^{s}$ are regular Borel (outer) measures and

$$
\mathcal{H}_{d}^{s}(A) \leq \mathcal{S}_{d}^{s}(A) \leq 2^{s} \mathcal{H}_{d}^{s}(A)
$$

for all $A \subseteq X, s \geq 0$.
(ii) Let $\left(X_{i}, d_{i}\right)(i=1,2)$ be two metric spaces and let $f:\left(X_{1}, d_{1}\right) \rightarrow$ $\left(X_{2}, d_{2}\right)$ be a L-Lipschitz continuous map, i.e.

$$
d_{2}(f(x), f(y)) \leq L \cdot d_{1}(x, y) \quad\left(\forall x, y \in X_{1}\right)
$$

Then

$$
\mathcal{H}_{d_{2}}^{s}(f(A)) \leq L^{s} \cdot \mathcal{H}_{d_{1}}^{s}(A)
$$

for all $A \subseteq X_{1}, s \geq 0$.
(iii) Let $(X, d)$ be a metric space and let $d_{t}(x, y):=(d(x, y))^{t}$ for $x, y \in$ $X$ and $t \in(0,1)$. Then $d_{t}$ is a distance on $X$ and

$$
\mathcal{H}_{d}^{s}(A)=\mathcal{H}_{d_{t}}^{\frac{s}{t}}(A)
$$

for all $A \subseteq X, s \geq 0$ and $t \in(0,1)$.
(iv) Let $(X, d)$ be a metric space and let $Y \subseteq X$. Denote by $d_{Y}$ the metric on $Y$ induced by d. Then

$$
\mathcal{H}_{d}^{s}(A)=\mathcal{H}_{d_{Y}}^{s}(A)
$$

for all $A \subseteq Y, s \geq 0$.
(v) Properties (ii) and (iii) hold if we replace the Hausdorff measure $\mathcal{H}_{d}^{s}$ by the spherical measure $\mathcal{S}_{d}^{s}$.
Proof: All these statements are classical and can be found in $[\mathbf{F a}],[\mathbf{F e}]$ or [Ma].

Remark 2.1. Using (ii) of the above proposition, one easily sees that if $d_{1}$ and $d_{2}$ are two bi-Lipschitz equivalent metrics on $X$, then $\mathcal{H}_{d_{1}}^{s}$ and $\mathcal{H}_{d_{2}}^{s}$ are mutually absolutely continuous measures. In particular, if $A \subseteq{ }_{X}^{d_{2}}$ then $\mathcal{H}-\operatorname{dim}_{d_{1}}(A)=\mathcal{H}-\operatorname{dim}_{d_{2}}(A)$.

Using the homogeneity and left invariance of $d_{H}$, one has

$$
\mathcal{H}_{H}^{s}\left(l_{p}(A)\right)=\mathcal{H}_{H}^{s}(A) \quad \text { and } \quad \mathcal{H}_{H}^{s}\left(\delta_{r}(A)\right)=r^{s} \mathcal{H}_{H}^{s}(A)
$$

for any $A \subseteq \mathbb{H}, p \in \mathbb{H}, s \geq 0$ and $r>0$. Moreover it is easy to see that $\mathcal{H}_{H}^{4}=c \mathcal{L}^{3}$ for a suitable positive constant $c$.

In Subsection 4.1 we will make use of the following criterion giving a lower bound on the Hausdorff dimension of a set in a metric space.
Lemma 2.3. Let $(X, d)$ be a separable metric space, let $A \subseteq X$ and let $s>0$. Suppose there is a measure $\mu$ on $X$ with the following properties:
(i) $\mu(A)>0$.
(ii) $\mu(B(x, r) \cap A) \leq c_{\mu} r^{s}$ for all $x \in X$ and $0<r \leq R$, where $c_{\mu}$, $R>0$ are fixed constants.
Then $\mathcal{H}_{d}^{s}(A)>0$.
The proof is a simple exercise.

## 3. Proof of the dimension jump theorem

In the following we prove the absolute continuity of $\mathcal{H}_{H}^{2 \alpha}$ and $\mathcal{H}_{H}^{\alpha+1}$ with respect to $\mathcal{H}_{E}^{\alpha}$ (Propositions 3.2 (i) and 3.6 (i) below) and the absolute continuity of $\mathcal{H}_{E}^{\alpha}$ and $\mathcal{H}_{E}^{1+\frac{\alpha}{2}}$ with respect to $\mathcal{H}_{H}^{\alpha}$ (Propositions 3.2 (ii) and 3.6 (ii) below). Indeed, notice that from Proposition 2.2 (i) we can indifferently estimate the Hausdorff or spherical measures. We start with a technical lemma:

Lemma 3.1. A subset $A$ of $\mathbb{H}$ is bounded with respect to $d_{E}$ if and only if it is bounded with respect to $d_{H}$. More precisely, if $b_{E} \geq 1$ is a bound for $A$ with respect to $d_{E}$, then $2^{\frac{1}{4}} b_{E}$ is a bound for $A$ with respect to $d_{H}$, and if $b_{H} \geq 1$ is a bound for $A$ with respect to $d_{H}$, then $2^{\frac{1}{2}} b_{H}^{2}$ is a bound for $A$ with respect to $d_{E}$.

The proof is left to the reader.
Proposition 3.2. The Hausdorff measures satisfy the following absolute continuity properties ( $\alpha \geq 0$ arbitrary):
(i) $\mathcal{H}_{H}^{\alpha} \ll \mathcal{H}_{E}^{\frac{\alpha}{2}}$.
(ii) $\mathcal{H}_{E}^{\alpha} \ll \mathcal{H}_{H}^{\alpha}$.

Proof: (i) Suppose that $\mathcal{H}_{E}^{\frac{\alpha}{2}}(A)=0$ and denote by $\sqrt{d_{E}}: \mathbb{R}^{3} \times \mathbb{R}^{3} \rightarrow$ $[0,+\infty)$ the distance $\sqrt{d_{E}}\left(p, p^{\prime}\right):=\left(d_{E}\left(p, p^{\prime}\right)\right)^{\frac{1}{2}}$ if $p, p^{\prime} \in \mathbb{R}^{3}$. Then by Proposition 2.2 (iii) with $t=\frac{1}{2}$ we also get $0=\mathcal{H}_{E}^{\frac{\alpha}{2}}(A)=\mathcal{H}_{\sqrt{d_{E}}}^{\alpha}(A)$. Let $A_{n}:=A \cap B_{E}(0, n)$. Applying Lemma 2.1 with $A=A_{n}$, there is a positive constant $c_{n}$ depending only on $n$, such that for all $p, p^{\prime} \in A_{n}$ we have

$$
\begin{equation*}
\frac{1}{c_{n}} d_{E}\left(p, p^{\prime}\right) \leq d_{H}\left(p, p^{\prime}\right) \leq c_{n} \sqrt{d_{E}}\left(p, p^{\prime}\right) \tag{3.1}
\end{equation*}
$$

Let $d_{H}^{(n)}$ and $\sqrt{d_{E}^{(n)}}$ denote the restrictions of the distances $d_{H}$ and $\sqrt{d_{E}}$ to $A_{n}$. By the right inequality in (3.1) and Proposition 2.2 (ii) with $X_{1}=X_{2}=A_{n}, f=\mathrm{Id}, d_{1}=\sqrt{d_{E}^{(n)}}, d_{2}=d_{H}^{(n)}$ and $L=c_{n}$

$$
\mathcal{H}_{d_{H}^{(n)}}^{\alpha}\left(A_{n}\right) \leq c_{n}^{\alpha} \mathcal{H}_{\sqrt{d_{E}^{(n)}}}^{\alpha}\left(A_{n}\right)
$$

On the other hand from Proposition 2.2 (iv)

$$
\mathcal{H}_{H}^{\alpha}\left(A_{n}\right)=\mathcal{H}_{d_{H}^{(n)}}^{\alpha}\left(A_{n}\right) \leq c_{n}^{\alpha} \mathcal{H}_{\sqrt{d_{E}^{(n)}}}^{\alpha}\left(A_{n}\right)=\mathcal{H}_{\sqrt{d_{E}}}^{\alpha}\left(A_{n}\right)=0
$$

Then, by passing to the limit when $n \rightarrow \infty$, we get $\mathcal{H}_{H}^{\alpha}(A)=0$.

The statement (ii) can be proved by similar arguments using the left inequality in (3.1).

In the following we shall prove $\mathcal{S}_{H}^{\alpha+1} \ll \mathcal{S}_{E}^{\alpha}$ and $\mathcal{S}_{E}^{1+\frac{\alpha}{2}} \ll \mathcal{S}_{H}^{\alpha}$, cf. Proposition 3.6 below. This is considerably more complicated than Proposition 3.2. The proof is based on more involved covering lemmas relating the Euclidean and Heisenberg balls. The statements of these covering lemmas can be found in [Gro, 0.6.C].

Before going into details we need one more technical lemma in order to control the distortion of the shape of Euclidean balls under group translation.

Lemma 3.3. Let $A$ be a bounded subset of $\left(\mathbb{R}^{3}, d_{E}\right)$ with bound $b \geq 0$. For $r>0, p=(x, y, t) \in \mathbb{R}^{3}$ and $p^{\prime}=\left(x^{\prime}, y^{\prime}, t^{\prime}\right) \in A$ we have

$$
l_{p^{\prime}}\left(B_{E}(p, r)\right) \subseteq B_{E}\left(l_{p^{\prime}}(p),(2 b+1) r\right)
$$

Moreover if $l_{p^{\prime}}(p)+\left(x^{\prime \prime}, y^{\prime \prime}, t^{\prime \prime}\right) \in l_{p^{\prime}}\left(B_{E}(p, r)\right)$ then $\left\|\left(x^{\prime \prime}, y^{\prime \prime}\right)\right\| \leq r$.
Proof: Let $\left(x+x^{\prime \prime \prime}, y+y^{\prime \prime \prime}, t+t^{\prime \prime \prime}\right) \in B_{E}(p, r)$.

$$
\begin{aligned}
& l_{p^{\prime}}\left(x+x^{\prime \prime \prime}, y+y^{\prime \prime \prime}, t+t^{\prime \prime \prime}\right) \\
& \quad=\left(x^{\prime}+x+x^{\prime \prime \prime}, y^{\prime}+y+y^{\prime \prime \prime}, t^{\prime}+t+t^{\prime \prime \prime}+2\left(\left(x+x^{\prime \prime \prime}\right) y^{\prime}-x^{\prime}\left(y+y^{\prime \prime \prime}\right)\right)\right) \\
& \quad=l_{p^{\prime}}(p)+\left(x^{\prime \prime \prime}, y^{\prime \prime \prime}, t^{\prime \prime \prime}+2\left(x^{\prime \prime \prime} y^{\prime}-x^{\prime} y^{\prime \prime \prime}\right)\right) .
\end{aligned}
$$

Now $\left\|\left(x^{\prime \prime}, y^{\prime \prime}\right)\right\|=\left\|\left(x^{\prime \prime \prime}, y^{\prime \prime \prime}\right)\right\| \leq r$ and

$$
\begin{aligned}
& \left\|\left(x^{\prime \prime \prime}, y^{\prime \prime \prime}, t^{\prime \prime \prime}+2\left(x^{\prime \prime \prime} y^{\prime}-x^{\prime} y^{\prime \prime \prime}\right)\right)\right\|^{2} \\
& \quad=x^{\prime \prime \prime 2}+y^{\prime \prime \prime} 2+\left|t^{\prime \prime \prime}+2\left(x^{\prime \prime \prime} y^{\prime}-x^{\prime} y^{\prime \prime \prime}\right)\right|^{2} \\
& \quad \leq x^{\prime \prime \prime 2}+y^{\prime \prime \prime} 2+\left(\left|t^{\prime \prime \prime}\right|+2\left\|p^{\prime}\right\| \cdot\left\|\left(x^{\prime \prime \prime}, y^{\prime \prime \prime}, t^{\prime \prime \prime}\right)\right\|\right)^{2} \\
& \quad \leq\left\|\left(x^{\prime \prime \prime}, y^{\prime \prime \prime}, t^{\prime \prime \prime}\right)\right\|^{2}+4 b\left\|\left(x^{\prime \prime \prime}, y^{\prime \prime \prime}, t^{\prime \prime \prime}\right)\right\| \cdot\left|t^{\prime \prime \prime}\right|+4 b^{2}\left\|\left(x^{\prime \prime \prime}, y^{\prime \prime \prime}, t^{\prime \prime \prime}\right)\right\|^{2} \\
& \quad \leq r^{2}+4 b r^{2}+4 b^{2} r^{2}=(2 b+1)^{2} r^{2} .
\end{aligned}
$$

The claim follows.
The following statement exhibits a close-to-optimal covering of a Euclidean ball by Heisenberg balls.

Proposition 3.4. Let $A$ be a bounded subset of $\left(\mathbb{R}^{3}, d_{E}\right)$ with bound $b \geq$ 0 . Then there exists $N=N(b) \in \mathbb{N}$ such that for any Euclidean ball $B_{E}(p, r)$ with $p \in A$ and $0<r<1$ we can find Heisenberg balls $B_{H}\left(p_{1}, r\right), \ldots, B_{H}\left(p_{k}, r\right)$ satisfying:
(i) $B_{E}(p, r) \subseteq \bigcup_{i=1}^{k} B_{H}\left(p_{i}, r\right)$.
(ii) $k \leq \frac{N}{r}$.

Remark 3.1. Notice that (ii) yields a sharp control on the number $k$ of Heisenberg balls needed to cover the Euclidean ball in terms of its radius $r$.

Proof: It is clearly enough to show that, given a bounded subset $A$ of $\left(\mathbb{R}^{3}, d_{E}\right)$ with bound $b \geq 0$, there is $N=N(b) \in \mathbb{N}$ such that for $p \in A$ and $0<r<1$ we can find $B_{H}\left(p_{1}, r\right), \ldots, B_{H}\left(p_{k}, r\right)$ satisfying:

$$
B_{E}(p, r / 2) \subseteq \bigcup_{i=1}^{k} B_{H}\left(p_{i}, r\right) \quad \text { and } \quad k \leq \frac{N}{r}
$$

The idea is to use a group translation to move the Euclidean ball to the origin and to perform the covering there with balls centered on the vertical axis $O_{t}$. For $p=(0,0, t) \in O_{t}$ and $r>0$, let us denote by $B_{H, \infty}(p, r)$ the set of points $p^{\prime}=\left(x^{\prime}, y^{\prime}, t^{\prime}\right) \in \mathbb{H}$ satisfying $\left\|\left(x^{\prime}, y^{\prime}\right)\right\| \leq r$ and $\left|t^{\prime}-t\right| \leq r^{2}$. Hence $B_{H, \infty}(p, r)$ is a flat box of height $2 r^{2}$ centered at $p \in \mathbb{H}$ and its orthogonal projection along the vertical axis is a disk of radius $r$. Now let $p \in A, 0<r<1$ and let $k:=\left[\frac{4 b+2}{r}\right]+1$. By Lemma 3.3 we can cover $l_{p^{-1}}\left(B_{E}\left(p, \frac{r}{2}\right)\right)$ with $k$ boxes $B_{H, \infty}\left(p_{i}, \frac{r}{2}\right)$, where $i \in\{1, \ldots, k\}$ and $\left(p_{i}\right)_{i \in\{1, \ldots, k\}}$ are suitable points on the vertical axis. The reader can easily see that $B_{H, \infty}\left(p_{i}, \frac{r}{2}\right) \subseteq B_{H}\left(p_{i}, r\right)$ for $1 \leq i \leq k$, thus
$B_{E}(p, r / 2) \subseteq l_{p}\left(\bigcup_{i=1}^{k} B_{H}\left(p_{i}, r\right)\right)=\bigcup_{i=1}^{k} l_{p}\left(B_{H}\left(p_{i}, r\right)\right)=\bigcup_{i=1}^{k}\left(B_{H}\left(p * p_{i}, r\right)\right)$.
Finally, $k r<\frac{4 b+3}{r} r=4 b+3$ and the claim is proved with $N:=[4 b+$ $3]+1$.

The following statement is in some sense the counterpart of Proposition 3.4. It presents a close-to-optimal covering of a Heisenberg ball by Euclidean balls.

Proposition 3.5. Given a bounded subset $A$ of $\left(\mathbb{R}^{3}, d_{E}\right)$ with bound $b \geq$ 0 , there is $N=N(b) \in \mathbb{N}$ such that for any Heisenberg ball $B_{H}(p, r)$ with $p \in A$ and $0<r<1$ we can find $B_{E}\left(p_{1}, r^{2}\right), \ldots, B_{E}\left(p_{k}, r^{2}\right)$ satisfying:
(i) $B_{H}(p, r) \subseteq \bigcup_{i=1}^{k} B_{E}\left(p_{i}, r^{2}\right)$.
(ii) $k \leq \frac{N}{r^{2}}$.

Remark 3.2. Once again (ii) gives a sharp bound on the number $k$ of Euclidean balls needed to cover the Heisenberg ball in terms of its radius $r$.

Proof: First we consider Heisenberg balls centered at the origin. We will prove the following: There is $K \in \mathbb{N}$ such that given $0<r<1$ we can find $B_{E}\left(p_{1}, r^{2}\right), \ldots, B_{E}\left(p_{l}, r^{2}\right)$ satisfying:

$$
B_{H}(0, r) \subseteq \bigcup_{i=1}^{l} B_{E}\left(p_{i}, 3^{\frac{1}{2}} r^{2}\right) \quad \text { and } \quad l \leq \frac{K}{r^{2}}
$$

Indeed, it is easy to verify that $B_{H}(0, r) \subseteq B_{H, \infty}(0, r)$ (where $B_{H, \infty}(0, r)$ is the box introduced in the proof of Proposition 3.4), and $B_{H, \infty}(0, r)$ is contained in a number $\left(\left[\frac{1}{r}\right]+1\right)^{2}$ of cubes of side length $2 r^{2}$, each of which is contained in a Euclidean ball of radius $3^{\frac{1}{2}} r^{2}$. Hence, the claim is proved with $K:=4$, since $\left(\left[\frac{1}{r}\right]+1\right)<\frac{2}{r}$. Now given $p \in A$ and $0<r<1$, we can find $B_{E}\left(p_{1}, 3^{\frac{1}{2}} r^{2}\right), \ldots, B_{E}\left(p_{l}, 3^{\frac{1}{2}} r^{2}\right)$ covering $l_{p^{-1}}\left(B_{H}(p, r)\right)=$ $B_{H}(0, r)$ so that $l r^{2} \leq K$. Clearly there is a constant $C=C(b)$ and balls $B_{E}\left(p_{1}, \frac{r^{2}}{2 b+1}\right), \ldots, B_{E}\left(p_{k}, \frac{r^{2}}{2 b+1}\right)$ covering $B_{H}(0, r)$ so that $k r^{2} \leq K \cdot C$. We let $N:=K \cdot C$, and with the help of Lemma 3.3 we compute:

$$
\begin{aligned}
B_{H}(p, r) & =l_{p}\left(l_{p^{-1}}\left(B_{H}(p, r)\right)\right) \subseteq l_{p}\left(\bigcup_{i=1}^{k} B_{E}\left(p_{i}, r^{2} /(2 b+1)\right)\right) \\
& =\bigcup_{i=1}^{k} l_{p}\left(B_{E}\left(p_{i}, r^{2} /(2 b+1)\right)\right) \subseteq \bigcup_{i=1}^{k} B_{E}\left(l_{p}\left(p_{i}\right), r^{2}\right)
\end{aligned}
$$

Proposition 3.6. The spherical measures satisfy the following absolute continuity properties ( $\alpha \geq 0$ arbitrary):
(i) $\mathcal{S}_{H}^{\alpha+1} \ll \mathcal{S}_{E}^{\alpha}$.
(ii) $\mathcal{S}_{E}^{1+\frac{\alpha}{2}} \ll \mathcal{S}_{H}^{\alpha}$.

Proof: The proof is based on the covering statements formulated in Propositions 3.4 and 3.5. Let $\alpha \geq 0$ and $A \subseteq \mathbb{H}$.
(i) Suppose that $\mathcal{S}_{E}^{\alpha}(A)=0$. Let $A_{n}:=A \cap B_{E}(0, n)$ for all $n \in \mathbb{N}$. Given $n \in \mathbb{N}, 0<\delta<1$ and $\epsilon>0$ arbitrary, there is a covering of $A_{n}$ with Euclidean balls $\left(B_{E}\left(p_{i}, r_{i}\right)\right)_{i \in \mathbb{N}}$ such that $r_{i} \leq \frac{\delta}{2}, p_{i} \in B_{E}(0, n+1)$ for $i \in \mathbb{N}$ and

$$
\sum_{i=1}^{\infty}\left(2 r_{i}\right)^{\alpha} \leq \frac{\epsilon}{2 N(n+1)}
$$

where $N(n+1)$ is from Proposition 3.4. By Proposition 3.4, each $B_{E}\left(p_{i}, r_{i}\right)$ can be covered with Heisenberg balls $B_{H}\left(p_{i, j}, r_{i}\right)$, where $j \in\{1, \ldots, k(i)\}$ and $k(i) r_{i} \leq N(n+1)$. The resulting collection $\left(B_{H}\left(p_{i, j}, r_{i}\right)\right)_{i \in \mathbb{N}, j \in\{1, \ldots, k(i)\}}$ forms a covering of $A_{n}$. Now, for $m \in \mathbb{N}$,

$$
\sum_{i=1}^{m} \sum_{j=1}^{k(i)}\left(2 r_{i}\right)^{\alpha+1}=\sum_{i=1}^{m}\left(2 r_{i}\right)^{\alpha} 2 \sum_{j=1}^{k(i)} r_{i} \leq 2 N(n+1) \sum_{i=1}^{m}\left(2 r_{i}\right)^{\alpha} \leq \epsilon
$$

Consequently, by (2.3) we obtain $\mathcal{S}_{H, \delta}^{\alpha+1}\left(A_{n}\right) \leq \epsilon$. Since $0<\delta<1$ and $\epsilon>0$ are arbitrary, we get $\mathcal{S}_{H}^{\alpha+1}\left(A_{n}\right)=0$. Finally,

$$
\mathcal{S}_{H}^{\alpha+1}(A)=\mathcal{S}_{H}^{\alpha+1}\left(\bigcup_{n \in \mathbb{N}} A_{n}\right) \leq \lim _{n \rightarrow \infty} \mathcal{S}_{H}^{\alpha+1}\left(A_{n}\right)=0
$$

(ii) Suppose that $\mathcal{S}_{H}^{\alpha}(A)=0$. Let $A_{n}:=A \cap B_{H}(0, n)$ for all $n \in \mathbb{N}$. Given $n \in \mathbb{N}, 0<\delta<1$ and $\epsilon>0$ arbitrary, there is a covering of $A_{n}$ with Heisenberg balls $\left(B_{H}\left(p_{i}, r_{i}\right)\right)_{i \in \mathbb{N}}$ such that $r_{i} \leq \frac{\delta}{2}, p_{i} \in B_{H}(0, n+1) \subseteq$ $B_{E}\left(0,2^{\frac{1}{2}}(n+1)^{2}\right)$ for $i \in \mathbb{N}$ (see Lemma 3.1) and

$$
\sum_{i=1}^{\infty}\left(2 r_{i}\right)^{\alpha} \leq \frac{\epsilon}{2^{1-\frac{\alpha}{2}} N\left(2^{\frac{1}{2}}(n+1)^{2}\right)}
$$

where $N\left(2^{\frac{1}{2}}(n+1)^{2}\right)$ is from Proposition 3.5. By Proposition 3.5, each $B_{H}\left(p_{i}, r_{i}\right)$ can be covered with balls $B_{E}\left(p_{i, j}, r_{i}^{2}\right)$, where $j \in\{1, \ldots, k(i)\}$ and $k(i) r_{i}^{2} \leq N\left(2^{\frac{1}{2}}(n+1)^{2}\right)$. The resulting collection $\left(B_{E}\left(p_{i, j}, r_{i}^{2}\right)\right)_{i \in \mathbb{N}, j \in\{1, \ldots, k(i)\}}$ forms a covering of $A_{n}$. Now, for $m \in \mathbb{N}$,

$$
\sum_{i=1}^{m} \sum_{j=1}^{k(i)}\left(2 r_{i}^{2}\right)^{1+\frac{\alpha}{2}}=\sum_{i=1}^{m} 2^{1+\frac{\alpha}{2}} r_{i}^{\alpha} \sum_{j=1}^{k(i)} r_{i}^{2}=2^{1-\frac{\alpha}{2}} \sum_{i=1}^{m}\left(2 r_{i}\right)^{\alpha} \sum_{j=1}^{k(i)} r_{i}^{2}
$$

and

$$
2^{1-\frac{\alpha}{2}} \sum_{i=1}^{m}\left(2 r_{i}\right)^{\alpha} \sum_{j=1}^{k(i)} r_{i}^{2} \leq 2^{1-\frac{\alpha}{2}} N\left(2^{\frac{1}{2}}(n+1)^{2}\right) \sum_{i=1}^{m}\left(2 r_{i}\right)^{\alpha} \leq \epsilon
$$

Consequently, $\mathcal{S}_{E, \delta}^{1+\frac{\alpha}{2}}\left(A_{n}\right) \leq \epsilon$. Since $0<\delta<1$ and $\epsilon>0$ are arbitrary, we get $\mathcal{S}_{E}^{1+\frac{\alpha}{2}}\left(A_{n}\right)=0$. Finally,

$$
\mathcal{S}_{E}^{1+\frac{\alpha}{2}}(A)=\mathcal{S}_{E}^{1+\frac{\alpha}{2}}\left(\bigcup_{n \in \mathbb{N}} A_{n}\right) \leq \lim _{n \rightarrow \infty} \mathcal{S}_{E}^{1+\frac{\alpha}{2}}\left(A_{n}\right)=0
$$

It is clear that Propositions 3.2 and 3.6 together with Proposition 2.2 (i) imply Theorem 1.1.

## 4. Proof of the sharpness of the dimension jump

Let us start by presenting the intuitive background behind the proof of Theorem 1.2. Observe first that a Heisenberg ball $B_{H}(p, r)$ for small $r>0$ has the following crucial property: in the directions of the horizontal space $\mathrm{H}_{p} \mathbb{H}$, the size of $B_{H}(p, r)$ is the same as for a Euclidean ball. In the complementary direction however, the size of $B_{H}(p, r)$ is much smaller: it is comparable to $r^{2}$. For the first statement of Theorem 1.2 we have to construct a set whose Heisenberg Hausdorff dimension and measure is as large as possible in comparison to its Euclidean Hausdorff dimension and measure. For this reason, the sets we construct will be in some sense distributed along the direction in which the Heisenberg balls are small: i.e. transversal to the horizontal plane distribution. For the second statement of Theorem 1.2 we have to do the opposite: we have to construct sets with possibly small Heisenberg-Hausdorff dimension and measure as related to the Euclidean Hausdorff dimension and measure. This sets will be in some sense tangent to the horizontal plane distribution.

Some of the sets constructed are of product-type. Recent results about the Hausdorff measure and dimension of such sets are due to Howroyd (see $[\mathbf{H o w}]$ ). However, the Heisenberg metric is not of product-type and therefore we cannot simply take over the results in [How], but we have to use many ad hoc arguments in our proofs instead.

One of the main building blocks needed in the construction of the sets mentioned in Theorem 1.2 is the Cantor-set $C_{s} \subseteq[0,1]$ of Hausdorff dimension $s$, where $0<s<1$. The construction is standard, nevertheless we shall recall it as we need its details in our proofs. Let us choose $\lambda>0$ such that $\lambda^{s}=\frac{1}{2} . C_{s}$ is obtained as the intersection $C_{s}=\bigcap_{k \in \mathbb{N}_{0}} C_{s}^{k}$, where for each $k \in \mathbb{N}_{0} C_{s}^{k}=\bigcup_{l=1}^{2^{k}} I_{k, l}$ is the union of $2^{k}$ pairwise disjoint intervals $I_{k, l}$ of diameter $\operatorname{diam}\left(I_{k, l}\right)=\lambda^{k}$ constructed recursively in the following way: we let $I_{0,1}=[0,1]$, and, given $k \in \mathbb{N}_{0}, 1 \leq l \leq 2^{k}$
and $I_{k, l}=\left[a_{k, l}, b_{k, l}\right]$, we let $I_{k+1,2 l-1}=\left[a_{k, l}, a_{k, l}+\lambda^{k+1}\right]$ and $I_{k+1,2 l}=$ $\left[b_{k, l}-\lambda^{k+1}, b_{k, l}\right]$.

We collect some standard facts (see [Fa] and [Ma, 4.10]) about $C_{s}$ in the following proposition:

## Proposition 4.1.

(i) $C_{s}$ is a compact subset of $\mathbb{R}$ without interior points.
(ii) $0<\mathcal{H}_{E}^{s}\left(C_{s}\right)<\infty$.

### 4.1. Sharpness of $\mathcal{H}_{H}^{\min \{2 \alpha, \alpha+1\}} \ll \mathcal{H}_{E}^{\alpha}$.

We distinguish several cases depending on the magnitude of $\alpha>0$.

1. Case $0<\boldsymbol{\alpha} \leq 1$. We let $A_{\alpha}:=\left\{(0,0, t) \mid t \in C_{\alpha}\right\}$ for $0<$ $\alpha<1$, where $C_{\alpha}$ is the Cantor set of dimension $\alpha$ constructed above, and $A_{1}:=\{(0,0, t) \mid t \in[0,1]\}$. By Proposition 4.1, we know that $0<\mathcal{H}_{E}^{\alpha}\left(A_{\alpha}\right)<\infty$. Let us observe that the restriction of $d_{H}$ to the vertical axis $O_{t}$ satisfies $d_{H}\left(p_{1}, p_{2}\right)=\left(d_{E}\left(p_{1}, p_{2}\right)\right)^{\frac{1}{2}}$ for $p_{1}, p_{2} \in O_{t}$. Since $A_{\alpha} \subseteq O_{t}$ and $\mathcal{H}_{E}^{\alpha}\left(A_{\alpha}\right)>0, \mathcal{H}_{H}^{2 \alpha}\left(A_{\alpha}\right)>0$ follows immediately from Proposition 2.2 (iii) and (iv).
2. Case $1<\boldsymbol{\alpha}<2$. $A_{\alpha}$ is now a Cantor set of vertical segments given by $A_{\alpha}=\left\{(x, 0, t) \mid x \in C_{\alpha-1}, t \in[0,1]\right\}$.

First, we prove that $\mathcal{H}_{E}^{\alpha}\left(A_{\alpha}\right)<\infty$. Since we are working with the Cantor set $C_{\alpha-1}$, we have $\lambda^{\alpha-1}=\frac{1}{2}$. Let $\delta>0$ arbitrary and let $k \in \mathbb{N}$ such that $2^{\frac{1}{2}} \lambda^{k}<\delta$. Consider the sets $J_{l, m}:=I_{k, l} \times\{0\} \times$ $\left[m \lambda^{k},(m+1) \lambda^{k}\right]$, where $l=1, \ldots, 2^{k}$ and $m=0, \ldots,\left[\lambda^{-k}+1\right]-1$. Then $A_{\alpha} \subseteq \bigcup_{l, m} J_{l, m}$, and
$\mathcal{H}_{E, \delta}^{\alpha}\left(A_{\alpha}\right) \leq \sum_{l, m}\left(\operatorname{diam}_{E}\left(J_{l, m}\right)\right)^{\alpha}=\sum_{l, m}\left(2^{\frac{1}{2}} \lambda^{k}\right)^{\alpha}=2^{\frac{\alpha}{2}} \lambda^{\alpha k} 2^{k}\left[\lambda^{-k}+1\right]<2^{\frac{\alpha+2}{2}}$.
Hence $\mathcal{H}_{E, \delta}^{\alpha}\left(A_{\alpha}\right)<2^{\frac{\alpha+2}{2}}$ for all $\delta>0$, so $\mathcal{H}_{E}^{\alpha}\left(A_{\alpha}\right) \leq 2^{\frac{\alpha+2}{2}}$.
The idea for proving $\mathcal{H}_{H}^{\alpha+1}\left(A_{\alpha}\right)>0$ is to apply Lemma 2.3, i.e. to find a measure $\mu$ on $\left(\mathbb{H}, d_{H}\right)$ satisfying (i) and (ii).

Let $\mu=\mathcal{H}_{E}^{\alpha}$ be the $\alpha$-dimensional Hausdorff measure on $\mathbb{H} \equiv \mathbb{R}^{3}$ with respect to $d_{E}$. We must show that $\mu$ has the required properties:
(i) We have $\mathcal{H}_{E}^{\alpha-1}\left(C_{\alpha-1}\right)>0$ (by Proposition 4.1 (ii)) and $\mathcal{H}_{E}^{1}(\{0\} \times$ $[0,1])=1$. Theorem $8.10(1)$ of [Ma] gives

$$
\mu\left(A_{\alpha}\right)=\mathcal{H}_{E}^{(\alpha-1)+1}\left(C_{\alpha-1} \times\{0\} \times[0,1]\right)>0
$$

(ii) Let $p \in \mathbb{H}$ and $0<r<\frac{1}{4}$ such that $B_{H}(p, r) \cap(\mathbb{R} \times\{0\} \times$ $\mathbb{R}) \neq \emptyset$. Let $(x, 0, t),\left(x^{\prime}, 0, t^{\prime}\right) \in B_{H}(p, r) \cap(\mathbb{R} \times\{0\} \times \mathbb{R})$. Then $d_{H}\left((x, 0, t),\left(x^{\prime}, 0, t^{\prime}\right)\right) \leq 2 r$. In particular $\left|x^{\prime}-x\right| \leq 2 r$ and $\left|t^{\prime}-t\right| \leq 4 r^{2}$. Hence

$$
B_{H}(p, r) \cap A_{\alpha} \subseteq\left([x-2 r, x+2 r] \cap C_{\alpha-1}\right) \times\{0\} \times\left[t-4 r^{2}, t+4 r^{2}\right]
$$

Let $k \in \mathbb{N}$ be minimal with $\lambda^{k} \leq 4 r$. Then $[x-2 r, x+2 r]$ intersects at most 3 intervals $I_{k, l}$, otherwise $[x-2 r, x+2 r]$ would have to contain some $I_{k-1, l}$. Thus $[x-2 r, x+2 r]$ intersects at most $3 \cdot 2^{k}$ intervals $I_{2 k, l}$. This gives

$$
\begin{aligned}
& \mathcal{H}_{E}^{\alpha}(([x-2 r, x+2 r]\left.\left.\cap C_{\alpha-1}\right) \times\{0\} \times\left[t-4 r^{2}, t+4 r^{2}\right]\right) \\
& \leq 3 \cdot 2^{k}\left(\left[8 r^{2} \lambda^{-2 k}\right]+1\right)\left(\operatorname{diam}_{E}\left(I_{k, l} \times\{0\} \times J\right)\right)^{\alpha}
\end{aligned}
$$

where $J$ is a subinterval of $\left[t-4 r^{2}, t+4 r^{2}\right]$ of diameter $\lambda^{2 k}$. Now

$$
\begin{aligned}
& 3 \cdot 2^{k}\left(\left[8 r^{2} \lambda^{-2 k}\right]+1\right)\left(\operatorname{diam}_{E}\left(I_{k, l} \times\{0\} \times J\right)\right)^{\alpha} \\
& \quad \leq 9 \cdot 2^{k} 8 r^{2} \lambda^{-2 k}\left(2^{\frac{1}{2}} \lambda^{2 k}\right)^{\alpha}=9 \cdot 2^{k} 8 r^{2} \lambda^{-2 k} 2^{\frac{\alpha}{2}}\left(\lambda^{2 k}\right)^{\alpha-1} \lambda^{2 k} \\
& \quad=K_{1} 2^{k} 8 r^{2}\left(\lambda^{k}\right)^{\alpha-1}\left(\lambda^{k}\right)^{\alpha-1}=K_{2} 8 r^{2}\left(\lambda^{k}\right)^{\alpha-1} \leq K_{3} r^{\alpha+1}
\end{aligned}
$$

with $K_{1}, K_{2}, K_{3}>0$ not depending on $r$. We have used $1 \leq 2 \cdot 8 r^{2} \lambda^{-2 k}$, $\lambda^{\alpha-1}=\frac{1}{2}$ and $\lambda^{k} \leq 4 r$. Summing up we get

$$
\mu\left(B_{H}(p, r) \cap A_{\alpha}\right) \leq c_{\mu} r^{\alpha+1}
$$

with a positive constant $c_{\mu}$ not depending on $r$.
3. Case $\alpha=2$. In this case, the argument is based on Pansu's isoperimetric inequality (see [Pa2]), which says that if $\Omega \subseteq \mathbb{H}$ is a bounded domain with piecewise $C^{2}$ smooth boundary $\partial \Omega$, then

$$
\begin{equation*}
\mathcal{H}_{H}^{3}(\partial \Omega) \geq c\left(\mathcal{L}^{3}(\Omega)\right)^{\frac{3}{4}} \tag{4.1}
\end{equation*}
$$

with some absolute constant $c>0$. Now, setting $A_{2}:=\partial B_{E}(0,1)$ and using (4.1), we obtain $\mathcal{H}_{H}^{3}\left(A_{2}\right)>0$ as required.
4. Case $2<\boldsymbol{\alpha}<\mathbf{3}$. The set $A_{\alpha}$ in this case is a Cantor-set of spheres:

$$
A_{\alpha}:=\bigcup_{r \in C_{\alpha-2}} S_{H}(0, r)
$$

where $S_{H}(0, r)=\left\{p \in \mathbb{H} \mid\|p\|_{H}=r\right\}$ is the sphere of radius $r$ centered at 0 with respect to $d_{H}$ and $C_{\alpha-2}$ is the Cantor-set of Hausdorff dimension $\alpha-2$. The estimate $\mathcal{H}_{E}^{\alpha}\left(A_{\alpha}\right)<\infty$ follows from the product type structure of $A_{\alpha} . A_{\alpha}$ is not directly a product set, but it is the image of a product-type set under a Lipchitz mapping. The proof is then similar to the proof in Case 2. The details can be found in $[\mathbf{R i}]$. The set $A_{\alpha}$ appeared already in [Ba1] in connection with quasiconformal mappings of the Heisenberg group. Using Pansu's isoperimetric inequality, it was shown (see Lemma 5.2 and the subsequent remark) that $\mathcal{H}_{H, \infty}^{\alpha+1}\left(A_{\alpha}\right)>0$.
5. Case $\boldsymbol{\alpha}=$ 3. Simply take $A_{3}:=B_{H}(0,1)$. Then $0<\mathcal{H}_{E}^{3}\left(A_{3}\right)<\infty$ and $0<\mathcal{H}_{H}^{4}\left(A_{3}\right)<\infty$.

### 4.2. Sharpness of $\mathcal{H}_{E}^{\min \left\{\alpha, 1+\frac{\alpha}{2}\right\}} \ll \mathcal{H}_{H}^{\alpha}$.

Let us remember that in order to show the sharpness of $\mathcal{H}_{E}^{\min \left\{\alpha, 1+\frac{\alpha}{2}\right\}} \ll$ $\mathcal{H}_{H}^{\alpha}$, we have to construct sets which are in some sense tangent to the horizontal distribution. For small dimensions $\alpha$ this is fairly easy: we just consider subsets of horizontal curves. For higher dimensions things become more complicated and we have to use some recent results obtained in [Ba2] about the so-called characteristic sets.

1. Case $\mathbf{0}<\boldsymbol{\alpha} \leq \mathbf{1}$. The choice of the set $A_{\alpha}$ in the case $0<\alpha \leq 1$ is based on the fact that the restriction of $d_{H}$ to horizontal curves is bi-Lipschitz equivalent to $d_{E}$. Observe that the $O_{x}$ axis is a horizontal curve. In fact, the restrictions of $d_{H}$ and $d_{E}$ to $O_{x}$ coincide. Hence, if we let $A_{\alpha}:=\left\{(x, 0,0) \mid x \in C_{\alpha}\right\}$ when $0<\alpha<1$ and $A_{1}:=\{(x, 0,0) \mid$ $x \in[0,1]\}$, then $0<\mathcal{H}_{E}^{\alpha}\left(A_{\alpha}\right)=\mathcal{H}_{H}^{\alpha}\left(A_{\alpha}\right)<\infty$ by Propositions 2.2 (iv) and 4.1 (ii).

The construction of the sets $A_{\alpha}$, respectively $A_{\alpha, \delta}$, in the remaining cases is more involved. We start with a definition:

Definition 4.1. Let $S \subseteq \mathbb{R}^{3}$ be a $C^{1}$ smooth, regular surface. A point $p \in$ $S$ is a characteristic point for $S$ if $\mathrm{T}_{p} S=\mathrm{H}_{p} \mathbb{H}$, that is if the tangent space of $S$ and the horizontal plane coincide at $p$. The characteristic set $C(S)$ of $S$ is the set of characteristic points for $S$.

Remark 4.1. Assume that the surface $S$ is given as the graph of a $C^{1}$ function $f: U \rightarrow \mathbb{R}$ over a domain $U \subseteq \mathbb{R}^{2}$, i.e. $S=\{(x, y, f(x, y)) \mid$ $(x, y) \in U\}$. Then $p=(x, y, t) \in S$ is a characteristic point if and only if

$$
\frac{\partial f}{\partial x}(x, y)=2 y \quad \text { and } \quad \frac{\partial f}{\partial y}(x, y)=-2 x
$$

In what follows we consider characteristic sets $C(S)$ on such graphs. We collect the results from $[\mathbf{B a 2}]$ needed in the sequel in the following theorem:

Theorem 4.2. Given $1<\alpha<2$, there exists a compact subset $Q_{\alpha}$ of $Q:=\left[-\frac{1}{2}, \frac{1}{2}\right] \times\left[-\frac{1}{2}, \frac{1}{2}\right]$ and a $C^{1,1}$ smooth map $f: Q \rightarrow \mathbb{R}$, such that:
(i) $0<\mathcal{H}_{E}^{\alpha}\left(Q_{\alpha}\right)<\infty$.
(ii) $\left\{(x, y, f(x, y)) \mid(x, y) \in Q_{\alpha}\right\} \subseteq C(S)$, where $S=\{(x, y, f(x, y)) \mid$ $(x, y) \in Q\}$.
(iii) For any $s \geq 0$, there is a constant $c=c(s)$ such that $\mathcal{H}_{H}^{s}(A) \leq$ $c \mathcal{H}_{E}^{s}(A)$ whenever $A \subseteq C(S)$.
Remark 4.2. (i) and (ii) are shown in the proof of Theorem 1.4 in [ $\mathbf{B a 2}]$. (iii) is essentially Case 2 of Theorem 1.1 in [ $\mathbf{B a} 2]$ where $\mathcal{H}_{H, \infty}^{t}$ (respectively $\mathcal{H}_{E, \infty}^{t}$ ) has been replaced by $\mathcal{H}_{H}^{t}$ (respectively $\mathcal{H}_{E}^{t}$ ). The proof given there only needs very minor changes in our case. The computations can be found in $[\mathbf{R i}]$.
2. Case $1<\boldsymbol{\alpha}<\mathbf{2}$. Our set $A_{\alpha}$ is obtained from the characteristic set of a surface in the following way: Let $Q_{\alpha}$ and $f: Q \rightarrow \mathbb{R}$ be as in Theorem 4.2. Consider the mapping $F: Q \rightarrow \mathbb{R}^{3}$ given by $F(x, y)=$ $(x, y, f(x, y))$ and set $A_{\alpha}:=F\left(Q_{\alpha}\right)$. Observe that $F:\left(Q_{\alpha}, d_{E}\right) \rightarrow$ $\left(A_{\alpha}, d_{E}\right)$ is a bi-Lipschitz mapping and therefore

$$
\frac{1}{k} \mathcal{H}_{E}^{\alpha}\left(Q_{\alpha}\right) \leq \mathcal{H}_{E}^{\alpha}\left(A_{\alpha}\right) \leq k \mathcal{H}_{E}^{\alpha}\left(Q_{\alpha}\right)
$$

for some $k>0$. This shows in particular that $\mathcal{H}_{E}^{\alpha}\left(A_{\alpha}\right)>0$. We apply Theorem 4.2 to estimate $\mathcal{H}_{H}^{\alpha}\left(A_{\alpha}\right)$. Since $A_{\alpha} \subseteq C(S)$, it follows that

$$
\mathcal{H}_{H}^{\alpha}\left(A_{\alpha}\right) \leq c \mathcal{H}_{E}^{\alpha}\left(A_{\alpha}\right) \leq c k \mathcal{H}_{E}^{\alpha}\left(Q_{\alpha}\right)
$$

3. Case $\boldsymbol{\alpha}=$ 2. Given $0<\delta<2$ arbitrary, consider the set $Q_{2-\delta}$ and the map $F$ from the Case 2 above. Then for $A_{\alpha, \delta}:=F\left(Q_{2-\delta}\right)$, we have $\mathcal{H}_{E}^{2-\delta}\left(A_{\alpha, \delta}\right)>0$ and $\mathcal{H}_{H}^{2}\left(A_{\alpha, \delta}\right)=0$ by Theorem 4.2.
4. Case $2<\boldsymbol{\alpha}<4$. Given $0<\delta<1$ arbitrary, consider the map $F$ and the set $F\left(Q_{2-\delta}\right)$ from 2. above. Our set $A_{\alpha, \delta}$ will be a product of $F\left(Q_{2-\delta}\right)$ with the Cantor set $C_{\frac{\alpha-2}{2}}$ lying in the vertical axis:

$$
A_{\alpha, \delta}:=\left\{(x, y, f(x, y)+t) \mid(x, y) \in Q_{2-\delta}, t \in C_{\frac{\alpha-2}{2}}\right\}
$$

The estimate $\mathcal{H}_{E}^{1+\frac{\alpha}{2}-\delta}\left(A_{\alpha, \delta}\right)>0$ is again a consequence of the Euclidean product structure of $A_{\alpha, \delta}$. To see this, consider the map

$$
g: Q_{2-\delta} \times C_{\frac{\alpha-2}{2}} \rightarrow A_{\alpha, \delta} ; \quad g(x, y, t):=F(x, y)+(0,0, t)
$$

$g$ is a bijection, and the inverse is

$$
g^{-1}: A_{\alpha, \delta} \rightarrow Q_{2-\delta} \times C_{\frac{\alpha-2}{2}} ; \quad g^{-1}(x, y, t):=(x, y, t)-(0,0, f(x, y)) .
$$

It is easy to see that $g:\left(Q_{2-\delta} \times C_{\frac{\alpha-2}{2}}, d_{E}\right) \rightarrow\left(A_{\alpha, \delta}, d_{E}\right)$ is bi-Lipschitz. Hence, it is enough to show that

$$
\mathcal{H}_{E}^{1+\frac{\alpha}{2}-\delta}\left(Q_{2-\delta} \times C_{\frac{\alpha-2}{2}}\right)>0
$$

But $\mathcal{H}_{E}^{2-\delta}\left(Q_{2-\delta}\right)>0$ and $\mathcal{H}_{E}^{\frac{\alpha-2}{2}}\left(C_{\frac{\alpha-2}{2}}\right)>0$, by Proposition 4.1 (ii) and Theorem 4.2, so

$$
\mathcal{H}_{E}^{1+\frac{\alpha}{2}-\delta}\left(Q_{2-\delta} \times C_{\frac{\alpha-2}{2}}\right)=\mathcal{H}_{E}^{(2-\delta)+\left(\frac{\alpha-2}{2}\right)}\left(Q_{2-\delta} \times C_{\frac{\alpha-2}{2}}\right)>0
$$

by [Ma, Theorem 8.10 (1)].
Next, we prove that $\mathcal{H}_{H, \infty}^{\alpha}\left(A_{\alpha, \delta}\right)=0$. This is a more difficult task since we have to consider coverings with Heisenberg balls. In our argument it is crucial that the shape of Heisenberg balls remains unchanged under vertical translations. Now remember that $0<\lambda<1$ is related to $C_{\frac{\alpha-2}{2}}$ by the equation $\lambda^{\frac{\alpha-2}{2}}=\frac{1}{2}$ and let $c:=\left(1+\lambda^{-\frac{1}{2}}\right)^{2} 2^{\alpha-2}$. Given $0<\epsilon<c \lambda^{2}$, using the compactness of $F\left(Q_{2-\delta}\right)$ and the fact that $\mathcal{H}_{H}^{2}\left(F\left(Q_{2-\delta}\right)\right)=0$, we can cover $F\left(Q_{2-\delta}\right)$ with Heisenberg balls $\left(B_{H}\left(p_{n}, r_{n}\right)\right)_{n \in\{1, \ldots, N\}}$ in such a way that $\sum_{n=1}^{N}\left(2 r_{n}\right)^{2}<\epsilon / c$.

For each $n \in\{1, \ldots, N\}$, let $k_{n} \in \mathbb{N}$ such that $\lambda^{\frac{k_{n}+1}{2}} \leq 2 r_{n}<\lambda^{\frac{k_{n}}{2}}$ $\left(2 r_{n}<(\epsilon / c)^{\frac{1}{2}}<\lambda\right.$ for $n=1, \ldots, N$ by construction). For $n=1, \ldots, N$ and $l_{n}=1, \ldots, 2^{k_{n}}$, let

$$
B_{n, l_{n}}:=\left\{\left(x, y, t+t^{\prime}\right) \mid(x, y, t) \in B_{H}\left(p_{n}, r_{n}\right), t^{\prime} \in I_{k_{n}, l_{n}}\right\},
$$

where $I_{k_{n}, l_{n}}$ are the intervals appearing in the construction of the Cantor set $C_{\frac{\alpha-2}{2}}$. Notice that $A_{\alpha, \delta} \subseteq \bigcup_{n, l_{n}} B_{n, l_{n}}$. In what follows we estimate
the Heisenberg diameter of $B_{n, l_{n}}$ : Let $(x, y, t),\left(x^{\prime}, y^{\prime}, t^{\prime}\right) \in B_{H}\left(p_{n}, r_{n}\right)$ and let $t_{1}, t_{2} \in I_{k_{n}, l_{n}}$. Then

$$
\begin{aligned}
& d_{H}\left(\left(x, y, t+t_{1}\right),\left(x^{\prime}, y^{\prime}, t^{\prime}+t_{2}\right)\right) \\
& \quad=\left\|\left(x^{\prime}-x, y^{\prime}-y,\left(t^{\prime}-t\right)+\left(t_{2}-t_{1}\right)-2 x^{\prime} y+2 x y^{\prime}\right)\right\|_{H} \\
& \quad=\left\|\left(x^{\prime}-x, y^{\prime}-y,\left(t^{\prime}-t\right)-2 x^{\prime} y+2 x y^{\prime}\right) *\left(0,0, t_{2}-t_{1}\right)\right\|_{H} \\
& \quad \leq d_{H}\left((x, y, t),\left(x^{\prime}, y^{\prime}, t^{\prime}\right)\right)+\left|t_{2}-t_{1}\right|^{\frac{1}{2}} \\
& \quad \leq 2 r_{n}+\lambda^{\frac{k_{n}}{2}} .
\end{aligned}
$$

This computation gives $\operatorname{diam}_{H}\left(B_{n, l_{n}}\right) \leq 2 r_{n}+\lambda^{\frac{k_{n}}{2}}$. Now:

$$
\begin{aligned}
& \sum_{n, l_{n}}\left(\operatorname{diam}_{H}\left(B_{n, l_{n}}\right)\right)^{\alpha} \\
& \quad=\sum_{n, l_{n}}\left(\operatorname{diam}_{H}\left(B_{n, l_{n}}\right)\right)^{2}\left(\operatorname{diam}_{H}\left(B_{n, l_{n}}\right)\right)^{\alpha-2} \\
& \quad \leq \sum_{n, l_{n}}\left(2 r_{n}+\lambda^{\frac{k_{n}}{2}}\right)^{2}\left(2 r_{n}+\lambda^{\frac{k_{n}}{2}}\right)^{\alpha-2} \leq \sum_{n, l_{n}}\left(\left(1+\lambda^{-\frac{1}{2}}\right) 2 r_{n}\right)^{2}\left(2 \lambda^{\frac{k_{n}}{2}}\right)^{\alpha-2} \\
& \quad=\sum_{n, l_{n}}\left(1+\lambda^{-\frac{1}{2}}\right)^{2}\left(2 r_{n}\right)^{2} 2^{\alpha-2}\left(\frac{1}{2}\right)^{k_{n}}=\sum_{n}\left(1+\lambda^{-\frac{1}{2}}\right)^{2}\left(2 r_{n}\right)^{2} 2^{\alpha-2} \\
& \quad=\left(1+\lambda^{-\frac{1}{2}}\right)^{2} 2^{\alpha-2} \sum_{n}\left(2 r_{n}\right)^{2}=c \sum_{n}\left(2 r_{n}\right)^{2}<c \frac{\epsilon}{c}=\epsilon .
\end{aligned}
$$

Hence, for an arbitrary $0<\epsilon<c \lambda^{2}$, there exists a covering $\left(B_{n, l_{n}}\right)_{n, l_{n}}$ $\left(n=1, \ldots, N, l_{n}=1, \ldots, 2^{k_{n}}\right)$ of $A_{\alpha, \delta}$ such that $\sum_{n, l_{n}}\left(\operatorname{diam}_{H}\left(B_{n, l_{n}}\right)\right)^{\alpha}<$ $\epsilon$.
5. Case $\boldsymbol{\alpha}=4$. This, again, is trivial. Take $A_{4}:=B_{E}(0,1)$. Then $0<\mathcal{H}_{E}^{3}\left(A_{4}\right)<\infty$ and $0<\mathcal{H}_{H}^{4}\left(A_{4}\right)<\infty$.

## 5. An application to $\mathbb{H}$-rectifiability

In this section we will compare the classical notion of 2-Euclidean rectifiability and the notion of $\mathbb{H}$-rectifiability introduced in [FSSC1].

Let us recall the classical notion of $m$-rectifiability in a general metric space due to Federer ( $[\mathbf{F e}, 3.2 .14]$ ): Given a metric space $(X, d)$ and a
positive integer $m$, we say that a Borel set $E \subseteq X$ is $m$-rectifiable if there exists a countable collection of Lipschitz maps $f_{i}: A_{i} \subseteq\left(\mathbb{R}^{m}, d_{E}\right) \rightarrow$ $(X, d)$ such that

$$
\mathcal{H}_{d}^{m}\left(E \backslash \bigcup_{i=1}^{\infty} f_{i}\left(A_{i}\right)\right)=0
$$

An $m$-dimensional Euclidean rectifiable set is an $m$-rectifiable subset of $\left(\mathbb{R}^{n}, d_{E}\right)$.

Remark 5.1. It is well known that $m$-dimensional Euclidean rectifiability is equivalent to the requirement that $\mathcal{H}_{d_{E}}^{m}$-almost all of the set can be covered by a sequence of $C^{1} m$-graphs of $\mathbb{R}^{n}$ (see [AFP, Chapter 2, Section 2.9]).

It turned out however that this notion of rectifiability is not appropriate in the setting of the Heisenberg group endowed with the Heisenberg metric. Indeed, Ambrosio and Kirchheim (see [AK, Theorem 7.2]) proved that the Heisenberg group $\left(\mathbb{H}, d_{H}\right)$ is purely $m$-unrectifiable for $m=2,3,4$, i.e. that for any Lipschitz map

$$
f: A \subseteq\left(\mathbb{R}^{m}, d_{E}\right) \rightarrow\left(\mathbb{H}, d_{H}\right)
$$

one has $\mathcal{H}_{H}^{m}(f(A))=0$. This lack of rectifiable sets in the classical sense suggests that more intrinsic definitions of rectifiability could be useful instead. To this aim, in [FSSC1], an intrinsic definition of rectifiability in the Heisenberg group was introduced in the codimension one case. This was successfully used to study the structure of the sets of intrinsic finite perimeter (see [FSSC1], [FSSC2], [FSSC3]).

The idea in [FSSC1] was to replace the images of Lipschitz mappings in Federer's definition by surfaces given as level sets of $\mathbb{H}$-differentiable functions. This led to the following definition:

Definition 5.1. We shall say that $S \subseteq \mathbb{H}$ is 3 -dimensional $\mathbb{H}$-rectifiable if there exists a sequence of $\mathbb{H}$-regular hypersurfaces $\left(S_{i}\right)_{i \in \mathbb{N}}$ such that

$$
\mathcal{H}_{H}^{3}\left(S \backslash \bigcup_{i \in \mathbb{N}} S_{i}\right)=0
$$

In the above definition the notion of $\mathbb{H}$-regular hypersurface appears. Here $S \subseteq \mathbb{R}^{3} \equiv \mathbb{H}$ is called an $\mathbb{H}$-regular hypersurface if it is locally the level set of an $\mathbb{H}$-regular function $f: \mathbb{H} \rightarrow \mathbb{R}$. $\mathbb{H}$-regularity of $f$ means that the horizontal gradient

$$
\nabla_{\mathbb{H}} f:=(X f, Y f): \mathbb{H} \rightarrow \mathbb{R}^{2}
$$

of $f$ exists, is continuous and non-vanishing on $S$. In particular, if $S$ is a Euclidean $C^{1}$ regular surface without characteristic points, then $S$ is $\mathbb{H}$-regular.

It was proved in $[$ FSSC1] that the essential boundary of a set $E$ of locally finite $\mathbb{H}$-perimeter in $\mathbb{H}$ is 3 -dimensional $\mathbb{H}$-rectifiable.

The following comparison result between 2-dimensional Euclidean rectifiability and 3 -dimensional $\mathbb{H}$-rectifiability is in order:

## Theorem 5.1.

(i) Each 2-dimensional Euclidean rectifiable set $S \subseteq \mathbb{R}^{3} \equiv \mathbb{H}$ is 3-dimensional $\mathbb{H}$-rectifiable.
(ii) There are 3-dimensional $\mathbb{H}$-rectifiable sets $S \subseteq \mathbb{R}^{3} \equiv \mathbb{H}$ that are not 2-dimensional Euclidean rectifiable.

Proof: (i) By Remark 5.1, given a 2-dimensional Euclidean rectifiable subset $S \subseteq \mathbb{R}^{3}$, we can assume without loss of generality that

$$
S=N \cup \bigcup_{i \in \mathbb{N}} S_{i}
$$

where $\mathcal{H}_{E}^{2}(N)=0$ and $S_{i} \subseteq \mathbb{R}^{3}$ is a Euclidean $C^{1}$ regular hypersurface. Let $\tilde{S}_{i}:=S_{i} \backslash C\left(S_{i}\right)$, where $C\left(S_{i}\right)$ denotes the set of characteristic points of $S_{i}$. Then $\tilde{S}_{i}$ is an $\mathbb{H}$-regular hypersurface, and

$$
S=\tilde{N} \cup \bigcup_{i \in \mathbb{N}} \tilde{S}_{i}
$$

with

$$
\tilde{N}=N \cup \bigcup_{i \in \mathbb{N}} C\left(S_{i}\right) .
$$

By Theorem 1.1 with $\alpha=2$ we have $\mathcal{H}_{H}^{3}(N)=0$. According to a result from [Ba2], if $S$ is a Euclidean $C^{1}$ regular hypersurface, then $\mathcal{H}_{H}^{3}(C \tilde{\sim}(S))=0$. This gives $\mathcal{H}_{H}^{3}\left(C\left(S_{i}\right)\right)=0$ for all $i \in \mathbb{N}$. Hence $\mathcal{H}_{H}^{3}(\tilde{N})=0$ and consequently $S$ is 3 -dimensional $\mathbb{H}$-rectifiable.
(ii) Given $0<\delta<0.5$, we know by Theorem 1.2 (ii) that there is a compact set $N=A_{3, \delta} \subseteq \mathbb{H}$ such that

$$
\mathcal{H}_{H}^{3}(N)=0 \quad \text { but } \quad \mathcal{H}_{E}^{2.5-\delta}(N)>0 .
$$

Therefore $N$ is 3 -dimensional $\mathbb{H}$-rectifiable by definition but not 2-dimensional Euclidean rectifiable since its Hausdorff dimension in $\left(\mathbb{R}^{3}, d_{E}\right)$ is strictly bigger than 2.
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