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Over the past few years the acquisition of 3D point information represent-
ing the structure of real-world objects has become common practice in many
areas[4]. This acquisition process[1] has traditionally been carried out using 3D
scanning devices based on laser or structured light techniques. Professional grade
3D scanners are nowadays capable of producing highly accurate data at sampling
rates of approximately a million points per second. Moreover the popularisation
of algorithms and tools capable of generating relatively accurate virtual repre-
sentations of real-world scenes from photographs without the need of expensive
and specialised hardware has led to an increase in the amount and availability
of 3D point cloud data. The management and processing of these huge volumes
of scanned data is quickly becoming a problem[2].

Fig. 1. Section of Mnajdra pre-historic temple scanned by Heritage Malta

Following the on-site acquisition process, substantial data processing is usu-
ally carried out. This scenario is contributing to an increase in importance for
algorithms which are capable of analysing and processing point clouds efficiently.
In general this post processing of data takes a set of points as input (the point
cloud) and returns a set partition of the input. For example, point clouds ac-
quired from external sites would usually require a cleaning process in order to
remove points which are not relevant to the site. The input would thus consist
of all points acquired and the output a set partition consisting of two sets; the
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first storing those points which are relevant and should be kept and the second
storing those which should be discarded. I many areas, another important post
processing task is that of grouping together points which logically fall under the
same semantic definition. For example all points making up the floor of a site,
or the windows, the benches, doors, etc.

Fig. 2. Recognition and reconstruction of scanned 3D indoor scene [3]

In a similar fashion, techniques have been developed which address the prob-
lem of reconstructing scanned indoor scenes into their respective components.
Figure 1 illustrates one such example. In these cases the challenges are mainly
related to clutter, resulting in both object interferences and occlusions. This pre-
sentation focuses on a point cloud segmentation/partitioning pipeline which is
being developed in order to facilitate (and automate) post-processing tasks fol-
lowing point cloud acquisition. We address both scenarios described above. The
pipeline consists of two main stages; a segmentation stage and a fitting stage.
The initial segmentation stage[5] partitions the input point cloud into the various
surfaces making up the site and produces a structure graph. The fitting stage
then tries to maximise usage of every surface (node) in the structure graph. The
presentation outlines current research progress, objectives and future directions.
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