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High-fidelity rendering requires a substantial amount of computational re-
sources to accurately simulate lighting in virtual environments [1]. While desk-
top computing, boosted by modern graphics hardware has shown promise in
delivering realistic rendering at interactive rates, rendering moderately complex
scenes may still elude single machine systems [2]. Moreover, with the increasing
adoption of mobile devices, which are incapable of achieving the same computa-
tional performance, there is certainly a need for access to further computational
resources that would be able to guarantee a certain level of quality.

Fig. 1. Mnajdra site, generated using our high-fidelity renderer, Illumina PRT

Cloud computing is a distributed computing paradigm for service hosting
and delivery. It is similar to grid computing, but leverages virtualisation at mul-
tiple levels to realise resource sharing and provision [3], providing resources on
demand and charging customers on a per-use basis rather than at a flat rate.
Cloud technologies have the potential of providing a large number of resources
to dedicate to a single application at any given point in time [5]. This paradigm
offers the possibility of interactive high-fidelity graphics for users that do not
have access to expensive dedicated clusters and can be delivered on any system
from mobile to tablet to a desktop machine.
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The aim of our research is that of leveraging the cloud infrastructure to
provide high-fidelity rendering and thus present a first attempt into rendering
as a service, via a system that can provide parallel resources for rendering which
could be either dedicated or adapt to the servers’ workload. As such, there exist
challenges across three broad aspects: efficient high-fidelity rendering, resource
allocation and task distribution, and low-latency client-server communication.

The focus of this presentation is the task distribution framework for cluster
computing [4] that is currently being researched and developed; whereas grid and
cluster infrastructures favour job submissions for medium to long term execu-
tions, our task distribution framework is targetted at short term execution and
interactivity, in the vein of Many-task Computing [6]. We also consider future
directions that our research might take, specificially vis-a-vis generalisation and
heterogenous computing.
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