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Abstract - Traditional physically-based renderers can produce
highly realistic imagery; however, suffer from lengthy execution times,
which make them impractical for use in interactive applications. Se-
lective rendering exploits limitations in the human visual system to
render images that are perceptually similar to high-fidelity render-
ings in a fraction of the time. This paper outlines current research
being carried out by the author to tackle this problem, using a combi-
nation of ray-tracing acceleration techniques, GPU-based processing,
and selective rendering methods. The research will also seek to con-
firm results published in literature, which indicate that users fail to
notice any quality degradation between high-fidelity imagery and a
corresponding selective rendering.

1 Introduction

At its essence, computer graphics is concerned with synthesizing a pic-
torial representation of objects and environments from their computer
based models [1], through a process known as rendering.

Traditional rendering methods make use of rasterization to project
3D models to a 2D image plane, together with an array of specialized
methods to approximate real-world phenomena like shadows, reflec-
tions and indirect lighting [2]. These techniques have evolved into
mature API’s (e.g. OpenGL, DirectX) and can achieve real-time per-
formance at the cost of limited realism and increased application com-
plexity.

In contrast, physically-based renderers seek to replicate the actual
properties of lighting and material. For instance, ray-tracing simu-
lates the path taken by light through a virtual environment, and can
generate images that not only look realistic, but are also physically
plausible. However, rendering in this manner is very computationally
intensive, and until recently, physically-based rendering was largely
limited to off-line rendering [3].

This paper outlines the authors research in selective rendering with
the aim of generating high-fidelity imagery at interactive rates and
confirming experimental results published in the literature. Section
2 gives a short description of the problem to be tackled. Section 3
reviews the relevant literature. The proposed solution is discussed
in Section 4. Section 5 provides an overview of the current project
as well as possible directions for further research. Finally, Section 6
concludes the paper.

2 Problem Description

According to Chalmers and Ferko [4], rendering high-fidelity images
in real-time has long been the ”holy grail” of the computer graphics
community. To achieve this, research on physically-based renderers
has tried to tackle the problem from different points of view. On one
front, researchers have focused on finding effective data structures
that reduce the number of operations carried out for each ray of light
[3]. Other works have focused on implementing massively-parallel ray
tracers on GPUs [5], and distributing rendering load over a computing
cluster [6] or supercomputer [7]. However, simulating real-world light
interaction of complex scenes at interactive rates on a desktop PC still
remains out of reach, even using modern GPUs [8].

More recent attempts have adopted principles from psychology and
perception to target computation to parts of the scene that matter
most to a human observer [9]. Selective rendering allows for substan-
tial reductions in computation while creating an image that is per-
ceptually equivalent to rendering a high-fidelity image of the whole
scene.

3 Literature Review

Physically-based rendering algorithms, such as ray-tracing, generate
high-fidelity images by simulating the physics of light and its interac-
tion with surface materials. In particular, global illumination effects,
such as surface inter-reflections and caustics, play a major role in
enhancing the realism of rendered images [10]. However, the huge
amount of computation required to produce physically-correct images
prevents these methods from being utilized in interactive applications
on desktop computers [4]. Several techniques have been developed to
improve ray tracing performance:

Acceleration data structures, such as kd-trees and BVH trees,
reduce geometric complexity by testing for ray-object intersections
against groups of geometric primitives [11].

Instant global illumination (IGI) pre computes the distribution of
lighting in the scene by following light paths from light sources in the
scene and depositing virtual point lights (VPL) at each vertex [12].
Rendering indirect light is achieved by casting shadow rays from the
shaded point to each VPL to determine visibility.

Interleaved sampling exploits the slowly changing nature of the indi-
rect lighting function to include the contribution from a given number
of VPLs in less time [13]. This is achieved by modifying the IGI pre-
processing stage to generate k subsets of VPLs. The image is then
partitioned into tiles of n by m (n*m=k, usually n=m=3 or m=n=5)
pixels, with each pixel sampling indirect light from the relative VPL
subset. Finally, a discontinuity buffer is used to calculate the contribu-
tion of all VPLs at each pixel by interpolating values from neighboring
pixels, provided that they do not cross geometric discontinuities [12].

Selective rendering seeks to produce images that are perceived to
be of an equivalent quality to a physically-correct image, but using a
fraction of the computation. This is possible since the human visual
system does not process an image in raster-like fashion, but rapidly
directs attention to salient features in a scene, such as sudden move-
ment or brightly coloured objects [14]. This knowledge can be used
to construct saliency maps, i.e. images highlighting the most percep-
tually interesting parts of the scene, which are then used to direct
computation appropriately.

4 Proposed Solution

Saliency maps generated using image processing techniques are usu-
ally expensive to compute and do not give the region of interest where
the user is currently looking at, but only where the user is likely to
direct attention to. This MSc will look into various methods of achiev-
ing real-time performance for rendering using selective methods. This
includes the possibility of using an eye tracker to get an accurate
measurement of the user’s current region of interest, with all the asso-
ciated computation being carried out by the eye tracking device. This
should significantly reduce the time spent on computing the saliency
map, making more resources available for rendering. To our knowl-
edge, the use of an eye tracking device for real-time selective rendering
has never been explored before.

Additionally, this project will also seek to confirm results published
in literature which indicate that users fail to notice any differences in
quality between a high-fidelity rendering and a selective rendering of
the same scene. Previous psychophysical experiments have used pre-
rendered images and animations for the evaluation. If the renderer
is successful at achieving real-time performance, the project can also
look into carrying out a psychophysical experiment with interactive
imagery, where the participants are able to freely navigate the scene.
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5 Project Status

A prototype to demonstrate proof of concept is being developed as an
extension to the GPU-based ray-tracing framework NVIDIA OptiX
[15]. The framework provides a high-performance ray-tracing core
comprising a small set of building blocks that are used in most ray-
tracing algorithms.

Several basic components such as model-loading and rendering of
direct lighting have already been developed. Rendering of global illu-
mination is achieved by a GPU-based implementation of the IGI al-
gorithm, together with interleaved sampling and discontinuity buffer
to improve execution time.

Interleaved sampling provides good speedups at the cost of some
degradation in image quality, especially near geometric discontinu-
ities, where the averaging across nearby samples cannot be performed.
The loss in image quality arises mainly from the fixed 3x3 or 5x5 tiling
in interleaved sampling. Current research is investigating whether it
is possible to obtain a better quality image by smartly positioning the
samples across the image according to saliency. This is done by consid-
ering the full set of VPLs at each sample, but positioning the samples
densely in salient regions (e.g. at pixel intervals), and more sparsely
(e.g. sampling once per 3x3 or 5x5 tile) in less salient regions. Missing
illumination values can then be interpolated from nearby samples.

Preliminary results show that this technique gives a good quality
indirect lighting image. However, a more in depth analysis still needs
to be carried out to compare the output of the proposed method with
that of traditional interleaved sampling.

The saliency map currently being used is a GPU implementation
of the method by Hou et al. [16]. Although fast, the method is quite
basic and several enhancements have been proposed in literature to
improve accuracy. Future work will look into substituting the current
saliency map with an improved version, thus improving the quality of
the indirect lighting image.

Once the selective rendering component is ready, the project may
also look into using an eye tracker to provide the saliency information
instead of the saliency map.

6 Conclusion

This paper started with a review of the existing literature, outlining
the performance issues of rendering high-fidelity imagery at interac-
tive rates. An overview of the current research was given, propos-
ing a combination of ray-tracing acceleration techniques, GPU-based
processing, and selective rendering methods as a way to tackle this
problem. The current status of the project was discussed, together
with preliminary results and directions for future research.
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