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Abstract

Neural stimulation with low-intensity ultrasound is a potentially transformative
technology with applications in therapy and research. To develop, it will require
ultrasound to be tightly focused on brain structures with accurate spatial targeting
and fine control over the ultrasound amplitude at the target. However, the skull is
an impediment to the effective focusing of ultrasound. Simulations of ultrasound
propagation through acoustic property maps derived from medical images can be
used to derive focusing drive signals for multi-element arrays. Focusing effective-
ness is dependent on the fidelity of the numerical simulations. In combination with
MRI based treatment verification, model based focusing has been used to focus
high-intensity ultrasound onto the brain for ablation. This thesis presents a thor-
ough and systematic study of the simulation parameters required to achieve effec-
tive transcranial focusing. The literature on ultrasonic neurostimulation, transcra-
nial ultrasonic focusing, and the derivation of property maps from medical images
is reviewed. The sampling criteria required to ensure numerical accuracy for the
k-space pseudospectral time domain simulation scheme is established through test-
ing of individual sources of numerical error, and convergence testing of a simulated
time-reversal protocol. With numerical accuracy assured, the importance of acous-
tic property maps is examined through simulations to determine the sensitivity of
intracranial fields to the properties of the skull layer. These results are corroborated
by matching experimental measurements of ultrasound propagation through skull
bone phantoms with spatially registered simulations. Finally, the impact of image
related homogenisation and loss of internal bone structure is determined using sim-

ulations through co-registered clinical CT and micro-CT data of the skull.






Impact Statement

This thesis comprises an exhaustive study of the potential sources of error and inac-
curacy that can arise when using numerical simulations of ultrasound propagation
through the skull to focus ultrasound on the deep brain. Model based focusing, as
well as simulation of transcranial ultrasound propagation in general, are important
tools in the development of clinical treatments and research methods. For exam-
ple, models are currently employed in the transcranial focusing of high intensity

ultrasound for ablation to treat Essential Tremor.

The thesis begins with a literature review of ultrasonic neurostimulation, the
unique challenges involved in applying ultrasound to the brain, and simulation-
based methods for transcranial focusing. This review may be used as a compre-
hensive introduction to the state-of-the-art of this developing technology, and to

identify future areas of inquiry.

The first stage of the experimental process focuses on numerical error and es-
tablishes the sampling criteria required to reduce error below defined bounds. The
initial examination of different sources of numerical error in isolation also serves as
a mechanistic introduction to the simulation scheme used, and can be used to de-
termine the specific source of simulation inaccuracy. For those seeking to optimise
transcranial propagation simulations, this can help ensure the numerical accuracy
of simulations while minimising the computational burden. Likewise, the final nu-
merical convergence criteria computed will be of interest to anyone attempting to
use numerical simulations to focus ultrasound onto the brain, and will allow them
to carry out simulation of ultrasound transmission through the skull with numerical

accuracy assured.
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The remainder of the thesis focuses on the simulation inaccuracies that oc-
cur due to incorrect mapping of acoustic medium properties inside the simulated
domain. Experiments establish the relevant impact of errors in assigned acoustic
properties, gross geometry of the skull layer, and the loss of internal structure due
to limited image resolution. The results suggest development priorities for future
exploration into methods of deriving acoustic property maps from medical image
data. This stage also involved the creation and validation of ultrasonic bone phan-
toms using computer aided design and resin casting techniques. This demonstrated
that matching ultrasound propagation to numerical simulation is possible with high
accuracy when computer aided stereotaxis is employed. This work also examined
the relative merits of two bone phantom materials, including their acoustic property
profiles and ease of use for phantom creation. Phantoms are ubiquitous tools in the
testing and development of imaging and therapeutic technologies, and the meth-
ods and materials explored in this thesis will be of general utility in the design and

production of models with a well described geometry.
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Chapter 1

Introduction

1.1 Brain Stimulation

1.1.1 Neurological Disorders

Neurological and neuropsychiatric disorders encompass a wide range of conditions
affecting every segment of the population. Combined, they represent a significant
burden in modern society, especially in the developed world. Gustavsson et al. [17]
and Wittchen et al. [18] show that disorders of the brain are the largest single cause
of morbidity in the EU in terms of disability adjusted life years, and represent a
significant economic burden, a burden that is expected to grow over the first half of

the 21st century, and compound the effects of an ageing population.

The scientific understanding of the aetiology and mechanisms of neurological
disorders varies widely depending on the disease and is often incomplete, although
recent advances in functional imaging and cellular neuroscience have driven clini-
cal progress [19]. The brain is an exceedingly complicated organ, the normal func-
tion of which involves the interdependent function of multiple neural information
circuits of varying scales and complexities alongside more mundane physiological
processes such as respiration. Accordingly, the causes of pathology can vary from
the gross destruction or loss of neural tissue in the case of stroke and serious de-
generative disease, to subtle imbalances in the expression of neurotransmitters and
abnormal neuronal firing patterns, to the metabolic and mass effects of tumours.

Neurological disorders can affect any level of neural circuit function with a corre-
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spondingly wide variation in disease manifestation and symptoms.

The large range of neurological and neuropsychiatric disorders precludes a
description of the variety of treatments available, however, many will respond to
pharmacological treatments. For disorders that are not specific to the nervous sys-
tem, these can include more generic treatments such as chemotherapeutic agents for
cancers, or immunosuppresants for autoimmune disorders. However, many treat-
ments aim to directly influence neuronal function by enhancing or suppressing the
expression or effects of neurotransmitters, or groups of neurotransmitters. This
modulation of neurotransmitter function will then either directly or indirectly coun-
teract the pathology and restore normal function or provide relief from symptoms.
Examples include the treatment of Parkinson’s disorder by attempting to enhance
dopaminergic transmission, and the treatment of depression by increasing serotonin

and monoamine transmission [20].

While pharmaceuticals remain a core pillar of treatment for neurological dis-
orders, they are subject to a number of serious limitations. Most notable is the pres-
ence of the blood-brain barrier, the unique endothelial cell lining found in blood
vessels that supply the central nervous system (CNS). The blood-brain barrier al-
lows highly selective communication between the blood vessels and the cells of
the CNS, and protects delicate CNS tissues from potentially dangerous agents in
the bloodstream [20, 21]. However, an important consequence of its presence is
a marked difficulty in using pharmaceuticals introduced intravenously to achieve
therapeutic effect in the brain [22]. An important additional consideration is that
pharmaceuticals that target neurotransmitters have the potential for serious side ef-
fects, due to the lack of specificity in intravenously infused drugs and the ubiquity

of neurotransmitters across the central and peripheral nervous systems [20].

More invasive treatment options, such as surgery and radiotherapy, that aim to
destroy or remove pathological tissue are also employed when appropriate. A re-
cent development is the Federal Drug Administration’s approval of biomedical ul-
trasound, previously used for transcranial imaging through the temporal bone [23],

for the treatment of essential tremor via non-invasive thalamotomy with high in-
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tensity focused ultrasound (HIFU) [24]. However, these options have their own
associated risks and side effects, compounded by the delicacy and importance of
the brain. Furthermore, while often effective medical treatments, these methods are
not able to reproduce the more nuanced modulation of neuronal function produced

by pharmaceutical agents.

1.1.2 Deep Brain Stimulation

Deep brain stimulation (DBS) of neurological structures such as the thalamus and
basal ganglia with implanted electrodes is an established treatment for neurological
disorders, most notably Parkinson’s disease, with over 100,000 patients treated in
the last twenty years [19]. The exact effect of DBS on neural tissue remains unclear
despite extensive investigation. There is conflicting evidence as to whether DBS
stimulates or suppresses activity at the cellular level [25, 19, 26]. The complexity
of neuronal interactions complicates matters, as stimulation or suppression of an
individual neurone or nucleus will cause a more complex effect at the circuit level
and over varying timescales, for instance via changes in synaptic plasticity [19].
A more recent view is that neurological disorders able to be effectively treated by
DBS in fact correspond to pathological firing patterns propagating within a larger
neural circuit, such as the well described motor circuits in the case of Parkinson’s
disease. This pathological firing leads to dysfunction and disease, and targeted DBS
is able to disrupt the production of these firing patterns, creating an informational
lesion and preventing pathological circuit activity without disabling the function of
the circuit itself [19, 27, 28].

Apart from its use as a therapeutic tool, the ability to stimulate deep brain
nuclei or specific areas of neural tissue selectively has significant potential as a neu-
roscientific research technique. The stimulation carried out to determine electrode
placement has already been used to advance mapping of deep brain structures and
develop understanding of motor circuit function [29]. Likewise, the investigation of
DBS as a treatment for other disorders such as obsessive-compulsive disorder and
major depressive disorder has gone hand in hand with new discoveries about the

role of neural circuits in these conditions [28, 19]. A list of proposed and existing
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Images Removed on Copyright Grounds

Figure 1.1: Brain anatomy & location of deep brain targets. (a) The gross position of the
basal ganglia and the thalamus within the brain. (b) A coronal section showing
the arrangement of the different components (reproduced from Leisman et al.

[1D.
Target Structure AP x DV x ML MCP Deviation [mm)]
[mm]

Ventral-Intermediate 10 x 15.8 x 11 17
Thalamus Ventral-Anterior 7 x 12.6 x 10 15

Centro-Medial 8 x45 x4 14

Globus Pallidus (Ext.) 21.5x10x 3 23
BG Globus Pallidus (Int.) 125 x 8 x 6 20

Nucleus Accumbens 95 x 10 x 12 21

Table 1.1: A selection of neurological structures in the thalamus and basal ganglia (BG),
their Antero-Posterior (AP) x Dorso-Ventral (DV) x Medio-Lateral (ML) di-
mensions and their distance from the mid-commisural point (MCP) [11].

target structures for DBS and their dimensions is shown in Table 1.1 & Fig. 1.1.

However, the highly invasive nature of DBS with electrodes means that it is
typically only considered to supplement limited or failing drug regimens, and it
is not employed as a research tool in healthy human subjects [26, 30]. A review
of the clinical literature showed that the overall incidence of adverse effects from
the surgery or hardware was 9%, with the risk of haemhorrage at 3%, and general
potential for serious morbidity [31]. The application of the electrical stimulation
can also lead to neurological side effects, including speech and movement problems,

and sensory disturbances [25].

In the laboratory, optogenetic stimulation can be used to directly stimulate in-



1.1. Brain Stimulation 35

dividual neurons in-vivo, by genetically encoding an optical sensitivity to neuronal
ion channels [19]. While this allows unparalleled precision, due to the nature of
these techniques they are unlikely to be extended to human subjects. As a result of
the clear importance of neurostimulation as a clinical and scientific tool, research
into non-invasive alternatives for the purposes of both research and therapy is on-
going.

Transcranial direct current stimulation (TDCS), and transcranial magnetic
stimulation (TMS) are non-invasive neurostimulation methods that utilise electric
current and strong magnetic fields, respectively, to affect neural tissue through the
skull [32]. TMS takes advantage of the inductive properties of magnetic fields and,
using static or changing fields, is able to modify neuronal excitability and stimu-
late neural tissue to generate action potentials [33]. It is a powerful research tool,
and is increasingly used in clinical practice as a treatment for a number of neuro-
logical conditions, most notably depression, and for improving recovery following
stroke [34]. TDCS is only capable of neuromodulation and has found more limited
application for the treatment of disease and as a research tool [32].

Unfortunately, these methods are limited in their ability to penetrate deep into
brain tissue and generate a tight stimulatory focus, compared to traditional DBS,
and are limited to inducing effects on relatively large areas of the cerebral cortex on
the surface of the brain [32]. While this has demonstrated potential for the treatment
of disorders that are not strongly anatomically localised, such as major depressive
disorder or diffuse tissue damage [33, 35], it precludes the tightly focused stimula-

tion possible with electrodes.
1.1.3 Ultrasonic Neurostimulation

History of Ultrasonic Neurostimulation

Ultrasound was first shown to have a galvanistic effect on muscular tissue as early
as the late 1920s [36], but the first direct research into the effects of ultrasound on
neural tissue occurred in the 1950s. Fry et al. showed that ultrasound was capa-
ble of reversibly blocking action potential generation in crayfish ventral abdominal

nerves [37], and of suppressing light evoked visual potentials in the lateral genicu-
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late nucleus of a cat, a key component of the visual system [38]. Work continued
over the latter half of the 20th century, notably by Gavrilov et al. [39] who ex-
amined the effects of ultrasound on the peripheral nervous system. Theoretically,
ultrasound neuromodulation and stimulation (UNMS) has several advantages over
other non-invasive methods such as TMS and TDCS. Firstly, the high transmission
of ultrasonic energy through soft-tissue gives it superior depth penetration, even
when transmitting through the skull. Secondly, ultrasound has better spatial fo-
cusing, with a focal spot size determined by the acoustic wavelength, which could
theoretically allow focal stimulation on the scale of millimetres. Renewed contem-
porary interest in ultrasonic stimulation of the CNS dates from a series of papers
published between 2008 and 2010, which demonstrated the feasibility of using ul-
trasound to directly stimulate neuronal action potentials in ex-vivo neural tissue,
rather than simply modulate activity. Khraiche et al. [40] and Muratore et al. [41]
applied ultrasound to ex-vivo hippocampal tissue and observed changes in aggre-
gate excitability, and individual neuronal activity similar to that produced by direct
stimulation with electrodes. Tyler et al. [42] examined this effect in a detailed mi-
crobiological study, and established that the effects of ultrasound on hippocampal
tissue involved activation of voltage gated sodium and calcium channels, transient
currents from calcium flow, and the triggering of synaptic vesicle release. Finally,
Tufail et al. [43] extended experiments to targeting of the mouse brain in-vivo, elic-
iting observable electroencephalogram (EEG) signals, and a motor response when
targeting the motor cortex. Post-sonication staining of the brain confirmed neuronal
activity in the targeted locations, and their stimulation protocol was published sep-
arately to encourage new work [44]. These initial papers were followed by a range
of research examining in-vivo stimulation of the CNS in the small animal model.
Generally, these papers confirmed earlier observations that ultrasound applied to
the brain could elicit motor responses and alterations in brain function confirmed
by EEG. Novel effects observed included the use of ultrasound to suppress chemi-
cally induced epileptic activity in rats [45], and alteration of extracellular levels of

neurotransmitters [46, 47]. Kim et al. [48] combined UNMS with positron emis-
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sion tomography to observe increased glucose uptake in thalamic cells, while Yoo
et al. [49] used functional magnetic resonance imaging (fMRI) imaging to confirm
a neurostimulatory effect in the brains of rabbits. More recently, stimulation was
extended to non-human primates by Deffieux et al. [50], who also demonstrated a
neuromodulatory effect on high level cognitive behaviour in the form of visual anti-
saccade. Neurostimulation was also repeatedly demonstrated to be possible without
causing any tissue damage, although the presence of microhaemorrhages in one
study at 250 kHz [49] demonstrates the importance of effectively controlling the
ultrasound field. Since 2013, UNMS has been extended to human subjects and used
to elicit a variety of responses, although studies have thus far been limited to stim-
ulating the superficial, cortical areas of the brain using single element transducers.
Mueller et al. [51] and Legon et al. [52] demonstrated that UNMS of the primary
somatosensory cortex (S1) resulted in observable change in recorded EEG signals
during median nerve stimulation. In a series of papers, Lee et al. [53, 54, 55] ex-
tended stimulation to multiple areas of the sensory cortex (S1 and S2) in an attempt
to elicit specific sensory responses, and to the visual cortex (V1) to examine the
effect on visual processing. S1 and S2 stimulation resulted in perceived sensations
in the hands and other parts of the body, including warmth, pain, and parenthesia,
although the sensation type could not be controlled as intended. V1 stimulation re-
sulted in EEG responses and the perception of phosphenes. Human UNMS has also
been successfully combined with fMRI to monitor brain tissue activation, although
results have sometimes been inconsistent [56, 55]. A (non-exhaustive) selection of
recent papers demonstrating ultrasonic neurostimulation in-vivo in animals and hu-
mans are shown in Table 1.2 and Table 1.3, respectively. These tables include the
estimated ultrasonic intensity at the stimulation target, and the characteristics of the

ultrasonic pulse shape in terms of the parameters detailed in Fig. 1.2.

Mechanisms of Ultrasonic Neurostimulation

Renewed interest has resulted in extensive speculation & investigation into the
mechanism underlying ultrasonic neurostimulation. Broadly, the effects of ultra-

sound on biological tissue can be divided into mechanical and thermal [70]. The
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Freq PRF DC ttim Isppa Effect
Year Author [MHz] [kHz] %] 8] [Wcm’z] Target ec
0.25- 0.026- R
. 1.2-3 19-86 0.08-0.23 Mouse motor cortex Motor response, LFP & EMG recordings
2010 Tufail et al. 0.5 0.333
[43] 025 & 15 & 32 & . . )
035 2 51 0333 0.26 & 0.17 Mouse hippocampus LFP recordings & BDNF release
0.35 1.5 21 0.17 Mouse whole brain Neural activation imaged via antibody staining
2011 ?2‘5‘]‘ etal 69 0.1 5 180 26 Rat epileptic focus Suppression of epileptic EEG signals
o " Mineta .. .~ - - T Alteration “of  extracellular serotonin &
2011 [47] 0.65 0.1 5 1200 35 Rat thalamus dopamine
T ; - :17 77777 070 L Cortical activation imaged via fMRL, ~ ~ ~
2011 4"9" a6 L 580 052 33126 Rabbit cortex suppression of VEP, motor response at
1491 higher intensities
2012 [\Zg}g et al 0.65 0.1 5 1200 35 Rat thalamus Change in extracellular GABA levels
777777777 025- o qen 002- T T
- EMG spiking, mot
2013 Kingetal. [57] 0.6 cw 100 048 0.02-16.8 Mouse motor cortex Spiking, molor response
0.5 0.1-3 2-60 ?'24' 1-79
-~ Youman .. - - - - - - T T T T Tail and whisker twitches above intensity
2013 ctal. [58] 0.32 2 50 0.25 17.25 Rat Cortex threshold
2013 ge;ﬁe[;g] 0.32 Ccw 100 0.1 4 Macaque FEF Change in visual antisaccade latency
2014 El;]l et al 0.35 1 50 0.3 6 Rat thalamus Motor response, glucose uptake in thalamus
- - - - T T T T T T T T T T T T Motor response of tail. CW & high frequencies
2014 %(51911]1 etal. 0.35 W 100 0.15 773 Rat motor cortex increase intensity threshold

- Motor respons
2015  Leeetal [63] 0.25 05 50 03 418 cortex otor response
. EEG response in the absence of visual
1.7-14.3 Sheep visual cortex stimulation
O S Motor response, easier to elicitatlow ~
2016 164] 0.3-2.9 CcwW 100 0.08 0.03-127 Mouse brain frequencies
2016 [idr[\g; et 2 1.05 20 1 7 Rat brain Distinctive EEG response
al.
77771}11725777777777777777777777f7, 77777 Motor response, measured via EMG, scaling
2016 166] 1&5 1 50 0.3 0.26-0.46 Mouse brain with intensity
ST T TR, T T T T - - T - - - T T T TS T T T T T Ty Motor response. eve movement & pup ildilation ~
2016 Kamimura 1.9 1 50 1 66-158 Mouse brain otor response, eye movement & pupil dilation
etal. [67]
2016 é“g“ etal 55 05 008 016 98 Rat hippocampus Modulation of gamma oscillations
T 7 Dallapiazza  022- T T~ T T T T T TS Selective suppression of SEP in different ~— ~
2017 et al. [69] 114 0.01 437 40 25-30 (SA) Swine thalamus thalamic nuclei

Table 1.2: Review of selected recent ultrasonic neuromodulation and neurostimulation lit-
erature for animal models in-vivo. Some values taken from Naor et al. [12].
PRF — pulse repetition frequency, DC — duty cycle, Isppa — spatial peak pulse
average intensity, tyim — stimulation duration, SA — spatial average intensity,
LFP — local field potential, BDNF — brain derived neurotrophic factor, GABA
— gamma-aminobutyric acid, EEG — electroencephalogram, EMG — Elec-
tromyogram, fMRI — functional magnetic resonance imaging, SEP/VEP — sen-
sory/visual evoked potential, FEF — frontal eye field, S1 — primary somatosen-
sory cortex, MC — motor cortex.
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Figure 1.2: Schematic of continuous wave and toneburst waveforms, and the definition of
various parameters that define ultrasonic waveforms used in the neurostimula-
tion papers outlined in Table 1.3. Duty Cycle is calculated Duty Cycle = Pulse
Repetition Frequency x Toneburst Duration.

' Freq PRF DC tstim Isppa _-—
Year Author [MHz]  [kHz] 1%] sl [Wcm’z] Target Effect
Mueller et Change in EEG potentials after Median nerve
2014 al. [51] 0.5 1 36 0.5 5.9 S1 stimulation
C T Lee et Al .. . T T T T T T T T T T T Evoked sensations in hand, but also in other
2015 (53] 0.25 0.5 50 0.3 0.3-2.5 S1 (hand) areas
I A R oL
Lee et al. Evoked sensations, including warmth &
2016 (54] 0.21 0.1 50 0.5 7.0-8.8 S1/S2 paresthesia
T e Lee et al T T T T T T T T T T T T T T
2016 0.27 0.5 50 0.3 11.6 V1 fMRI activation & perception of phosphenes

[55]

Table 1.3: Review of previous neurostimulation studies carried out on humans. PRF —
pulse repetition frequency, DC — duty cycle, Ispa — spatial peak pulse av-
erage intensity, tyim — stimulation duration, EEG — electroencephalogram,
fMRI — functional magnetic resonance imaging, M1/S1/V1 — Primary mo-
tor/sensory/visual cortex, S2 — somatosensory cortex.

observation of successful neurostimulation at low intensities and frequencies, in
opposition to the established neuro-suppressive effects of heating [71, 72], or with
no change in temperature measured [73, 49], strongly suggest a mechanical effect.
It should be noted that ultrasonic heating can certainly affect neural tissue function,
either through cell necrosis similar to that generated in HIFU treatments [74], or
transient effects on neural conduction properties due to a smaller change in temper-
ature [72, 71]. However, the effects of temperature appear to be limited primarily

to suppression of neuronal activity, and are not always reversible.

While UNMS is generally taken to be a mechanical effect, the exact mecha-
nism remains unclear, due to the large range of ultrasound parameters shown to be
effective and variety of responses observed (see Tables 1.2 & 1.3). Experimentally,

several studies have attempted to analyse quantitatively the effectiveness of ultra-
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sound applied with different pulse characteristics and at different intensities. Early
work by King et al. [57] concluded that intensity and stimulation duration above
certain minimum thresholds are required for successful neurostimulation, and that
success rates increase above those thresholds. These observations are supported
across the literature, although an intensity ceiling for effective neurostimulation re-
lated to heating has been observed [71]. Kim et al. [59] extended this work to a
wide range of ultrasound pulse parameters, and determined that there were certain
“sweet spots” for neurostimulation in terms of stimulation duration, duty cycle and

tone burst duration.

In terms of ultrasonic frequency, ultrasound below 1 MHz, usually around 500
kHz, has been used in the majority of UNMS research and is generally taken to
be more effective. Several studies have confirmed that neurostimulation at higher
frequencies (> 1 MHz) is possible [66] with the extreme example of direct stim-
ulation of retinal neurons with 43 MHz ultrasound by Menz et al. [75], although
this seems to require higher ultrasonic intensities. However, it is not clear whether
increased action at lower frequencies corresponds to a stronger neurostimulatory
effect, an indirect increase in energy transmission (due to reduced absorption at
low frequencies), reduction of conflicting effects (such as heating at higher inten-
sities), or larger focal spot size exciting a greater number of neurons. Recently, Ye
et al. [64], attempted to examine frequency dependence while controlling for some
of these factors, and did conclude that lower frequencies more reliably elicited re-

sponses independent of focal spot size, attenuation or targeting.

Based on these observations, a mechanism based on acoustic cavitation has
been suggested by multiple researchers. Notably, Plaskin et al. described a “bilayer
sonophore” model for UNMS, wherein low frequency ultrasound causes stable cav-
itation of bubbles between the phospholipid membrane of neurons. However, this
remains a theory. In two papers, Mueller & Tyler [76, 77] outline the wide range of
potential interactions between mechanical forces and neural tissue which could be
active just at the level of the individual neuron. These include mechanically sensi-

tive ion channels, interations with the internal cytoskeleton, activation of membrane
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proteins, and cell membrane piezoelectricity. Ultimately, the context of the nervous
system and the complex system of interactions it entails makes determining or de-
scribing a single unified effect difficult and will presumably cause the systemic
outcomes of UNMS to vary based on the target site, as well as the exact cellular
mechanism at the target. For example, suppression of activity could be caused by
either a suppressive effect of ultrasound, or an excitatory effect of ultrasound on
a group of inhibitory neurons. Ultimately, while determining the exact underlying
mechanism remains an important milestone, the presence of a stimulatory effect is

sufficient motivation for the present interest.

1.1.4 Challenges for Ultrasonic Neurostimulation

UNMS benefits from a unique combination of advantages as a non-invasive neu-
rostimulation method for research and clinical purposes that recommend it for fur-
ther research and development. However, looking forward, there remain numerous
practical difficulties to be overcome to allow tight transcranial focusing of ultra-
sound through the skull onto small deep brain structures, and in achieving the reli-
able stimulation of more invasive methods. Independent of the problem of transcra-
nial focusing, understanding of the mechanisms and potential utility of ultrasonic
neurostimulation is still developing. In order to fully exploit this nascent, trans-
formative technology, the relationship between applied ultrasound characteristics,
the targeted nervous tissue, and the stimulatory, suppressive or modulatory effects
needs to be quantified.

The status of UNMS as a developing technology will remain a consideration
when extending UNMS to deep brain targets. Given the influence of the skull, and
the scale of neural structures of interest relative to the acoustic wavelengths of fre-
quencies suitable for transcranial transmission, highly effective focusing through
the skull will be necessary. Effective spatial targeting will ensure that the correct
structure is stimulated, while a tight focus will avoid activation of secondary sites.
Furthermore, tight control over the amplitude will be of crucial importance to allow
safe and effective neurostimulation, and to allow investigations into the mechanisms

and utility of UNMS in order to develop it as a clinical and research technique.
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The low-intensities associated with effective and safe neural stimulation preclude
the use of MRI thermometry or adaptive focusing methods described in Section
1.3.2. Therefore non-invasive focusing using simulations and image-derived acous-
tic property maps is likely to be required to achieve the necessary accuracy. The
primary goal of this thesis is to establish the simulation parameters necessary to
achieve the desired focusing quality, in terms of the spatial and temporal discretisa-

tion of the simulated domain, and the maps of acoustic properties used.

1.2 Structure and Acoustic Properties of the Head

1.2.1 Relevance for Transcranial Focusing

The historical usefulness of ultrasound as an imaging and therapeutic technique has
derived from two essential assumptions about the tissues present in the ultrasonic
field. The first is the consideration of biological tissues as fluid, which do not sup-
port shear waves. Although soft-tissues such as muscle and fat do in fact support
limited shear mode propagation, the shear speed and absorption of soft-tissues are
such that their impact on imaging & therapy is negligible [9]. The second is the
low variation in sound speed between different soft-tissues, typically on the order
of less than 200 m/s. For imaging, this simplifies the relationship between the time-
of-flight of reflections and the distance to interfaces. For therapy, it simplifies the
focusing and targeting of applied ultrasound. However, in the case of propagation
through the skull to target structures in the deep brain, these assumptions break
down [78].

As might be expected, the properties of the skull lead to significant aberrations
in propagating wavefronts when attempting to transmit ultrasound through tissues
containing bone such as the head or thorax. This reduces the effectiveness of simple
geometric focusing methods. Compounding this, bone is also a relatively potent ab-
sorber of ultrasound energy. As well as further degrading focusing through uneven
attenuation of the wavefront, this can lead to reductions in the effective transmis-
sion of ultrasonic energy to transcranial targets, and can potentially cause hazardous

heating of the skull and superficial tissues.
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In the following section, the anatomical structure and acoustic properties of
the skull are discussed with reference to the specific difficulties encountered when
focusing ultrasound through the skull. Methods for deriving maps of the acoustic
properties of the skull for use in numerical simulations for transcranial focusing are

then reviewed.

1.2.2 Gross Anatomy and Skull Structure

When applying ultrasound from the surface of the head to the brain, the relevant
anatomical areas are the brain and its coverings, the cranial cavity they sit inside,
the skull bone, and the scalp. The scalp covers the top of the head, and is the most
superficial layer of the head. It is a layered structure, comprised of multiple soft-
tissues beneath the skin. Across most of its surface it is made up of connective
tissue, aponeurotic fibrous tissue, and periosteum, which lies on the surface of the
cranium. Some portions of the scalp do contain or cover muscle, most notably the
temporalis muscle, which covers the temple and most of the side of the head, and
the occipital and frontal portions of the occipitofrontalis muscle, which partly cover
the frontal and occipital bones, and are connected by the aponeurotic tissue of the
scalp [3].

The skull is made up of multiple distinct parts, the most relevant of which is the
calvaria - the dome shaped portion that covers the brain. During foetal development
the calvaria forms as multiple separate flat bones, with spaces between known as
fontanelles [3]. They are the frontal bone, the occipital bone, the paired parietal
bones and the paired temporal bones, shown in Fig. 1.3 (a). Shortly after birth the
fontanelles close, and the various flat bones fuse, held tightly together by distinctive
dense fibrous joints known as sutures, which gradually ossify throughout life [3].
The general structure of calvarial bone is of three layers. The internal and external
“tables” are composed of dense cortical bone, which sandwich the diploe - a layer
of cancellous trabecular bone and bone marrow. The thickness and structure of
the skull, including the relative thicknesses of the different layers, varies across the
surface [79]. A recent statistical analysis put the average skull thickness across

the skull at 6.32 mm, with a standard deviation of 1.45 mm [80]. There are two
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(a)

Image Removed on Copyright Grounds

Image Removed on Copyright Grounds

Figure 1.3: Anatomy of the skull. (a) Medial aspect of a sagittal section through a skull
with the soft-tissues removed, with constituent bones labelled (reproduced from
Gray’s Anatomy [2]), (b) Structure of the skull & meninges (reproduced from
Gray’s Anatomy for Students [3]).

notable exceptions. The first is the thin, squamous portion of the temporal bone,
which is only around 3 mm thick, and is mainly cortical bone [81, 82], leading to
its historical use as an “acoustic window” for ultrasound imaging of the brain. The
second is the paired frontal sinuses, air filled cavities in the frontal bone just above

the eyes [83].
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The brain sits within the cranial cavity covered in a series of membranes called
the meninges - the dura, pia and arachnoid mater - which support the brain. The
brain is also supported by cerebrospinal fluid (CSF), a fluid produced within the
brain that sits between the arachnoid and pia mater. The brain itself is composed
of three distinct units: the brainstem, the cerebellum and the cerebrum. The cranial
cavity is dominated by the cerebrum, which is made up of the two cerebral hemi-
spheres connected by a large white matter tract (the corpus callosum) and with a
ventricular system that contains and produces CSF [21]. The general structure of
the cerebral hemisphere is a grey matter surface - the cerebral cortex - which is mul-
tiply folded into different lobes which are, roughly, functional subdivisions. These
communicate with a series of deeper grey matter nuclei, including the thalamus and
basal ganglia by a layer of white matter, shown in Fig. 1.1 (b). Generally, the cere-
bral cortex acts as the centre of most neural processing, while the thalamus & basal
ganglia act as relay stations between different areas of the cortex and cerebellum
(which is involved in motor control and memory), and ascending and descending

impulses which travel through the brainstem [21].

1.2.3 Acoustic Properties of Head Tissues

The full range of historical measured values of the acoustical properties of tissues in
the head is too extensive to be enumerated here. Documentation of the literature can
be found in Duck [84], and is available online as part of the Foundation for Research
on Information Technologies in Society’s (IT’IS) tissue properties database [10].
Selected ranges for the relevant tissues of the human head drawn from this database
are shown in Table 1.4. Likewise, the range of techniques for measuring acoustical
properties and the corresponding technical considerations is extensive, and com-
prehensively reviewed in Zequiri et al. [85] and Bamber [86]. A key technique is
the transmission-substitution method, which is outlined in detail in Section 5.1.3,
and allows for the measurement of sound speed and acoustic absorption. At this
point an important distinction between acoustic absorption and acoustic attenuation
should be described. Acoustic absorption refers specifically to losses occurring as

a result of viscosity and other relaxation processes, and involves the conversion of



46 Chapter 1. Introduction

ultrasonic energy to heat. Attenuation refers to the sum of all amplitude losses in a
propagating beam, and includes scattering and reflective losses. Density measure-
ment is much simpler and can be carried out by displacement experiments, direct
measurement with a picnometer, or derived from x-ray computed tomography (CT)

images as discussed further in Section 1.2.4.

There are a few key experimental studies examining the properties of the skull
that should be discussed. In an early experimental study, Fry & Barger [13] used the
transmission-substitution method to characterise the compressional acoustic proper-
ties of skull bone extensively. Across a range of frequencies from 0.25-5 MHz, they
measured the transmission loss, compressional sound speed and phase dispersion.
Measurements were performed on whole bone, and also on the inner, trabecular
and outer layers of the bone, sectioned separately. In addition to the direct mea-
surements, a key observation was the majority of attenuation of ultrasound occurs
in the trabecular layer. This indicates that scattering, rather than absorption, is the
primary mechanism by which the skull attenuates ultrasound. This observation was
confirmed by Pinton et al. [16], who carried out transcranial propagation exper-
iments in tandem with thermographic measurements of heating due to ultrasound
absorption. Full-wave acoustic simulations of propagation through high-resolution
(40 um) maps of the bone were then carried out. The absorption coefficient assigned
to the bone of the cortical and trabecular layers was then adjusted until simulation
output matched the heat and transmission measurements. The resulting value for

1

longitudinal absorption of ultrasound in bone was 2.7 dB cm™*, compared to an

attenuation value of 13.3 dB cm ™! for the skull as a whole.

In a series of papers, White et al. [8, 9] examined the elastic properties of
bone using transmission-substitution experiments at multiple angles of incidence.
Combined with optimisation of a simplified simulation model treating the skull as a
single layer with parallel surfaces, they calculated a shear speed in whole skull bone
of 1500 m s~!, and attenuation from 8.2-18.5 dB cm™! across the frequency range
tested. They also calculated values for the longitudinal sound speed and attenuation

of the whole skull bone.
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Tissue Density Sound Speed 1 MHz Attenuation
kg m3] [ms~!] [dB cm™!]

Skin 1100-1125 1537-1720 1.84

Muscle 1041-1178 1545-1631 0.62

Cortical Bone 1800-2100 2660-4180 3.5-52

Cancellous Bone 1080-1350 1854-2450 10.3

Brain 1039-1050 1506-1565 0.59

CSF 1007 1502-1507 8.7x1073

Table 1.4: Ranges of measured compressional sound speed and density values taken from
the IT’IS database [10]. Attenuation measurements for skull bone are taken from
Fry & Barger [13].

1.2.4 Medical Images and Acoustic Property Maps

Segmented and Simple Models

When simulating the propagation of ultrasound in the head, maps of the acoustic
properties are required as inputs, with accurate maps resulting in more accurate
simulations. When the simulations are to be used in treatment planning for patients,
direct measurements of the acoustic properties are not feasible. Instead maps can

be derived from medical image data using a variety of processing methods.

The simplest model of the skull that can be derived from 3D medical images
of the head is homogeneous layer where the head is divided into bone and soft-
tissue components. Acoustic parameters can then be applied based on empirical
values for whole skull sound speed, density and attenuation, or based on proper-
ties derived from the CT image itself [87]. The simplicity of these models means
that they can be more easily produced using a range of image processing methods
and tools, and are often suitable to be used with more basic techniques for estimat-
ing phase shifts or simulating ultrasound propagation [88]. Another advantage of
homogeneous skull maps is that they can be derived from MRI images. In their
non-invasive focusing method discussed below, Sun & Hynynen [89] presented a
single layer model based on the mapping of the inner and outer surfaces of the skull
from MRI images. Many patients undergoing transcranial therapy will have an MRI
scan as a matter of course, and MRI has a significant advantage over CT imaging in

that it does not involve the application of ionising radiation, which researchers and
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clinicians typically seek to avoid.

The analytical focusing method presented by Clement & Hynynen [87] exper-
imented with treating the skull as either a single layer, or three layers based on the
cortical-trabecular-cortical structure of the bone. Sound speed was assigned alter-
nately to the whole skull layer and the three internal layers en-bloc based on the
values measured by Fry & Barger [13]. They also experimented with calculating
effective sound speed at different points over the skull surface based on CT derived
density, and phase shift measurements used in a polynomial fit for both the single
and three layer models. Modelling the skull as a three-layer structure and account-
ing for variations in sound speed across the surface of the skull both resulted in

improved focusing.

Fully heterogeneous models

While the skull models described above can be used as simulation inputs, more
accurate models of the acoustic properties of the skull aim to take account of the in-
ternal heterogeneities of the skull, and the corresponding spatial variations in sound
speed, density and absorption. To that end, 3D medical imaging technologies can
be used in voxel based acoustic property mapping. X-ray CT imaging has two clear
advantages for this application. Firstly, it is known to give excellent discrimination
and contrast when imaging bone in soft-tissue. Secondly, due to the relationship be-
tween photoelectric attenuation coefficient and density, CT Hounsfield Units (HU)
can be used to infer mass density on a voxel by voxel basis accurately based on the
CT calibration [6].

Historically, a wide variety of methods have been proposed to derive longitu-
dinal sound speed from HU, or from density values derived from HU, based on ana-
lytical calculations or empirical measurements. The use of “effective” sound speed
values based on HU for the creation of homogeneous or three-layer skull models
has already been discussed. In an extensive, multi-frequency study, Pichardo et al.
[7] measured sound speed and attenuation of whole skull bone, and then used image
derived apparent density and a simulation based optimisation method to calculate

relationships between density and other acoustic properties. Jones & Hynynen [90]



1.2. Structure and Acoustic Properties of the Head 49

3500

— Connor et al.
--= Mast
Aubry et al.
3000 }|* * * Pichardo et al.

Sound Speed [ms'
N
S

2000 F

1500 l¢” I l ! 1 ! | !
1000 1200 1400 1600 1800 2000 2200 2400 2600 2800

Density [kgm?]

Figure 1.4: Relationship between the density of the skull bone, derived from CT, and the
compressional sound speed. Values taken from Connor et al. [4], Mast [5],
Aubry et al. [6], and Pichardo et al. [7]. Reproduced from Robertson et al.
[116].

went on to use these values in simulation based aberration correction for focus-
ing through the skull, and demonstrated improved performance relative to homoge-
neous models. In a similar study, Connor et al. [4] used a genetic algorithm in com-
bination with high resolution CT images and experimental transmission measure-
ments to derive a non-linear relationship between density and sound speed. More
recently, Mast [5] reviewed acoustical property values of a range of soft-tissues to
calculate linear relationships between density and different properties. These rela-
tionships between density and sound-speed are shown in Fig. 1.4, demonstrating

the potential for variation in sound speed values calculated from density.

Arguably the most comprehensive method for the conversion of CT images
was developed by Aubry et al. [6] for their initial work on transcranial focusing
via simulated time-reversal. Based on the acoustic property measurements by Fry
& Barger [13], their algorithm converts CT HU directly into fully heterogeneous
maps of sound speed, density and acoustic absorption in the skull. Firstly, CT
images normalised between water (0 HU) and cortical bone (1000 HU) are used to
derive a map of porosity

¢ =1—(HU/1000) . (1.1

The porosity value, ¢ is then used to interpolate linearly between reference values

for density (Pmin, Pmax) and sound speed (Cpin, Cmax), derived from the values for
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water and cortical bone

P = @Pmin + (1 - (P)pmax C = Cmin 1 (Cmax - Cmin)(l - (P) . (1.2)

Porosity is also used to calculate the acoustic absorption based on maximum
and minimum values. However, the assigned absorption value is inflated to coun-
teract the loss of fine detail due to the limited resolution of clinical CT images.
The loss of the internal detail of the skull trabecular layer, reduces the scattering
and attenuation that would occur due to variation in acoustic impedance. Therefore
the assigned absorption value is, strictly speaking, an attenuation value, although
it is incorporated into numerical schemes in the same way as absorption [6, 13].
Accordingly, unlike sound speed and density, high porosity equates to a high ab-

sorption value, and a power law is used to interpolate between the values

& = Omin + (Otmax — Omin) 9% (1.3)

This technique has been used successfully in multiple studies, including a simulated
full wave time-reversal study by Marquet et al. [91]. Variations include alterations
to the reference property values [91], and the use of a homogeneous absorption map

based on a skull layer segmentation [15].

1.3 Methods for Focusing through the Skull

1.3.1 Background and Focusing Priorities

Due to its structure and acoustic properties, the skull poses a serious obstacle for
those aiming to focus ultrasound in the brain. Fortunately, this issue has previously
been addressed for the purpose of applying HIFU for tissue ablation or thromboly-
sis as far back as the 1950s. Initial approaches to the problem of focusing across the
skull simply circumvented it. For example, Fry et al. [37] used craniotomy to avoid
the aberrating bone layer entirely, simplifying focusing [92, 93, 94]. Although this
method is still occasionally used [95], it renders the non-invasive nature of ultra-

sound somewhat redundant. Yin & Hynynen [96] demonstrated another method
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for avoiding the effect of the skull, taking advantage of the reduced aberration and
absorption of low frequency ultrasound to improve focusing. However, the longer
wavelength prevents tight focusing, and the reduced absorption of ultrasound also

had the effect of reducing heating at the target.

Interest in actually correcting for the effect of the skull for the purposes of fo-
cusing ultrasound rather than simply avoiding it dates back to the 90s [97]. The
advent of large, multi-element phased arrays introduced the opportunity for elec-
tronic aberration correction through independent adjustment of the driving signals
of individual elements. For high intensity applications they have the added advan-
tage of spreading the applied ultrasound over a larger area, and reducing heating of
the skull - a primary limitation of transcranial HIFU. Various focusing techniques
can then be derived to determine the relative phases, and in some cases amplitudes,

necessary to drive the transducer elements and correct for the aberration of the skull.

The acoustic frequency used does remain an important concern, due to the
tradeoff between transmission and absorption in the skull, absorption at the tar-
get, the theoretical minimum focus spot size, and the acoustic cavitation threshold
(which increases at lower frequencies). Deffieux et al. [15] identified frequencies
in the range 500 kHz to 800 kHz as the optimal frequencies that allow focusing and
effective transcranial transmission for low-intensity applications, although transcra-
nial transmission with a wider range of frequencies is feasible, subject to the trade-

offs mentioned.

The requirements for any focusing system will depend on the specific appli-
cation. For example, in HIFU, production of a tight focus in the desired position
and the absence of standing waves is of paramount importance to avoid damaging
healthy tissue or inducing side effects such as haemorrhage. However, fine control
over the intensity at the target is less important, as the amplitude of the applied ul-
trasound can simply be increased to achieve the desired ablative effects. There is
also the concern mentioned above, of reducing heating of the skull during treatment,
which can be addressed with certain focusing methods. For low-intensity methods,

heating of the skull is not a concern, while spatial targeting remains a priority to
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ensure that the desired area is being sonicated. Fine control over the ultrasonic in-
tensity at the target is likely to be of primary importance in the development and
implementation of these techniques, due to the proximity between therapeutic and
potentially damaging ultrasound intensities [63, 98], and to aid studies into the un-
derlying mechanisms of novel therapeutic applications such as neurostimulation
and opening the blood brain barrier with ultrasound. The importance of focal spot
size will vary depending on the desired target, but ultrasound for neurostimulation

should aim to focus on the scale of the neurological structures in Table 1.1.

1.3.2 Adaptive Focusing

An important set of focusing techniques that should be mentioned before discussing
more advanced methods involve real-time correction of applied ultrasound based
on the imaging of ultrasonic fields. Specifically, the development of MRI compat-
ible, multi-element transcranial arrays means that real-time MRI thermometry can
be used to image heating in the brain during treatment for feedback and focusing.
Typically, an initial lower-intensity sonication is applied, and the heat distribution
imaged. Any necessary corrections can then be applied by correcting the position
of the transducer or adjusting the phase of the transducer elements until a tight fo-
cus is achieved at the target location, and then the ablative sonication is carried out
[99, 100].

MRI based focusing has been used to carry out transcranial HIFU surgery on
the thalamus as a treatment for essential tremor [24], and ablation of glioblastoma
tumours [101]. More recently, Hertzberg et al. [102] demonstrated the effectiveness
of alternate MRI imaging sequences that are able to measure tissue displacement as
a result of acoustic radiation force for the purposes of adaptive focusing. During
sonications from ExAblate HIFU transducers at 220 kHz, 710 kHz and 1 MHz, tis-
sue displacements of up to 10 um were imaged and used to correct the phase of the
transducer elements. In order to improve the focusing of the initial sonication, these
methods are also often combined with some of the non-invasive focusing methods
discussed below.

The use of real time monitoring of ultrasonic heating in the brain remains a
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valuable tool in transcranial HIFU, and adaptive focusing based on these measure-
ments will likely continue to be used to correct targeting errors and tighten focusing.
However, while they are effective for high-intensity treatments, the requirement for
heating at the target or tissue displacement prevents their use for low-intensity ap-
plications where treatment cannot be monitored and focusing adjustments must be

calculated ahead of time.

1.3.3 Phase Correction and Time Reversal

In addition to adaptive focusing based on feedback from MRI images, or as an al-
ternative when applying low-intensity ultrasound, a variety of methods for deriving
the transducer drive signals have been developed for measuring or estimating the
aberration of the skull.

Several methods employ the principle of acoustic time-reversal, first described
by Fink [103], which takes advantage of the fact that acoustic wave propagation is
time-invariant in a lossless medium, and so propagating acoustic waves behave the
same way in forward and reverse time through scattering media. Generally, time-
reversal entails placing an ultrasonic source at a desired target location and allowing
the ultrasound to propagate outwards through the aberrating media towards a multi-
element transducer array acting in receive mode [104]. For broadband acoustic
waves, the full time-varying signals are reversed in time and used as drive signals,
while for single frequency CW waves the inverted signals are just used to derive the
necessary adjustments in the relative phase and driving amplitude of each element
[88]. A schematic illustrating the principle of time-reversal is shown in Fig. 1.5.

It should be noted that, while time-reversal can be used in absorbing media,
absorption is not time-invariant. This means that amplitude changes due to scat-
tering (which will reverse in time) should ideally be separated from those due to
absorption (which won’t). Historically, this has been complicated by a desire to
avoid excessive ultrasound absorption in the skull and attendant heating. White et
al. [105] experimented with different methods of amplitude correction with hy-
drophone based focusing. They observed that, while driving elements with low

transmission through the skull with higher amplitude (correctly reversing absorp-
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Figure 1.5: Schematic illustrating the time-reversal process. An ultrasonic source is placed
at the target, and ultrasound propagated through the scattering medium to a re-
ceiving transducer. The recorded pressure signals are time reversed, and used
as drive signals for the reversal propagation. The time-reversed wavefront re-
traces its path through the scattering medium and converges on the target point
in space and time.

tion losses) leads to slightly better focusing, doing the opposite can still achieve
effective focusing, with higher peak intensity at the target. Thomas & Fink [104]
confirmed the merits of time-reversal focusing through both ex-vivo skull bone and
an aberrating lossless phase screen using a curved transducer array operating at 3.3
MHz and 1.5 MHz. They employed amplitude correction to try and account for

absorption, and obtained -6 dB beamwidths of 1-5 mm.

An important variation involves placing a measurement hydrophone at the tar-
get location rather than a source. Transducer elements are driven in turn, and the
pressure recorded at the target is inverted to derive element drive signals. Hynynen
& Jolesz [94] first used this technique to calculate phase corrections for transcranial
propagation experiments, attaining a targeting error of less than 3 mm for frequen-
cies below 1 MHz. Pernot et al. [106] used this technique in an in-vivo study where
an implanted hydrophone was used to focus ultrasound onto the brains of sheep to
produce thermal lesions. Hydrophone based focusing of this kind has been widely
used in experimental tests of transcranial transducers, and has become the “gold-

standard” against which novel focusing methods are tested [88].
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1.3.4 Non-Invasive and Simulation Based Methods

While time-reversal and hydrophone based correction methods represent powerful
techniques that allow focusing through the skull, their clinical and in-vivo exper-
imental usefulness is severely limited by the need to introduce a hydrophone or
acoustic source to the target. The desire to apply transcranial ultrasound clinically
has therefore driven the development of a variety of methods for deriving the neces-
sary phase and amplitude adjustments non-invasively, taking advantage of the var-
ious methods for deriving the acoustic properties of the skull discussed in Section
1.2.4. These range in complexity from analytical methods, through relatively sim-
ple numerical methods such as the angular spectrum method, through to full-wave
time-domain simulation of ultrasound propagation. Each method is accompanied
by individual limitations in terms of the accuracy with which ultrasound propaga-
tion is modelled, the complexity of the acoustic property maps that can be used, and

the computational burden and simulation times.

The most notable analytical method was presented by Clement & Hynynen
[87], who used CT images to derive the thickness of the skull across the skull sur-
face. The average sound speed of the skull beneath each transducer element, cal-
culated using their analytical method described in Section 1.2.4, was then used to
derive the corresponding shift in phase based on a time-of-flight calculation. This
method demonstrated strong prediction of the trend in shift in phase as a function of
skull thickness. However, due to the simple nature of the scheme it could not cap-
ture all the variations in phase, even when attempting to account for average sound
speed variation across the skull . A version of this method is used in some current
clinical targeting software, with phase shifts for each element calculated based on
the effective sound speed and resulting phase shift for a ray propagating from a

transducer element to the target point [88].

While analytical methods can be used for rapid calculation of phase shifts, they
are necessarily limited in terms of the range of acoustic propagation phenomena that
they can account for. Numerical methods for the simulation of ultrasound propa-

gation through the skull can be adapted to account for a range of different aspects
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of transcranial propagation. Simulations imitating the arrangement of the invasive
techniques described above can then be used to derive phase and amplitude shifts
for transducer elements. In a series of papers, Sun & Hynynen [89, 107] presented
non-invasive transcranial focusing using a method for the rapid computation of ul-
trasonic fields based on the Rayleigh integral. Ultrasound sources were treated as a
collection of point sources, with the field computed based on the sum of the fields
radiating from those points. The model was extended to layered heterogeneous me-
dia by computing the field across the interface surface, and then treating this as a
source term for a new propagation. This model was used to simulate the propaga-
tion of ultrasound from transducer elements to the target location to calculate the
necessary phase shifts. In a later study, Clement & Hynynen [78] used a more ad-
vanced angular spectrum method to simulate transcranial propagation. While this
method continued to use homogeneous models of the skull, it could also take into
account the angle of incidence of applied ultrasound to calculate refraction more

accurately.

Simulation schemes such as these give increased fidelity in wave propagation at
the cost of some computation time, but are still unable to account for some acoustic
phenomena. Full-wave numerical simulation of ultrasound, which involves solv-
ing a system of equations that describe the propagation of acoustic waves, can give
superior accuracy at the cost of further computation time [88]. Time-reversal fo-
cusing using full-wave numerical simulations of ultrasound was first adapted for
transcranial focusing by Aubry et al. [6]. Finite difference time-domain (FDTD)
simulations were used to simulate the propagation of the desired ultrasound signal
from a virtual target point, through a model of the skull derived from 3D CT images,
to a simulated transducer surface. The pressure signals recorded at the position of
the transducer elements were then used to derive the corresponding drive signals.
Chauvet et al. [108] confirmed the potential for model-driven TR-based focusing
inside the human head to millimeter precision, verified by MRI thermometry. Mar-
quet et al. [91] showed that model-driven TR is capable of restoring 90% of the

peak pressure that can be obtained with gold-standard hydrophone based methods
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when focusing through ex-vivo skull bone.

The primary limitation of full-wave simulations is the time that it takes to carry
them out [88]. In order to ensure numerical accuracy, the simulated domain needs
to be discretised at a certain spatial resolution and, for time-domain methods, the
pressure must be updated iteratively at each time step. When simulating more com-
plex acoustic phenomena such as absorption, non-linearity or shear mode propa-
gation, the computational burden can increase [109]. One method to reduce total
computation time, is to combine full-wave simulations through the skull layer with
simpler methods. For example, Pinton et al. [110] combined FDTD simulations
of propagation through a heterogeneous skull map with a ray propagation scheme
that allowed the phase to be projected through soft-tissue, which was assumed to be
homogeneous. Pulkkinen et al. [111] used a three part simulation scheme to model
skull base heating during ultrasound therapy. They used Rayleigh integral methods
to propagate ultrasound through superficial soft-tissues, an elastic full wave finite-
element code to propagate ultrasound through the skull, and then an angular spec-
trum code to propagate ultrasound through intracranial soft-tissue. These hybrid
methods greatly reduced computation time by only using full-wave numerical sim-
ulations when necessary. Reduced computational burden can also be achieved by
using full-wave methods that can achieve acceptable accuracy with less restrictive

grid sampling requirements [112].
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1.4 Goals of the Thesis

Stimulation of neural tissue with ultrasound represents a nascent, potentially trans-
formative technology with applications in clinical therapy and neuroscientific re-
search. The ability to stimulate and modulate arbitrary deep brain structures with a
spatial resolution on the scale of acoustic wavelengths would allow unprecedented
mapping of brain anatomy and function in healthy subjects, and could be used to

treat conditions such as Parkinson’s disease and essential tremor.

In order to stimulate human brain tissue effectively, ultrasound must be focused
on deep brain structures. However focusing is achieved, the focus will need to be
spatially targeted on the correct area, and the focal spot will need to be sufficiently
tight to ensure stimulatory specificity. Furthermore, the limited understanding of the
mechanism(s) of UNMS and resulting ambiguity in the most effective ultrasound in-
tensities and pulse shapes, mean that fine control or prediction of the time-varying
ultrasound at the target location will likely be necessary. Precise amplitude control
will ensure that stimulation occurs while avoiding any tissue damage, will aid re-
search into the mechanisms underlying UNMS, and may even allow control over

the specific type of stimulation, suppression or modulation.

Based on the dimensions of the structures in Table 1.1, this suggests a need for
a focal spot size of approximately 3 mm in diameter, and a maximum spatial target-
ing error of approximately 1.5 mm. While the exact level of accuracy in ultrasound
amplitude cannot be known due to the limited understanding of the mechanistic un-
derpinning, the range of values shown in Table 1.3 suggest that an error of less than
10% in intensity (or approximately 5% in pressure) will ensure that stimulation oc-
curs while preventing tissue damage, and could potentially be sufficient to control

the neural modulation at the target.

Non-invasive methods for the transcranial focusing of ultrasound have previ-
ously been used to focus ultrasound for HIFU. However, despite the risks associated
with ablative therapy, the ability to monitor treatment outcomes in real time via MR
imaging and the relative unimportance of control over the ultrasound amplitude

have limited the importance of highly accurate transcranial focusing. Transcranial
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ultrasound focusing for neurostimulation will require refinement of the simulated
time-reversal process. To that end, a taxonomy of potential sources of error and
inaccuracy when using full-wave numerical simulations of ultrasound propagation

for time-reversal focusing can be defined. They comprise:

1. Physical: The underlying equations used to describe the propagation of ul-

trasound in the head, and how well they represent the physical reality.

2. Numerical: The accuracy of the simulation scheme used to solve the phys-
ical equations, and the spatial and temporal sampling necessary to achieve

required accuracy.

3. Inputs: The acoustic property maps used as inputs to the numerical scheme,

including the values of the acoustic properties and the geometry of the bone.

4. Outputs: How accurate simulations of transcranial propagation are used
within a wider time-reversal simulation scheme. For example, how the simu-
lated source term relates to the desired pressure at the focus and how ampli-

tude changes due to absorption are accounted for.

This thesis examines the second and third items on this list, making use of a k-
space pseudospectral time-domain (PSTD) scheme for the simulation of ultrasound,
and examining both homogeneous and heterogeneous models of the skull acoustic
properties. The physical equations used to describe ultrasound propagation are re-
viewed, but examining them in detail or attempting to improve them is outside the
scope of the present work. Likewise the usage of numerical simulations for time-
reversal focusing is limited to driving experimental design and informing analysis
of results.

The overall goal of this thesis is to determine the parameters necessary to sim-
ulate the transmission of ultrasound through skull bone with sufficient accuracy.
This is examined in terms of the spatial and temporal sampling required to achieve
numerical accuracy for the numerical method used, the accuracy required in the
acoustic properties of the skull bone, and the impact of limited resolution of prop-

erty maps derived from clinical CT images. Practical simulations are also carried
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out to demonstrate the potential for accurate mapping between simulated and ex-
perimental transcranial sonications. While the intended application of the work is
focusing for the purposes of neurostimulation, results are relevant to other applica-
tions requiring the effective transcranial focusing of ultrasound, as well as general

simulation of ultrasound through skull bone.

In Chapter 2 the k-space PSTD numerical scheme is described, and the impact
of various individual sources of numerical error are tested independently to deter-
mine the spatial or temporal sampling criteria required to reduce their influence
to an acceptable level. The combined impact of numerical errors on simulations
used for the specific application of time-reversal focusing is then examined through
fully simulated time-reversal in Chapter 3. Together, these two chapters establish
the relative impact of different sources of numerical error and determine the spatial
sampling criteria necessary to ensure numerical accuracy. These criteria are used

throughout the remainder of the thesis.

With numerical accuracy assured, the impact of variation in the properties of
an idealised skull bone layer on the transcranial transmission of ultrasound in terms
of the change in the intracranial field is examined through an extensive numerical
sensitivity analysis in Chapter 4. This is used to determine the accuracy in acoustic
medium properties and skull layer geometry required to achieve the desired accu-
racy in focused intracranial fields. The results of the tests of numerical error and the
sensitivity of intracranial fields are validated through a set of practical experiments
in Chapter 5. Sonication experiments are carried out examining the propagation
of ultrasound through multiple skull bone phantoms created using computer aided
design, 3D printing and resin casting techniques, including a phantom based on
the idealised skull geometry used in the sensitivity analysis in Chapter 4. These
experiments are compared with registered simulations to determine the accuracy
with which the transcranial transmission of ultrasound can be simulated given an
accurate map of acoustic properties. Finally, Chapter 6 examines the impact of
the limited resolution of clinical CT images on simulations through acoustic prop-

erty maps derived from those images. Acoustic property maps are derived from
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micro-CT data of multiple skull bone samples, and the impact of progressive ho-
mogenisation of these maps established. Simulation through maps derived from
micro-CT data is also compared with simulation through property maps derived

from co-registered clinical CT data.
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Chapter 2

Numerical Accuracy of k-space

Simulations

When using simulations of ultrasound propagation in simulated time-reversal, or to
predict ultrasonic fields in the treatment region, the effectiveness of the simulation
scheme used is of fundamental importance. Throughout this thesis, numerical sim-
ulations of ultrasound propagation are carried out using the k-Wave toolbox, which
employs a k-space corrected pseudospectral time domain (PSTD) method for the

time domain simulation of ultrasound fields [118].

The effectiveness of a numerical method can be evaluated in a number of ways.
Primarily the objective is that a numerical method should accurately calculate the
acoustic pressure and particle velocity at a given position in space and time given a
set of initial conditions and a simulated ultrasonic source. The accuracy inherent to a
numerical scheme can be thought of using three key concepts: consistency, stability
and convergence. A consistent scheme is one that mathematically reduces to the
continuous differential equations in the limit as the spatial and temporal grid steps
approach zero [119]. This means that the discrete equations are a true representation
of the mathematical model that described the physical system, but is not sufficient
to ensure accuracy. Numerical stability means that any errors in the simulation do
not grow exponentially with successive time steps, although stable schemes that are
not consistent, or that do not meet certain other requirements will not necessarily

be accurate [119, 120]. If a numerical scheme is both consistent and stable, such
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as the k-space PSTD method [121, 118], it is said to be convergent via the Lax
equivalence theorem. This means mean that the solution calculated by the scheme
will approach the correct solution as the size of the grid spacing approaches zero
[119, 120]. However, simply being convergent does not ensure that a numerical
scheme will be sufficiently accurate for a given application. It will still require a
certain grid spacing to reach the required accuracy, dependent on the sources of
numerical error inherent in the discrete approximation. A numerical method should
ideally also be computationally efficient, meaning that the numerical scheme does
not require an excessive investment of time, or present an excessive computational

burden in terms of memory or processing requirements.

In the following section, the equations that describe linear wave propagation
in a fluid medium are described, along with the discrete equations used in the k-
Wave toolbox. Individual sources of numerical error found in the k-space scheme
are then outlined and examined in a series of numerical tests to study their impact

on transcranial propagation.

2.1 Numerical Methods for Ultrasound Simulation

2.1.1 Governing Equations

The primary mode of acoustic wave propagation in biological tissue is of com-
pressional, or longitudinal waves, which serves as the justification for generally
modelling biological tissues as fluids. Compressional wave propagation through a
fluid medium involves fluctuations in physical variables including pressure, density,
and acoustic particle velocity and displacement. For ultrasound at low intensities,
a description of propagation of ultrasound in heterogeneous fluid materials can be
derived from linearised equations for the conservation of mass
dp

L= _pV-v—v.V 2.1
5, = PoV-v—v-Vpy , 2.1)
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the conservation of momentum

av 1
STl _p_on : (2.2)

and a linearised pressure density relationship [122]

p=cl(p+u-Vpy) . (2.3)

Here pg is the ambient density, ¢; is longitudinal sound speed, p is the acoustic
pressure, p is the acoustic density, and u and v are the acoustic particle displace-
ment and velocity, respectively. The linearisation of Eqgs.(2.1)-(2.3) is based on the
assumption that the fluctuations in density caused by an acoustic wave are small
compared to ambient density, and that the particle velocity is small compared to the
sound speed of the medium [123].

When shear mode propagation in the skull is likely to affect the transcranial
transmission of ultrasound, the alternate system of equations described in Appendix
A.1.2 can be used. However, the requirement to model field tensors such as stress
and strain leads to a significant increase in complexity compared with the fluid
case, with a resulting increase in computational burden [124]. Furthermore, the
importance of shear mode propagation depends on the angle of incidence of applied
ultrasound [8], and is therefore highly case dependent. As a result, in the following
chapters, elastic wave propagation is only modelled in situations where it is likely
that it will affect transmission, or to test whether it will do so. Otherwise the fluid

equations are used.

2.1.2 k-Wave and Pseudospectral Methods

The k-space PSTD scheme used within the k-Wave toolbox solves Egs.(2.1)-(2.3)
using the k-space corrected PSTD method described by Tabei et al. [121]. In this
scheme, spatial gradients of field variables are calculated by a spectral collocation
method using a Fourier basis, while the iterative time-stepping is performed by a
finite difference calculation. k-Space correction refers to the introduction of a term

that corrects for numerical dispersive error arising from the finite difference time
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Figure 2.1: Schematic of a 2D spatial grid, showing the spatial and temporal stepping
of the k-space PSTD numerical scheme and the different times and positions
where acoustic variables are calculated, including staggered spatial and tempo-
ral grids.

step calculation. A full derivation of the k-space scheme as an extension of finite
difference time domain (FDTD) and PSTD methods can be found in Appendix A,
including details of how acoustic absorption is modelled, and the governing equa-
tions that describe elastic propagation in solid media.

In terms of practical implementation, the k-Wave toolbox uses the following
set of first-order coupled equations based on Eqs.(2.1)-(2.3) to update pressure and
particle velocity across the simulation grid in a time stepping manner. Here & is
used to represent a single spatial dimension, with each step repeated for the dimen-
sions x,y & z as necessary. The term At is the temporal discretisation, A& is the
spatial discretisation (in the direction &), 7 is the temporal index and S F and S M
represent force and mass based source terms, respectively. The subscript & is used
to indicate ambient acoustic properties defined at the staggered grid positions. A
visual representation of the scheme and the different computational steps is shown
in Fig. 2.1 for a 2D grid.

First, the spatial gradient of pressure is calculated for positions on the staggered
grid:

oP" _ p ike Ke'kehs/ 2F[pf]] . (2.4)
el

Here, F and F~! are the discrete Fourier transform and inverse Fourier transform,
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respectively. kg is the discrete, bounded set of wavenumbers in the & direction for
which the discrete Fourier transform produces coefficients. This Fourier series cor-
responds to a continuous function that agrees with the discretely sampled pressure
field at each grid point. This is the Band-Limited interpolant (BLI), explored further

in Section 2.2.2. The term k is the k-space correction factor sinc(cefkAf /2), where
=Yk . (2.5)
§

This factor corrects the error generated by the finite difference approximation of the
temporal gradient, although the correction is only exact for media with the sound
speed crer [121]. When ¢ = 0, the PSTD scheme is uncorrected. The term ekeAs/2
translates the results of the gradient calculation by A& /2 to allow particle velocity
to be calculated on a staggered grid. The use of a Fourier series allows the gradi-
ent of the interpolating function to be calculated anywhere inside the grid space,
meaning that a staggered grid is not strictly necessary. However, a staggered grid

helps suppress the appearance of oscillations due to the BLI, and is also thought to

improve the representation of medium discontinuities [121].

Following calculation of the spatial gradient of pressure via spectral methods,
the equation for conservation of momentum (Eq.(2.2)) is used to update each Carte-
sian component of the particle velocity defined on the staggered grid in time by

using a finite difference approximation of the temporal gradient

T+1 -1 At dp® -
Y =V —— = +AtSg, . (2.6)
Note that this equation requires the density map to be separately defined on the
staggered grid. A source term representing applied force can be introduced at this

stage. The gradient of the newly evaluated particle velocity is then calculated spec-

trally. This calculation includes another exponential operator to shift the calculated
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gradients back onto the main grid

8VT+% 1
;ﬁ —F! ikéke_ikéAé/zF[vg+z]]. (2.7)

The particle velocity gradient is then used in another finite difference update step
based on the conservation of mass (Eq. (2.1)), calculating the new acoustic density
values on the grid, at the next full time step:

pzt! =pg—Atpo%vg+5 +AtS;/I+§% . (2.8)
Note that the density values calculated are separated into Cartesian components,
based on their calculation from the Cartesian components of particle velocity. This
is done to allow the use of a split field perfectly matched layer (PML) for the ab-
sorption of waves at the edge of the simulated domain [125], which is explored
further in Section 2.2.3. A mass source term can be introduced into the numerical
scheme at this point. The final step is the summing of the Cartesian components of

the density, and the conversion of the updated density field into the new pressure

field,
ptl= cg(Zng —Ld) ) (2.9)
¢

Here L, is a loss term based on a fractional Laplacian term derived by Treeby et al.
[126] and described further in Appendix A.1.1. For simulations in more than one
dimension, gradient calculations and update steps are repeated in each dimension as
necessary. The k-space PSTD scheme has been shown to be exact for homogeneous
media independent of the temporal discretisation, subject to the conditions of the

BLI [121].
The general stability condition for the k-space PSTD scheme is given by

|sin(crepkAt /2)| < Ccr—zf . (2.10)

This demonstrates how the scheme can be made unconditionally stable for cef = ¢,
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as the sin term will never be larger that 1. When cer < ¢, the stability condition

can be reformulated to give an expression for the largest stable timestep,

A< — it (St @.11)

Crefkmax Cmax

where kpax 1s the maximum wavenumber supported on the grid. A useful crite-
rion when discussing simulation stability is the Courant-Friedreichs-Lewy (CFL)

number [121]. The CFL in 1D is defined as

Crmax At

CFL =
Ax

(2.12)

This definition is used in this thesis for time domain solutions of the acoustic wave

equation for simulations in all dimensions.

2.1.3 Finite Difference Schemes

When appropriate, tests of numerical errors in the k-space scheme are compared
with those arising from widely used FDTD numerical schemes for the solution of
the same coupled system of equations. These schemes are briefly described here.
A more detailed discussion of FDTD methods can be found in Appendix A.2. A
second-order accurate in time, fourth-order accurate in space (2-4) scheme, de-
scribed by Strikwerda et al. [127] has previously been used in multiple studies
involving the simulation of ultrasound through skull bone, including the practical
application of time-reversal focusing [108, 91]. A version of this numerical scheme

is available as part of the k-Wave toolbox.

By combining the linearised pressure-density relationship with the conserva-
tion of mass (Egs.(2.9) &(2.8) for the k-space PSTD scheme) the non-absorbing
2-4 FDTD scheme can be summarised as two coupled first-order equations. Here
Jj is used to represent the spatial index of variable values on the grid. The first step

updates the particle velocity on staggered spatial and temporal grids based on the
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pressure distribution across the grid

_ﬁpf—1_27pjf'+27l’§+1_l’;+2 1
Po; 24Ax ity

(2.13)

The second step uses the particle velocity values calculated at the staggered grid

positions to compute the updated pressure field across the grid

T+ T+ 1 i
o 2vj_§ —27vj_f+27vj+l2 — j+§ .
piT = Arpocg—— 224Ax = ~+p; . (2.14)

A second-order accurate in space, second-order accurate in time (2-2) scheme is

used for a specific subsets of numerical tests in Section 2.2.3. This gives equivalant

equations for the updating of acoustic particle velocity
T T

T+3 ﬁ Pjr1—Pj T—

V. +V,
j+3 po.  Ax j+3

==

: (2.15)

and for the calculation of the updated pressure field based on the spatial gradient of

particle velocty
T+ T+
-V,
i

Ax

= o=

T+1

V, 1
+,
pT = Atpocg 2 +p7 . (2.16)

The stability conditions for FDTD schemes vary depending on the number of
dimensions being simulated, and the number of coefficients used to calculate spatial
and temporal gradients. Using the definition of the CFL in Eq.(2.12), the stability
condition for the 2-4 scheme is CFL < (4D/3)~!/? while the stability condition
for the 2-2 scheme is CFL < D~!/2 where D is the number of dimensions being

simulated [128].

2.2 Testing of Individual Numerical Errors

2.2.1 Overview

In the following sections, the impact of various factors which affect the convergence
of FDTD and PSTD models for the case of transcranial ultrasound simulation is

presented. These comprise:
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Figure 2.2: A scaled schematic of the simulation model used to evaluate the impact of
numerical errors.

1. The impact of bandlimited interpolation of the field variables.
2. Errors due to the use of a PML to truncate the simulation domain.
3. Numerical dispersive phase error.

4. Errors in reflection and transmission from step-change discontinuities in

acoustic properties.

5. Staircasing errors in the representation of continuous geometries on a discrete

Cartesian grid.

The first two represent fundamental considerations in PSTD simulations, and were
dealt with independently, evaluating the spatial and/or temporal sampling necessary
to reduce erroneous pressure signals below -60 dB. For the subsequent tests of error,
the specific inaccuracies occurring when simulating the propagation of ultrasound
from a source in the deep brain to an external transducer were established. This
was modelled as consisting of 10 cm propagation through cerebral soft-tissue, 1
cm propagation through bone, and 1 cm additional propagation through superficial
soft-tissue, as shown in Fig. 2.2. When examined, reverberations within the skull
were considered to consist of an additional 20 cm propagation through soft-tissue,
and 2 cm propagation through bone. The acoustic properties used in simulations
were taken from Duck [84]. When homogeneous simulation grids were used, they
were assigned the acoustic properties of brain tissue, a density of 1040 kg m > and a

sound speed of 1560 m s~ !, which were also used to represent soft-tissue in general.
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For heterogeneous simulations, bone tissue was assigned a density of 1990 kg m ™3

and a sound speed of 3200 ms™'.

Frequency filtered Kronecker delta functions,
like that shown in Fig. 2.3 (b), were used to create broadband pressure sources.
The detailed parameters of the different simulation grids are described in Appendix
B.1. Accuracy was quantified in terms of the resulting error in the amplitude and

time-of-flight of the temporal maximum intensity at the target position. Intensity is

calculated from pressure via a plane wave assumption,
I= — . (2.17)

The spatial or temporal sampling criteria necessary to constrain the error in
intensity amplitude below 10% and the error peak position by 1.5 mm, are estab-
lished. Positional error is calculated from the error in time-of-flight using the speed
of sound in soft-tissue.

In this thesis, spatial and temporal sampling criteria are defined in terms of

spatial points per wavelength (PPW) and temporal points per period (PPP), where

A 1
PPW = — PPP = — . 2.18
A A (2.18)
A constant relationship between the local spatial PPW and the temporal PPP is
defined by the CFL,

CFL= > | (2.19)

where ¢ is the local sound speed.

Higher values of PPW & PPP will lead to more accurate numerical simulation,
but also increase the computational burden and resulting time taken for simulations.
When it was necessary to define a specific ultrasonic frequency of interest to cal-
culate the required sampling criteria, 500 kHz was used. This frequency has seen
extensive use in studies of UNMS (see Table 1.3), sits within the range of ultra-
sound frequencies demonstrating optimal transcranial transmission [15], and has a
theoretical minimum focus size of approximately 1.5 mm diameter in soft-tissue.

PPW values were calculated using the sound speed in soft-tissue.
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Figure 2.3: The effect of bandlimited interpolation on various functions defined on the dis-
crete grid, and the impact of smoothing on the power spectra of those functions.
(a) The BLI of an unsmoothed delta function, (b) the BLI of the same delta
function following frequency filtered with a Blackman window, (c) the nor-
malised frequency spectrum of the unsmoothed delta (d) the spectrum of the
smoothed delta, showing the redistribution of energy away from the Nyquist
limit.

2.2.2 The Bandlimited Interpolant

Introduction

The BLI is the continuous representation of field parameters when approximated by
discrete Fourier transform. For an idealised 1D grid with N grid points, length 27,

spatial discretisation Ax, and grid indices j, the discrete Fourier transform is written

N—1
Fo=AxY ek f (2.20)
j=0

where
T T 21 T 21

hy = — .
AY Ax AN, UAY AN,

(2.21)

Here f; is the value of the discretely sampled function at position x;, and Fy is the

set of coefficients for the series of wavenumbers, k,. To explicitly calculate the
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continuous BLI of a discretely sampled function, the inverse of the discrete Fourier
transform is evaluated continuously over 0 < x < 27, rather than just at the discrete

points x;. This is written

Ar-1
b(x) = —— ”/Z N, (2.22)
2T A ’

where 0 < x < 2m. This will give the continuous BLI b(x) that the discrete set
of wavenumbers computed by Eq.(2.20) actually represent [109]. Equation (2.22)
can be used to understand the effect that the BLI has on gradient calculation by

examining the BLI of a delta function at j = 0;

b(x) = %{cot (5)sin(4)} - (2.23)

This is the periodic sinc function S,, which constitutes the BLI of the discrete delta
function. As any discretely sampled function may be considered a sum of delta

functions, this allows the BLI to be computed for any discrete functionf;

N
b(x) =Y fiSn(x—x;) . (2.24)
j=1

This is a convolution of the discretely sampled function with the periodic sinc func-
tion. Figure 2.3 (a) & (b) demonstrate how this can lead to Gibbs oscillations in
the BLI around discontinuities in the discretely sampled pressure. These exist be-
cause the Fourier coefficients of the sampled function do not decay to zero before
the Nyquist limit of the grid. It is important to understand that this representation is
not erroneous per se, but that there is a disparity between the intended input to the
PSTD scheme, and what the scheme is capable of representing via a bandlimited
Fourier series. To reduce the size of the disparity, smoothing of the intended field
can be used to force the Fourier coefficients to decay [129]. This is shown in Fig. 2.3
(b) for a delta function frequency filtered with a Blackman window. Although this
remains an inexact representation of the original delta function, the non-oscillating

BLI more closely matches the intended underlying pressure distribution as defined
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by the values at the discrete grid points.

Testing Method

Band-limited interpolation, as described above, can result in a discrepancy between
the intended pressure field and the representation of that field within PSTD schemes
when the Fourier coefficients of the intended field have not decayed sufficiently.
This manifests as undesired, oscillating pressure values across the simulation grid
(see Fig. 2.3 (a)). Therefore, to examine the impact of BLI effects, it is necessary to
determine the amplitude of these undesired pressures relative to that of an intended

input.

In practice, the error in the representation of a particular pressure distribution
will depend on how well it can be represented by a discrete, bandlimited Fourier
series at a specific spatial discretization [109]. Tonebursts have a well-defined fre-
quency spectrum determined by their length and central frequency. Therefore, to
approximate the BLI error likely to be generally observed, a series of time-varying
10, 30 and 50 cycle acoustic toneburst sources with central wavenumbers approach-
ing the spatial Nyquist limit were used as input signals. These sources have 22.7%,
7.4% and 4.3% full width at half maximum (FWHM) bandwidth as a percentage
of central frequency, respectively. The source was positioned a quarter of the way
along a homogeneous 1D computational grid with no PML, to prevent any atten-
uation of the global BLI. The simulations were run for the time taken for waves
to travel from the source to the centre of the grid, t = % where ¢4 is the sound

speed of brain/soft-tissue, and N and Ax are the number of grid points and the spatial

discretization, respectively.

The pressure was recorded at every grid point of the other half of the grid
which, according to causality, should have remained quiescent if the BLI of the
pressure field matched the intended input of compactly supported tonebursts. Error
was quantified as the maximum pressure recorded across the second half of the grid

relative to the peak pressure of the source toneburst.
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Figure 2.4: Results from tests of the impact of the BLI. (a) Non-causal pressure amplitude
as a function of toneburst central PPW for different toneburst lengths and (b)
Normalised amplitude spectra of source tonebursts with central frequencies of
2 PPW (solid) and 2.4 PPW (dashed) and the corresponding spectra of the non-
causal pressure signals, demonstrating how non-casual pressures relate to the 2
PPW component of the source signal.

Results

Results are shown in Fig. 2.4 (a) as a function of the PPW of the central wavenum-
ber of the toneburst. The amplitude of the non-causal pressure drops rapidly as the
number of PPW increases from the Nyquist limit. Reducing the error requires a
higher number of PPW for shorter tonebursts due to their wider frequency spectra,
but for all three toneburst lengths the error drops to below -60 dB by 3 PPW. An
additional observation was that wavenumbers corresponding to less than 2 PPW
are not aliased or otherwise propagated on the grid. To determine what frequen-
cies comprised the observed non-causal pressure, the results obtained from 10 cycle
tonebursts were examined further. Time-varying pressure signals were recovered
from the grid points closest to the wave front, which experienced the peak non-
causal pressures. The normalised amplitude spectra of these signals resulting from
source tonebursts with central wavenumbers sampled at 2 and 2.4 PPW are dis-
played in Fig. 2.4 (b), alongside the corresponding amplitude spectra of the source
tonebursts. The recorded spectra demonstrate a sharp peak at 2 PPW regardless
of the central frequency of the source toneburst, and the amplitude of the peak is
proportional to the amplitude of the 2 PPW component of the source toneburst.
Practically, these results demonstrate that this error reduces very rapidly as the spa-

tial sampling of the pressure distribution increases, and at 3 PPW BLI errors are
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reduced to below -60 dB.

2.2.3 The Perfectly Matched Layer

Introduction

The edges of the computational domain pose particular problems when simulating
ultrasound propagation. The discrete Fourier transform used to calculate spatial
gradients for PSTD and k-space corrected schemes makes an implicit assumption
that the grid is periodic. This leads to waves passing out of the computational grid
reappearing on the opposite side of the grid, a phenomena referred to as wrapping.
In the FDTD scheme used, outgoing pressure waves are perfectly reflected from the
edge of the grid, although in general the exact response depends on the boundary
conditions enforced at the edges of the domain.

Fortunately, the use of the coupled first-order equations in k-Wave permits im-
plementation of Berengers split-field PML which surrounds the computational do-
main and absorbs waves propagating towards the edge of the grid [125]. By splitting
the density and particle velocity into their Cartesian components, absorption can be
applied selectively to the normally incident components of the wavefield approach-
ing the edge of the domain. The absorption profile of the PML must be selected
carefully. If the acoustic absorption increases too rapidly within the PML, the sharp
change in acoustic properties will lead to reflections, whereas a low absorption may
not attenuate waves sufficiently to prevent reflections or wrapping at the edge of the
domain. Within k-Wave, a variable absorption profile is used, which starts low to
minimise reflection and increases towards the outer edge of the PML, described by
the following formula [121]

ag = Ci—‘é‘) ()" (2.25)
Here d is the thickness of the PML in grid points, j is the spatial index of a point
on the grid within the PML, j, is the spatial index at the start of the PML and ag
is a normalised absorption coefficient with units of Nepers per grid point. The m

variable determines the absorption gradient - several examples are shown in Fig.
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Figure 2.5: Profiles of the PML produced by Eq.(2.25) for different values of m. By default,
k-Wave uses a value of m =4

2.5.

Testing Method

When examining the accuracy of assumptions made when implementing a PML,
the first consideration is how well the layer absorbs normally incident waves while
preventing reflections from its surface. The splitting of the incident wavefield into
Cartesian components means that the PML is intended to specifically and totally

absorb these waves, as they contain no components parallel to the boundary layer.

The response of the PML to normally incident waves was examined by prop-
agating broadband pressure sources towards the PML on a 1D simulation grid,
and recording the incident, transmitted and reflected time-varying pressure sig-
nals. These signals were spectrally decomposed, and used to calculate reflection
and transmission in decibels as a function of the spatial PPW. In order to prevent
numerical dispersion affecting the results when testing the FDTD scheme, the 2-2
FDTD numerical scheme described in Section 2.1.3 was used, with the CFL set to
1. It is a peculiarity of this scheme (explored further in Appendix A.2) that for 1D
simulations on homogeneous grids, a CFL of 1 prevents all numerical dispersion.
However, due to stability constraints, a CFL of 1 cannot be used with this scheme

in higher dimensions and it will not prevent dispersion in heterogeneous media.

The PML was also tested in 2D to determine its dependence on the angle of

incidence of incoming waves. A broadband point source was placed close to the
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Figure 2.6: Results of tests of the effectiveness of the PML. (a) Reflection from and (b)
transmission through the PML in 1D as a function of PPW. (¢) Transmission
through the PML as a function of angle of incidence.

edge of the PML on the 2D grid and propagated into, and across the surface of,
the PML. The time-varying pressure was recorded across the nearby edge of the
grid, with each recording position corresponding to a different angle of incidence.
A reference simulation was carried out with PML absorption set to zero, and the
peak temporal pressure calculated for each recording position. PML absorption
was turned on for the test simulation, and the change in the peak temporal pressure
at each recording position was used to calculate the transmission factor in dB as a

function of angle of incidence.

Results

Results from simulations in both 1D and 2D are shown in Fig. 2.6 for k-space cor-
rected PSTD and FDTD schemes. The results for normally incident waves, demon-
strate a clear dependance on spatial sampling at frequencies close to the Nyquist
limit of the grid. For both schemes, the pressure reflection coefficient rises steadily
from below -120 dB for frequencies sampled at above 4 PPW to total reflection at
2 PPW. Transmission to the edge of the grid remains constant at below -70 dB for
both schemes until spatial sampling drops beneath 3 PPW, below which the k-space
scheme shows an increase in transmission and the FDTD scheme shows a reduction
in transmission. These results indicate that the effectiveness of the PML is greatly
reduced for wavenumbers sampled at below 3 PPW, and it cannot be relied on at
these PPW values. However, erroneous reflection and transmission reduce rapidly

as sampling increases. It should be noted that pressure reaching the edge of the grid
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for both schemes is subject to further attenuation within the PML when reflected or
wrapped back into the grid. Furthermore, the BLI will have influenced the behav-
ior of these tests for frequencies sampled at close to the Nyquist limit, which may
explain why the k-space scheme appears to show an increase in both reflection and
transmission close to 2 PPW.

Results for the 2D simulations are shown in Fig. 2.6 (c) as a function of an-
gle of incidence for both numerical schemes, demonstrating a clear dependence of
transmission through the PML as a function of angle of incidence. Transmission is
lowest for normally incident waves, rising with increasing angle of incidence cross-
ing to above -60 dB at 40°. No clear relationship between angle of incidence and
reflection from the PML was observed. These results should be considered when
designing acoustic sources and considering the angles at which pressure waves will

impinge on the PML.
2.2.4 Numerical Dispersion

2.2.4.1 Introduction

Phase error, or numerical dispersion error, refers to an unphysical dependence of
sound speed on frequency within the numerical scheme (in contrast to physical
dispersion, a distinct acoustic phenomenon related to acoustic absorption), and was
identified by Pulkkinen et al. [130] as a potential source of error when using numer-
ical simulations to derive the phase shifts necessary for focusing ultrasound through
the skull.

Finite difference approximations of gradients can be considered a rearrange-
ment of a truncated Taylor series to solve for derivatives, and introduce an inherent
error, explored in Appendix A.2. When used to solve the wave equation, this man-
ifests as a dependence of the sound speed on the wavenumber and causes a cumu-
lative error in the phase of travelling acoustic waves. In FDTD schemes dispersion
error arises as a result of both the spatial and temporal sampling, while for PSTD
schemes dispersion arises dependent on the temporal sampling alone.

With regards to k-space corrected schemes, when the correct value for sound

speed is used in the correction factor, which will be referred to as perfect k-space
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correction, numerical dispersion is completely eliminated for homogeneous media.
However, only one sound speed can be employed and perfectly corrected for. This
means that in heterogeneous media, phase error can still accumulate dependent on
the difference between c.r and the local sound speed. When the local sound speed
is above that used in the correction factor, dispersion error is bounded between
zero and that obtained from an uncorrected PSTD scheme. When cr is larger
than the local sound speed, the phase error can grow to be larger than in the un-
corrected case [131]. However, as shown by Eq.(2.10), setting c¢ to the highest
sound speed in the medium give the k-space scheme unconditional stability, poten-
tially permitting the use of coarser temporal discretisation with a resulting decrease
in computational burden. Therefore it is important to test the error resulting from
both under-correction and over-correction, within the context of simulations of ul-

trasound propagation in a head model.

Testing Methods

To examine the impact of numerical dispersion, a broadband pressure source was
defined on a homogeneous 1D grid and propagated a distance of 1 cm. The time-
varying pressure was recorded, and the phase spectra of the recorded pressure sig-
nals were compared with a dispersion-free reference simulation obtained using per-
fect k-space correction. Grids with the properties of both bone and brain tissue
were tested. As discussed above, when k-space correction is used for simulations in
homogeneous media it prevents numerical dispersion, although only a single sound
speed can be corrected for. Therefore, to examine the maximum discrepancy be-
tween the reference sound speed and the sound speed of the grid, ¢ was set to
the sound speed of bone for simulations in soft-tissue, and c,.f was set to the sound
speed in soft-tissue for simulations in bone.

For the 2-4 FDTD scheme used, the temporal and spatial dispersive errors
oppose each other, with reduced dispersive error at higher CFL numbers [127].
Therefore the CFL was set to 0.5 for these simulations calculated with reference to
the sound speed of bone, the highest value at which both schemes would be stable

in 3D for a heterogeneous simulations of propagation through both bone and soft-
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tissue [127, 121].

To compare the schemes used, the change in the phase spectra was used to
calculate the phase error in radians per cm propagated, error, as a function of spatial
and temporal sampling. However, when transmitting ultrasound across the skull for
the purposes of neurostimulation, the ultimate aim is to focus ultrasound on a small
area of brain tissue. Therefore when quantifying the error resulting from numerical
dispersion in terms of its practical significance, it will be how it affects the position
of the simulated pressure wave in soft-tissue, regardless of the tissue in which the
dispersion arises. The phase error calculated from the time-trace was then converted
to a corresponding positional error in soft-tissue per cm propagated in both bone and

soft-tissue by multiplying the phase error by the wavelength in soft-tissue:

Positional Error(f) = CS;);;OI . (2.26)

This was then used to calculate the final positional error using the model for tran-
scranial propagation of ultrasound to a deep brain target shown in Fig. 2.2, and for
up to two reverberations within the skull. This was used to calculate the sampling

criteria required to obtain <1.5 mm positional error.

Results

The phase error in the recorded pressure signal per cm propagated in both brain
and soft-tissue is shown as a function of PPP in Fig 2.7 for the 2-4 FDTD scheme,
uncorrected PSTD scheme, and k-space corrected PSTD schemes. It should be
noted that, for the FDTD scheme, each PPP value is related to a PPW value by
the CFL. Two main findings are apparent from these results. Firstly, the FDTD
scheme consistently performs worse than both uncorrected and k-space corrected
PSTD schemes. Secondly, k-space correction of the PSTD scheme leads to reduced
error for propagating through bone when cf is set to the sound speed of soft-tissue,
but increased error for propagation through soft-tissue when ¢ is set to the speed
of sound in bone. Based on these results it can be concluded that, while setting cef

to the sound speed of bone would result in unconditional stability, the dispersion
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Figure 2.7: Phase error per centimetre propagated in (a) bone, and (b) soft-tissue for FDTD,
uncorrected PSTD and k-space schemes.

Target  Direct Path [PPP] First Reverb. [PPP] Second Reverb. [PPP]

FDTD 17.9 219 23.9
PSTD 11.2 18.9 24.2
k-space 4.0 4.0 4.6

Table 2.1: Temporal sampling required to obtain less than 1.5 mm targeting error for direct
propagation to a deep brain target, and for multiple reverberations within the
skull.

error alone would necessitate finer temporal sampling than would be necessary to
maintain stability in the opposite case. Moreover, in transcranial simulations the
majority of the simulated domain will have the acoustic properties of soft-tissue,
increasing the impact of dispersion errors arising in soft-tissue. Therefore it is ap-
parent that simulations using the k-space method should employ k-space correction

based on a c.r value derived from the soft-tissue.

The values for phase error per cm propagated in each tissue can be used to
calculate a positional error at the target. The temporal sampling values required to
attain an error of less than 1.5 mm at a deep brain target based on the phase error
for the different numerical schemes are shown in Table 2.1. The positional error for
the k-space scheme is calculated based on the total error that would occur when ce¢

is set to the speed of sound in soft-tissue.
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2.2.5 Reflection and Transmission from Discontinuities

Introduction

When an acoustic wave is incident on an interface between two media with different
acoustic properties, such as bone and soft-tissue, it will undergo varying degrees of
reflection and transmission. Depending on the angle of incidence, and the ability of
the different media to support shear waves, there may also be conversion between
compressional and shear modes [9].

When compressional waves are normally incident on an interface, there is no
mode conversion. Pressure reflection and transmission coefficients are defined with
respect to incident, reflected and transmitted pressures, indicated in Fig. 2.8 (a).
Based on the boundary conditions at a discontinuous interface, coefficients can be

expressed in terms of the characteristic acoustic impedance of the two media, Z, =

Puca [122]:

_ Prefl _ Z,— 27, T — Ptrans _ 2Z»

R = —
Dinit  Zo+7Z) Pinit  Zr+Z4

(2.27)

Normal incidence pressure reflection and transmission coefficients can be used to

calculate intensity reflection and transmission coefficients, R; & T; respectively :
R =R Ti=1-R; . (2.28)

These reflection coefficients are derived from, and assume, a discontinuous inter-
face. When two media are connected by a smoothly varying interface, the behaviour
is more complicated. Reflection and transmission becomes dependent both on the
impedance profile and the frequency of incident ultrasound. The behaviour varies
depending on the impedance profile, but the general rule is that high frequencies
are reflected less from smooth interfaces [132]. An added complication arises when
acoustic particle velocity is calculated on a staggered grid, as the grid density map
must be defined separately on the staggered grid, which is offset by % relative to
the main grid.

Ideally, numerical simulations should reproduce the behaviour from Egs.(2.27)
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Figure 2.8: Reflection and transmission of ultrasound. (a) Reflection and transmission at
normal incidence. (b) Generation of shear and compressional waves for non-
normal incidence on a solid. (c) Relative amplitudes of shear and compres-
sional waves as a function of angle of incidence (reproduced from Clement et
al. [8]).

when acoustic plane waves are normally incident on a discontinuity defined on a
discrete grid. However, due to the difficulty in representing discontinuities using
spectral methods, the representation of step-changes in acoustic media has previ-
ously been identified as a weakness of PSTD methods [121]. As discussed in Sec-
tion 2.1.2, during the iterative time-steps of the k-space scheme the pressure field
is multiplied by the maps of medium density and sound speed, before being repre-
sented as a truncated Fourier series for the purpose of calculation of gradients. Step
changes in medium properties will therefore introduce Gibbs phenomenon into the

pressure field.

For non-normal incidence of compressional waves onto an interface, the trans-
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mission angle and the amplitude of the transmitted and reflected waves will change
dependent on the angle of incidence and difference in compressional sound speed.
If the second media can support shear waves, as in the case of propagation of ultra-
sound through the scalp into the skull, there may also be a degree of acoustic mode
conversion, shown in Fig. 2.8. The angles of the transmitted waves are related to
the angles of incident waves (shown in Fig. 2.8) by the different sound speed values

via Snell’s law:

sin6; _ sin6 _ sinf; (2.29)
Ci C] Cs

As a result of the dominance of compressional modes for normal or near-normal
incidence, and the high absorption of shear waves in bone, shear mode propagation

is often neglected in models of transcranial transmission [8].

Testing Method

To examine the error in reflection and transmission from medium discontinuities,
broadband pressure sources were propagated from soft-tissue into bone (propaga-
tion direction across the interface was observed to make no difference) on a 1D
simulation grid. The incident, reflected, and transmitted waves were recorded and
the power spectra used to calculate intensity reflection and transmission coefficients
for each wavenumber. Percentage error in these coefficients was calculated through
comparison with analytical values for the intensity reflection and transmission co-
efficients. The error in the intensity transmission coefficient was then used to cal-
culate the error in intensity when ultrasound is transmitted through the skull across

two interfaces between bone and soft-tissue

Te(f)? — Te?

o (2.30)

Transmission Error(f) =

Here Te is the true intensity transmission coefficient calculated using Eqgs.(2.27) &
(2.28), and Te(f) is the simulated intensity transmission coefficient as a function of
frequency.

Two additional tests were carried out to further characterise the response of the

k-space scheme to interfaces between acoustic media. Firstly, the interface between
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Figure 2.9: Smoothing of the interface between bone and soft-tissue. (a) Unsmoothed, (b)
one point smoothing, (c) two point smoothing.

bone and soft-tissue interface was progressively smoothed via linear interpolation,
to determine if smoothing of the interface leads to an improved representation of the
discontinuous interface, similar to that shown in Fig. 2.3 for a delta function pres-
sure distribution. The acoustic properties of the grid were smoothed via two stages
of linear interpolation, shown in Fig. 2.9, and simulations were carried out using the
k-space PSTD scheme only. Secondly, a test was carried out to evaluate the impact
of the magnitude of the impedance change, to determine if the performance of the k-
space corrected PSTD scheme relative to the FDTD scheme is dependent on the size
of the medium discontinuity. The soft-tissue portion of the domain was assigned a
sound speed of 1000 ms~! and a density of 1000 kg m—>. The impedance of the
bone portion of the grid was then varied up to ten times that of the soft-tissue, with
sound speed and density varied independently to determine their relative impact.
Furthermore, to determine the impact of the linear interpolation and smoothing of
acoustic density values onto the staggered grid, simulations across density inter-
faces were repeated with this interpolation disabled, so that density changes were

represented as step changes on both the main and staggered grids.

Results

Results for the error in intensity transmission and reflection coefficients as a func-
tion of PPW are shown in Fig. 2.10. These results demonstrate the increasing error
in both transmission and reflection at lower levels of spatial sampling. Frequen-

cies sampled at close to the Nyquist limit of the grid are reflected more from the
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Figure 2.10: Error in simulated intensity (a) transmission (Te) and (b) reflection (Re) coef-
ficients as a function of spatial PPW.
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Figure 2.11: The error in intensity transmission coefficient at different levels of interface
smoothing as a function of PPW.

interface, and transmitted less. The results also demonstrate that the FDTD scheme
performs worse than the k-space PSTD scheme. This result is notable, given the
supposed weakness of PSTD schemes at representing discontinuities. In order to
obtain less that 10% error in intensity transmitted through the skull, calculated us-
ing Eq.(2.30), the FDTD scheme requires 5.9 PPW while the k-space and PSTD
schemes require 4.3 PPW. The results of tests on the impact of smoothing the inter-
face are shown in Fig. 2.11. Increasing the levels of smoothing leads to increased
simulated transmission coefficients and a reduction in simulated reflection coeffi-
cient, and it is clear from these results that smoothing the interface does not result
in increased accuracy insofar as approximating Eqs.(2.27) & (2.28). As mentioned
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