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We show that the anisotropy of the effective spin model for the dimer Mott insulator phase of
κ-ðBEDT-TTFÞ2X salts is dramatically different from that of the underlying tight-binding model.
Intradimer quantum interference results in a model of coupled spin chains, where frustrated interchain
interactions suppress long-range magnetic order. Thus, we argue, the “spin liquid” phase observed in some
of these materials is a remnant of the Tomonaga-Luttinger physics of a single chain. This is consistent with
previous experiments and resolves some outstanding puzzles.
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Layered organic charge transfer salts show a wide range
of exotic physics due to strong electronic correlations and
geometrical frustration [1]. This includes unconventional
superconductivity, incoherent metallic transport, multi-
ferroicity, and antiferromagnetism. However, the putative
spin liquid states in κ-ðBEDT-TTFÞ2Cu2ðCNÞ3 [2],
κ-ðBEDT-TTFÞ2Ag2ðCNÞ3 [3] (henceforth, CuCN and
AgCN, respectively), and β’-EtMe3Sb½PdðdmitÞ2�2 [4]
are, perhaps, the least understood of these.
CuCN is usually discussed in terms of the nearly

triangular Heisenberg model [1,5]. Here, we demonstrate
that the theoretical arguments that lead to this model are
fallacious. They fail to account for quantum interference
within the ðBEDT-TTFÞ2 dimer. We derive the correct
low-energy model including these effects and show that it
leads to an anisotropic triangular lattice in the quasi-one-
dimensional (Q1D) regime, J1 > J2, Fig. 1(c). Thus, the
spin model for the Mott dimer insulating phases of the
organic charge transfer salts are remarkably similar to that
describing Cs2CuBr4 and Cs2CuCl4 [6], where deconfined
spinons have been observed [5,7]. Our results provide
natural explanations for several previously puzzling experi-
ments on the organics.
Electronic structure calculations demonstrate that a single

molecular orbital contributes to the low-energy process in
the κ-ðBEDT-TTFÞ2X salts [1,8–10], and that the band
structure is described by the tight-binding “monomer
model” sketched in Fig. 1(a) at three quarters filling. This
model is dimerized: tb1 ≫ tb2; tp; tq. At ambient pressure
CuCN, AgCN, and κ-ðBEDT-TTFÞ2Cu½NðCNÞ2�Cl (hence-
forth, κ-Cl) display a Mott dimer insulating phase, where
excitations away from exactly one hole per dimer are
bound [1].
Electronic correlations arise from the Coulombic repul-

sion between two holes on the same monomer, Um, or
dimer, Vm. Thus, the effective Hamiltonian for the ith

dimer is HðiÞ
b1¼−tb1

P
σðĉ†i1σ ĉi2σþH:c:ÞþUm

P
μn̂iμ↑n̂iμ↓þ

Vmn̂i1n̂i2, where ĉ
ð†Þ
iμσ annihilates (creates) an electron with

spin σ on the μth monomer of the ith dimer, n̂iμσ ¼ ĉ†iμσ ĉiμσ ,
and n̂iμ ¼

P
σn̂iμσ . Other Coulomb matrix elements

can also be included, but do not qualitatively change our
results and are neglected below. The hopping between
dimers is given by H1 ¼ −tb2

P
hi;jiσðT̂21 þ T̂†

21Þ and

H2¼
P

½i;j�σ½−tpðT̂21þT̂†
21Þ−tqðT̂22þT̂†

22Þ�, where T̂νμ ¼
ĉ†iνσ ĉjμσ, hi; ji implies a pair of dimers equivalent to
tetramer 1 [Fig. 1(a)], and ½i; j� implies a pair of dimers
such as tetramer 2.
Kino and Fukuyama (KF) showed that for large enough

Um an insulating phase emerges [8]. They argued that this
could be understood as a dimer Mott insulator: if one
integrates out the bonding combination of molecular
orbitals, this leaves an effective half-filled model contain-
ing only the antibonding combination of molecular orbitals,

FIG. 1. Models of organic charge transfer salts: (a) Hopping
integrals between monomers (bars). To an excellent approxima-
tion tq ¼ tq0 and tp ¼ tp0 [10]. (b) The dimer model. (c) Heisen-
berg model in the dimer Mott insulator phase, the staggered
interlayer component of DM interaction is also indicated—we
adopt the convention that the leftmost spin appears first in the DM
interaction, Dij · Si × Sj.

PRL 119, 087204 (2017) P HY S I CA L R EV I EW LE T T ER S
week ending

25 AUGUST 2017

0031-9007=17=119(8)=087204(6) 087204-1 © 2017 American Physical Society

https://doi.org/10.1103/PhysRevLett.119.087204
https://doi.org/10.1103/PhysRevLett.119.087204
https://doi.org/10.1103/PhysRevLett.119.087204
https://doi.org/10.1103/PhysRevLett.119.087204


a†iσ ¼ ð1= ffiffiffi
2

p Þðc†i1σ − c†i2σÞ. The “dimer model” is
Hd¼−t1

P
hi;jiσðâ†iσâjσþH:c:Þ− t2

P
½i;j�σðâ†iσâjσ þH:c:Þþ

Ud
P

iâ
†
i↑âi↑â

†
i↓âi↓, Fig. 1(b), where, for Vm ¼ 0,

t1=tb2 ¼ t2=ðtp þ tqÞ ¼
ffiffiffi
2

p ðcos θ − sin θÞ=4, and tan θ ¼
ðUm=4tb1Þ −

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ ðUm=4tb1Þ2

p
[9]. KF estimated the

effective interaction between two holes on the same dimer
as Ud ¼ E0ð0Þ þ E0ð2Þ − 2E0ð1Þ ¼ 2tb1 þ ðUm=2Þ½1 −ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ ð4tb1=UmÞ

p �≃ 2tb1 for Um ≫ 4tb1, where E0ðNÞ is
the ground state of the dimer with N holes. The Vm ≠ 0
case is discussed in [11].
In the Mott dimer phase, KF’s dimer model reduces to a

Heisenberg model, Fig. 1(c)

HH ¼ J1
X

hi;jiσ
Ŝi · Ŝj þ J2

X

½i;j�σ
Ŝi · Ŝj; ð1Þ

where Ŝi is the spin operator on the ith dimer, and in the
dimer model J1 ¼ 4t21=Ud and J2 ¼ 4t22=Ud.
Two decades of research have been based on these ideas.

Thus, it is surprising that no one appears to have asked
whether the same parameters for the Heisenberg model,
Eq. (1), are found from both the monomer and dimer
models. We do. The answer is no.
To calculate J1, we perform a canonical transformation

[12–14] taking H0 ¼
P

iH
ðiÞ
b1 as our unperturbed

Hamiltonian with the perturbation given by H1. We retain
terms Oðt2b2Þ yielding the interaction described by the first
term in Eq. (1).
The monomer model yields a larger J1 than the dimer

model, Fig. 2. This can be straightforwardly understood.
The dimer with two electrons admits several low-lying
excited states that allow for additional superexchange
pathways, these are omitted from the dimer model. The
exact energy differences between the lowest energy singlets
and triplets for tetramer 1 [Figs. 1(a), 2] are in excellent
agreement with the perturbative treatment of the monomer
model but are very different from the J1 calculated from the
dimer model.

J2 is calculated from the analogous treatment of the
perturbation H2. Here, the predictions of the monomer
model are strikingly different from the dimer model. J2 is
very rapidly suppressed by Um in the monomer model,
indeed, J2 becomes ferromagnetic (< 0) for only moderate
Um at Vm ¼ 0, Fig. 2. Again, a comparison with the exact
low-energy states of tetramer 2 [Figs. 1(a), 2] demonstrates
excellent agreement with the monomer model and pro-
found differences from the dimer model. In the monomer
model, J2 remains finite and negative whereas J1 → 0
as Um → ∞.
Why is J2 so different from J1? The essential difference

is that there are two hopping pathways in H2 and only one
in H1. This allows destructive interference between the
different exchange pathways that contribute to J2, which
are necessarily absent in the calculation of J1. Furthermore,
processes with amplitudes ∝ tptq can take place without
incurring an energetic penalty ∝ Um, Fig. 3. Thus, such
processes remain active even asUm → ∞. Processes ∝ tptq
can favor ferromagnetic interactions. To understand this, it
is helpful to consider two limiting cases.
(i) Molecular limit: ðUm − VmÞ=tb1 → ∞. A detailed

understanding can be gained from considering the matrix
elements

M1 ¼
X

n

h↑i↓jjT̂†
21jΨnihΨnjT̂21j↓i↑ji
2E0ð1Þ − εn

¼ 1

16tb1
ðhSij − hTijÞðjSii þ jTiiÞ ¼ 0; ð2Þ

M2 ¼
X

n

h↑i↓jjT̂†
21jΨnihΨnjT̂22j↓i↑ji
2E0ð1Þ − εn

¼ −
1

16tb1
ðhSij − hTijÞðjSii − jTiiÞ ¼ −

1

8tb1
; ð3Þ

where jσii ¼ ð1= ffiffiffi
2

p Þĉ†i1σ ĉ†i2σðĉ†i1σ̄ þ ĉ†i2σ̄Þj0i, jSii¼
ð1= ffiffiffi

2
p Þðĉ†i1↑ĉ†i2↓−ĉ†i1↓ĉ†i2↑Þj0i, jTii¼ð1= ffiffiffi

2
p Þðĉ†i1↑ĉ†i2↓þ

ĉ†i1↓ĉ
†
i2↑Þj0i, and ðHðiÞ

b1 þHðjÞ
b1 ÞjΨni ¼ εnjΨni. jSii and

jTii become degenerate as ðUm − VmÞ=tb1 → ∞. In the

FIG. 2. Superexchange from perturbation theory for the mono-
mer (solid lines) and dimer (dashed lines) models compared with
the exact singlet-triplet splitting of the tetramers marked in
Fig. 1(a) (dots and squares). Tight-binding parameters as calcu-
lated from first principles for κ-Cl and Vm ¼ 0.

FIG. 3. Classical sketches of exchange process. (a)–(c) An
exchange pathway that remains finite as ðUm − VmÞ=
tb1 → ∞ contributing ∝ tptq=tb1 to J2. (d)–(f) An exchange
pathway that vanishes as Um → ∞, contributing ∝ jtb2j2=Um to
J1 for Um − Vm ≫ tb1.
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effective Heisenberg model, J1 ¼ 2t2b1M1 þ � � � and
J2 ¼ 2tptqM2 þ 2t2pM1 þ � � �, where the ellipses include
other terms at the same order, discussed below.
M1 vanishes because the intermediate singlet and triplet

excited states interfere destructively, whereas M2 remains
finite because the interference is constructive. All other
contributions to J1 vanish due to similar interference
effects, thus, J1 ¼ 0. In contrast, the dimer model predicts
that J1 ∝ t2b2=tb1 in this limit. All terms in J2 proportional
to t2p and t2q also vanish by the same arguments. Including
all terms at this order yields J2 ¼ −tptq=2tb1.
(ii) In the Um ¼ Vm limit, the Hartree-Fock approxima-

tion becomes exact. This makes it straightforward to
calculate the effective Heisenberg interaction, Jgen, for the
more general perturbationHgen ¼ −

P
ijμνσðtμνT̂μν þ H:c:Þ.

One finds that Jgen ¼ 2ðt11 − t12 − t21 þ t22Þ2=Um. Thus,
J1 ¼ 2t2b1=Um and J2 ¼ 2ðtp − tqÞ2=Um. In this limit, the
interference is a single particle phenomenon arising from
the different phases of the two sites in the antibonding
orbital. Thus, here, the details of the interference are quite
different from the molecular limit. Nevertheless, one again
finds that in the monomer model interference effects
significantly suppress J2 relative to expectations of the
dimer model, where J2 ∝ ðtp þ tqÞ2.
J2 > 0 for all Um ¼ Vm. More generally, increasing Vm

suppresses ferromagnetic exchange and eventually drives it
antiferromagnetic, Fig. 4. Large ferromagnetic J2 is incon-
sistent with experiment. This suggests that Vm=Um is
reasonably large, consistent with first principles estimates
[11,15].
To consider specific materials, we take the hopping

integrals from previous first principles calculations [10].
For reasonable parameters, the monomer model yields
J2 < J1 in marked contrast to the dimer model, which
gives J2 > J1, Fig. 4. We will describe this as dynamical

dimensionality reduction (DDR). Below, we will see that
DDR, and the frustration inherent in the system, leads to a
natural interpretation of the spin liquid phase in terms of
coupled chains. Another important difference from the
predictions of the dimer model is that the values of the
interactions, Um and Vm, are vital for determining the
parameters of the Heisenberg model. These are not well
known at present and may differ between materials, but
the best estimates suggest that Um ≫ tb1 and Vm ≲Um
[11,15–17].
The similarities between the hopping integrals in the

BEDT-TTF and PdðdmitÞ2 salts suggest that similar physics
is at play in the latter. Again, the effective Heisenberg
model is given by Eq. (1), and there are two significant
interdimer hopping pathways that contribute to J2, but a
single pathway dominates J1 [18].
In the 1D limit (J2 → 0), a paramagnetic Tomonaga-

Luttinger liquid (TLL) is expected at low temperatures.
Equation (1) with J1 > J2 > 0 received extensive attention
[19–32] following the observation of a strong inelastic
continuum, consistent with deconfined spinons, in neutron
scattering experiments on Cs2CuCl4 [7], where J2 ≃
0.34J1 [6]. Cs2CuCl4 displays spiral order at low temper-
atures. Nevertheless, the observed inelastic continuum is
quantitatively reproduced by theories based on disjunctive
TLLs [19].
Classically, model (1) has spiral order in the chain limit

[20]. Quantum fluctuations enhance the one dimensionality
of this state [20–27]. Indeed, Starykh et al. argued that the
model is Q1D for J2 < 0.7J1 [21]. Numerical studies are
particularly challenging because of the incommensurate
wave vector that characterizes the spiral phase [26,27], and
several other ground states are found to be energetically
competitive [25–31].
However, this question may be academic: theory sug-

gests that small interactions decide which competing
phase is realized [21,33], as one expects on general grounds
in frustrated systems. Series expansions [26] find that,
if the magnetization does not vanish as J2 → 0, then it
becomes small extremely rapidly, consistent with the
Néel temperature, TN ∼ exp ½−ðJ1=J2Þ2�, predicted from
treating the intrachain dynamics via TLL theory and the
interchain coupling via the random phase approximation
(TLþ RPA) [32].
Therefore, our prediction that J1 > J2 naturally explains

the absence of long-range magnetic order in CuCN and
AgCN. Namely, that the Q1D limit survives even for
relatively large J2=J1 < 1, and thus, the spin liquid is a
remnant of the TLL found in an isolated chain. Even if the
materials order eventually, the exponential suppression of
TN can easily move this orders of magnitude below the
lowest temperatures studied (10s of mK). Why then is κ-Cl
antiferromagnetic? Two perturbations are formally relevant
[21]: interlayer exchange, Jz; and the staggered interlayer
component of the interchain Dzyaloshinskii-Moriya (DM)

FIG. 4. Comparison of dimer (dashed lines) and monomer
(solid lines) models for CuCN and κ-Cl (hopping integrals
from [10] and Um ¼ 12tb1). The dimer approximation predicts
lattices between the square (J2=J1 → ∞) and triangular
(J2=J1 ¼ 1) limits, whereas the monomer model gives lattices
in the quasi-1D regime (jJ2=J1j < 1) for reasonable parameters
(say, 1=3≲ Vm=Um ≲ 2=3).
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interaction, D, cf. Fig. 1(c) [34–38] (an inversion center
precludes DM coupling within the chains).
In the TLþ RPA theory [32], the dynamic susceptibility

is given by χþ−
3D ðω; kÞ ¼ χþ−

1D ðω; kxÞ=½1 − ~JðkÞχþ−
1D ðω; kxÞ�,

where χþ−
1D ðω; kxÞ is the susceptibility of a single

chain perpendicular to D and the Fourier transform [39]
of the interchain interactions is ~JðkÞ ¼ −Jz cos kz�ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
J22 þD2

p
½cosðky=2Þ þ cosðkx − ky=2Þ�. TN is the highest

temperature with a zero-frequency pole in χþ−
3D ðω; kÞ. This

is straightforwardly calculated as described in [32].
The solutions, Fig. 5, clearly indicate that, for reasonable
parameters, it is possible to achieve TN=J1 ∼ 0.1–0.2,
consistent with observed critical temperature (∼20 K) in
κ-Cl, given our calculation of J1, Fig. 2. Furthermore, Jz,
which is unfrustrated, affects TN far more strongly than D
or J2, suggesting this could be the essential difference
between κ-Cl and CuCN. This could be tested by applying
uniaxial strain perpendicular to the layers, which one would
expect to increase Jz. This should increase TN in κ-Cl and
perhaps even drive CuCN or AgCN antiferromagnetic for
sufficiently large strains, if the Mott transition does not
intervene. Two intermonomer hopping integrals are rel-
evant to interlayer hopping [40], so the interference effects
that suppress J2 also affect Jz. Thus, different materials
may have radically different Jz.
It is important to ask how the DDR picture of the dimer

Mott insulating organics compares with experiment.
Heat capacity varies linearly with temperature in a TLL

[41] as observed in CuCN [42]. Thermal conductivity of
CuCN does not reveal a term that varies linearly with
temperature [43]. It has been widely assumed, on the basis
of Q2D theories, that this is inconsistent with the heat
capacity measurement. However, in a weakly disordered
spin chain, the magnetic contribution to the thermal
conductivity κmag ∝ T2 [44], which is consistent with the
measurements of CuCN, provided the magnetic contribu-
tion dominates the low temperature behavior [43]. One also
expects a dip in κmag at gμBB ∼ 4kBT [44], which is also
observed [45].
At low-frequencies, one expects a power-law in the

optical conductivity of a TLL [41]. This is observed in both
CuCN [46] and AgCN [47].

The bulk susceptibility of CuCN shows a broad maxi-
mum around ∼70 K [2]. This can be fit reasonably well by
high temperature series expansions for the isotropic tri-
angular lattice [2,48]. However, for 1D chains, one also
expects a broad maximum at T ¼ 0.64J [49], which would
lead to the estimate J1 ∼ 100 K in CuCN.
The nuclear magnetic resonance (NMR) relaxation rate,

1=T1, in κ-Cl is well understood in terms of the incipient
magnetic order [50,51]. In contrast, 1=T1 in CuCN is a
long-standing problem [52–61]. 1=T1 in CuCN decreases
as the temperature is lowered until a minimum is reached at
∼6 K. A broad peak is then observed around 1 K. In spin
chains, one expects a minimum in 1=T1 at T ∼ J1=10
concomitant with the crossover to a TLL [62]. There are no
calculations, to date, describing 1=T1 in the presence of
interchain interaction at temperatures above the TLL
regime. Therefore, the only available comparison is with
experimental results for Cs2CuCl4 [63]. Note that J2=J1
and the DM interaction are similar, but not identical, in
the two materials, so the analogy is imperfect. However,
one does not expect charge fluctuations to be especially
important in the organics as no dramatic changes are
observed under pressure until the first order metal-insulator
transition. In Cs2CuCl4, one observes a broad peak around
∼2.5 K, associated with the emergence of short-range order
(SRO) [63,64], that is strongly reminiscent of the peak at
∼1 K in CuCN. Microscopically, this SRO may be asso-
ciated with the binding of spinons into triplons [5,19]
driving a dimensional crossover and cutting off the loga-
rithmic divergence in 1=T1 expected in a TLL.
Therefore, a natural explanation of 1=T1 in CuCN is that

one sees a high temperature regime, a crossover to a TLL
regime at T ∼ 6 K, and the emergence of SRO/triplons at
T ∼ 1 K. These crossovers could also be responsible for the
anomalies observed at the same characteristic temperatures
in many other experiments [42,43,65–67]. A clear predic-
tion of this interpretation is that the emergence of SRO
should lead to the broadening of NMR spectra as the
temperature is lowered [63]. This is, indeed, observed in
13C NMR in CuCN; an observation that has eluded
explanation in Q2D theories [68].
Antal et al. recently concluded that electron spin

resonance (ESR) “in κ-Cl resembles the ESR in 1D
Heisenberg chains with a Dzyaloshinskii-Moriya interac-
tion” [37] just as our calculations suggest. Therefore, our
prediction that the spin correlations in the insulating state
are Q1D is consistent with many experiments.
Metallic organics display coherent in-plane electronic

transport at low temperatures. DDR applies only to the spin
correlations and so is not inconsistent with this. However,
charge transport becomes incoherent above 20–40 K
[69,70]. This suggests that the coherent interference proc-
esses, responsible for DDR, may be washed out when the
temperature is raised. This would imply a strong temper-
ature dependence in J2=J1 and lead to a dimensional

FIG. 5. Calculated Néel temperature, TN=J1, for the Heisen-
berg model with interchain coupling treated at the RPA level.
For reasonable parameters, a critical temperature ∼20 K can be
realized (cf. Fig. 2), as observed in κ-Cl.
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crossover at a much lower temperature scale than one
would expect from the low temperature J2=J1.
J2 favors dx2−y2 superconductivity (taking the x and

y axes to lie along the J2 bonds), whereas J1 favors sþ dxy
pairing [22,71]. Experimentally, the pairing symmetry in
the organics remains controversial, but our results appear
to favor sþ dxy superconductivity, perhaps with acciden-
tal nodes.
Cs2CuCl4 displays a rich phase diagram as the strength

and orientation of the magnetic field is varied [21,63,64].
Therefore, a more complete mapping of the physics of the
organics in terms of field strength and direction, particu-
larly those with antiferromagnetic order, and a detailed
comparison with Q1D theory, including the full details of
the DM interaction, would provide a powerful test of the
ideas described above, as could quantitative understanding
of magnetic Raman scattering [72–75].
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