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1. Introduction

This report presents the findings obtained from the Development of Computational Intelligent
Infertility Detection System Based on Sperm Motility Analysis Project (Project No: 01-01-
05-SF0493).This report is divided into six main sections namely introduction, data collection,
video pre-processing, video processing development of new intelligent classifier tool and
verification with human sperm sample. Thorough analysis on each section is presented and
discussed. The sperm trajectory analysis is performed on 100 rat sperm motility videos and
the proposed Automated Feature-Based Sperm Motility Analyzer has achieved prominent
results with accuracy, sensitivity and specificity of 87.52%, 89.74%, and 90.51%
respectively. Therefore, the proposed system is significantly reliable and can be possibly been
applied to infertility detection.A new intelligent classifier tool is developed in this project
namely evolving information granule(EIG).Findings indicate that the proposed EIG achieves
reasonable accuracy, high interpretability in terms of distinct information granules and also
that it is reliable with the consistency model. Based on these promising results the proposed
system is extended to be verified with human sperm sample.

2. Data Collection

The data acquisition process involves collecting samples of sperm from Sprague
Dawley rat. The Sprague Dawley is the most widely used outbred albino rat in biomedical
and reproduction researches [1]. It became popular choice among researchers due to its small
size, easily maintained and managed as well as its capability to adapt well to new
surroundings. Besides that, this species are used as models in this research because their
genetic, biological and behaviour characteristics closely resemble those of humans and many
symptoms of human conditions can be replicated in rats [1].

In this study, the sperm samples are collected from healthy male Sprague Dawley rats,
aged eight to ten weeks. The rats are obtained from Laboratory Animal Research Unit, Health
Campus UniversitiSains Malaysia. These rats are housed in polycarbonate cages and
maintained on a 12 hours light/dark cycle at 22 + 2 °C and acclimatized to the environment
for seven days at physiology laboratory before sperm motility video can be recorded. The rats
are anesthetized with anesthetic shot of xylazil and ketamine cocktail and the rats are left
with the effect of the anesthetic agents within 15 to 20 minutes as shown in Figure 1 (a). The
xylazil and ketamine cocktail is prepared based on the combination of 160 mg/kg ketamine
and 10 mg/kg xylazine for every rat’s body mass [2].

Laporatomy is conducted in day eight to extract vas deferens where the sperm samples
are extricated from it (Figure 1 (b)). The vas deferens is part of the male anatomy that
transports sperm from the epididymis to the ejaculatory ducts. The sperm sample is diluted
with formal saline as shown in Figure 1 (c). Then, the sperm sample is placed in 10pm deep
Makler counting chamber and its motility is observed through microscope and recorded using
Pixelink™ P1B68 microscope camera. The data collection procedures are supervised by
experienced doctor at UniversitiSains Malaysia Hospital (HUSM) to ensure the collected data
are validated and suitable to be used in the sperm motility analysis.

3. Video Pre-Processing

The recorded sperm motility video obtained from the data acquisition process is pre-
processed before conducting a segmentation process. In this stage, the sperm motility video is
converted into sequence of image frames. Then, the image sequence frame is processed to
improve the visibility of the image where significant features of the sperms are enhanced.
This is because the recorded microscopic images are susceptible to all kinds of factors such
as improper alignment of microscope and inadequate cleanliness of the optical elements
which resulted in decrement in the image quality and visual effect. The needs to capture and
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analyze poor quality, low contrast microscopy images are almost inevitable which became a
frequent problem that confronting scientist. These limitations are particularly severe in this

/

study since the microscope is used as a tool for actual experimentation.

Figure 1 Data acquisition process (a) anesthetic shot with xylazil and ketamine cocktail (b)
laporatomy to extract vas deferens (c) dilution with formal saline

The degraded low contrast image sequences in their raw form may still contain useful
information that is unseen due to perceptual limitation of the human eye. The brightness
needs to be below the detection saturation limit to avoid streaks, smears or over-saturated
images in image acquisition stage. Meanwhile, the image intensity also needs to be above a
threshold level or the camera aperture needs to be properly adjusted to avoid snow or
granulation of the image. Additional electrical fixtures such as light sources, amplitudes,
lasers and motors can generate spikes or noise pulses that can appear as spikes across the
image. These factors may contribute to the degradation of visual quality of the images and
eventually lead to misdiagnose and false detection [3].

Therefore a new enhancement technique namely Adaptive Fuzzy Intensity Measure
(AFIM) is proposed. The visibility of the image sequence frame is improved and hidden
significant information is revealed. The dominance of sperm features is increased and
additional information that are not apparent in the original image whereby regions that are
hardly detected by the eyes are retrieved. The proposed AFIM technique adopted the fuzzy
approach in enhancing the image sequence frames. This technique consists of three main
stages namely the fuzzification process, modification of membership function and
defuzzification process as shown in Figure 2.9. Each stage will be elaborated in details in the
succeeding subsections.

3.1 Fuzzification Process

In this stage, the sperm motility video that is recorded using microscope camera is
converted into sequence of image frame. This image sequence is processed to improve the
clarity of the image and to enhance significant features of the sperms. Due to the advent and
recent development in imaging technology, the recorded microscopic videos are analysed and
interpreted to attain valuable information that could help in sperm motility detection. Video
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imaging is currently a popular image acquisition choice for most modern light microscope
that has been widely used in medical applications. The video imaging enables faster image
acquisition which makes real time imaging possible.

However, video imaging can induce electronic noises in the microscopic images. The
microscopic images are susceptible to all kinds of factors such as improper alignment of the
microscope and inadequate cleanliness of the optical elements which resulted in decrement in
the image quality and visual clarity. The need to capture and analyse poor quality, low
contrast microscopy images are a frequent problem confronting scientist/physician. These
limitations are particularly severe when the microscope is used as a tool for actual
experimentation as in this sperm motility analysis. The degraded low contrast image
sequences in their raw form may still contain useful information that is unseen due to
perceptual limitation of the human eye. The brightness needs to be below the saturation limit
to avoid streaks, smears or over-saturated images during image acquisition stage. Meanwhile,
the image intensity also needs to be above a threshold level or the camera aperture needs to
be properly adjusted to avoid snow or granulation of the image. Additional electrical fixtures
such as light sources, lasers and motors can generate spikes or noise pulses that can appear as
spikes across the image. These factors may contribute to the degradation of visual quality of
the images and eventually lead to misdiagnose and false detection [3].

Therefore, in the Automated Feature-Based Sperm Motility Analyser System, a new
enhancement process is proposed to improve the visibility of the image sequence. This
hidden significant information is revealed by the proposed Adaptive Fuzzy Intensity Measure
(AFIM) enhancement technique [4]. The dominance of sperm features is increased and
additional information that is not apparent in the original image as well as regions that are
hardly detected by the eyes are retrieved.

Since the microscopic image sequences are low contrast, most of the pixels possess
uneven brightness and their intensity values are vague. The problem in the intensity
vagueness occurs when the system tries to determine whether the pixels are bright or dark.
Therefore, the fuzzy approach is employed in the AFIM. The fuzzy enhancement process is
depicted in Figure 2.

Degraded Enhanced
Image | Fuzzification Modification of Defuzzification | Image
——>»  process [ membership function [ process ’

| | ]
| Y
Spatial Fuzzy domain Spatial
domain domain

Figure 2 Fuzzy image enhancement process

The enhancement process begins with the fuzzification process. In this stage, the
image sequence is divided into bright and dark regions by specifying fuzzy intensity measure
which is thresholded using equation (1). The dark region is clustered in the range of [0 T-
1],whereas the bright region is clustered in the range of [T, L-1}.
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p(m) represents the number of pixels in the histogram of the entire image. g, and g,are

deviation and mean intensity distributions, respectively. m is the intensity value at pixel (ij).

Equations (2) to (4) are derived by considering the mean and deviation of histogram
intensity distributions. These equations are calculated to determine the non-homogeneous
intensity distributions of the image. This new parameter of fuzzy intensity measure (ie.
equation (4)) is proposed which plays a major role in clustering the image into bright or dark
regions.

After the image sequence frame is divided into two regions (dark and bright regions)
based on the value of T, fuzzification is performed in each region separately. The modified
Gaussian membership function is utilized for the fuzzification of the dark region as follows:
whereug(m) is the membership function in the dark region and m is the intensity value in the
dark region in the range of [0 T-1]. M, and mpu., are the average intensity and maximum
intensity of the image, respectively. {y the fuzzifier function of the dark region, is provided
by:
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whereayis the standard deviation of intensity of the entire image, 7, is the average

intensity of the dark pixels and my and p(m,) are the intensities and histogram of the dark
region, respectively.

The mirror function of the aforementioned Gaussian membership function is utilized to
fuzzify the bright region of the image for m>Tras follows:

(M — (1 —(L—m)))z]

form=T 6)

where , (m) is the membership function of bright region. ¢, is the fuzzifier function in the

bright region.
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wherem,,, is the average intensity of the bright pixels, ms is the intensity of the bright

region, and p(m) is the histogram of the bright pixels.

The fuzzifier functions of {zand(;, calculate the intensity deviation in the dark and
bright regions, respectively. The fuzzified image in fuzzy domain is obtained by combining
membership functions for both regions (i.e. dark and bright regions). ais the fuzzification
factor that depends on the intensity values of the input image which will be explained in
details in the next subsection.

3.2 Optimization of Fuzzification Factor

The fuzzification factor differs for different input images or image sequence frames as
discussed in the previous section. Instead of manually selecting a, this study proposes the
automated approach on finding the optimum a. This procedure is performed to ensure the
selected a will produce the most pleasant fuzzified image where the illumination are
uniformly distributed.

a is selected based on the parameter value that yields the maximum image quality
index, Q. Q is a new universal objective image quality index proposed by Zhou and Bovik
[5]. This quality index measures any distortions as a combination of three different factors
namely loss of correlation, luminance distortions and contrast distortions. These three
components are derived as in equation (9) where the first component is the correlation
coefficient while second and third components are luminance and contrast distortions

respectively.
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In this study, the original and fuzzified images are assumed to have signals of m = [m, |
y =12..Z] and F = [F, | y = 1,2...Z] respectively.m, and Fyare the intensity levels of the
original and enhanced images, respectively. Q is computed by measuring local statistical
features and then using a sliding window approach. It starts with the top-left corner of the
image, a sliding window of size 3x3! moves pixel by pixel horizontally and vertically through
all the rows and columns of the image until the bottom-right corner is reached. If there are
total of H steps to reach the bottom-right corner, then the overall quality index is given by:

1 H
0=— (15)
H;Q"

where(j, is the local quality index.

O is in the range of [-1 1] and the best value of Q (i.e. ‘1°) is achieved if and only if m
is equal to F. Thus, it is concluded that the optimum a must be selected if it can produce
image with highest Q that closest to ‘1°. Q that closest to ‘1’ indicates the fuzzified image
attains homogeneous intensity distribution where the mean luminance error between fuzzified
and original images is minimum. It demonstrates that the non-uniform illumination issue in
the original image is solved by obtaining more homogeneous intensity distribution without
causing any distortion in terms of contrast and luminance.

The optimal procedure for selecting a is described as follows. For a given input image
(i.e., original image sequence frame), the value of a is varied from a minimum of 1 to a
maximum of 30. For each value of a, the following automated tuning procedures are
performed:

i.  Apply the algorithm presented in previous subsection to generate the fuzzified images

'The smallest sliding window of 3x3 is chosen in this study to ensure more accurate local statistical features can
be measured.
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ii.  Calculate Q using equation (9)
iii.  Select the parameter value that produces the maximum Q as the optimum value of a,
after the two aforementioned steps.

Final output of fuzzified image is generated by adopting the optimum a. Simulations
are performed on 100 standard images and 100 sperm motility videos that suffer from non-
uniform illumination and low contrast problems to attest this automated optimization of
fuzzification factor procedure.

Examples of fuzzification factor optimization on three non-uniform illumination images
are shown in Figure 3. The plots of Q in Figures 3 (a), (b), and (c) illustrate the changes in O
as a is varied from 0 to 30. The automated tuning is conducted until a homogeneous image is
obtained. The homogeneous image is attained when Q reaches its maximum value. Figure 3
shows that Q reaches its highest value when alpha is 8, 5, and 4 as circled in Figures 3.5 (a),

(b), and (c), respectively.
3.3 Modification of Membership Function

Once fuzzification is completed, the original input pixels that exhibit non-uniform
illumination and low contrast are transformed into Gaussian distributed pixels. The local
contrast of the image is based on intensity difference in a small region and it is computed to
preserve the details of the image. Local contrasts are defined for the dark and bright regions
as:

CuyGs )= 2y, [MEXC114Gs ) = minCp1, G, ) (16)

Cuy s )= Xy, o, [max(y G )~ min(s, G, )] a”n

whereuy (i.j) and 5 (ij) represent the 3x3 local fuzzified image (i.e., output image obtained
after fuzzification process) of s and u», respectively which are centered at position (7). max
(ua (ij))and max (us (ij)) represent the maximum gray level values of the local fuzzified
image for dark and bright regions, respectively. min (44 (ij))and min (g5 (ij)) denote the
minimum gray level values of the local fuzzified image for dark and bright regions,
respectively.

Modification of the fuzzified image is performed once the aforementioned steps are
executed. Modification is performed to enhance the fuzzified image based on the dark and
bright regions, which include the local contrast of the image as shown in equations (18) and

(19) respectively.
1

Hy(m) = |3 gt CralFa (M Mgy T for m<T (18)
L] 1
1y (m) = AT For m>T (19)



where g,and 4, are the modified membership functions in the dark and bright regions,
respectively. C; andC, are the local contrast of dark and bright regions, respectively which

are computed to preserve the details in the image.

The above functions modify the original membership functions of ua(m) and yp(m).
The modified functions are then defuzzified with the respective inverse membership
functions as shown in equation (20). Both regions are combined to obtain the enhanced
image. The pixels in the dark region are scaled back to the range [0 T-/], whereas the bright
region is translated and scaled back to the region [T L-I].

uy (m) Vm<T
M= (20)
~lm) Vm>T

whereM is the enhanced image obtained from the defuzzification process.
3.4 Results of Pre-processing Process

The results of pre-processing stage are presented in this section. The comparison
analysis on sperm images are presented in Figures 3, Sand 7. These figures show the example
of extracted image sequence frames from three different sperm samples namely sample 1,
sample 2 and sample 3 respectively. Figure 3 shows that the example of low contrast image
sequence frames where the objects of interest (i.e. sperms) are hardly interpreted and
undistinguished from the background. Results presented in this figure show that all the
enhancement techniques attain better contrast than the original image frame with the contrasts
of 16.52, 14.36, 21.47, 15.24 and 12.78 for AFIM, FQM, FHE, FRB and FL respectively.
Although, the contrasts are higher than the original image, enhanced image produced by FL
has caused over-enhancement. The resulted frame (as shown in Figure 3 (f)) became
unnaturally bright where significant features of the sperm are hardly highlighted. The over-
enhancement problem has resulted in noise increments since the existing noises in the image
are amplified.

Meanwhile, the enhanced images by FQM (Figure 3 (c)) and FHE (Figure 3 (d)) suffer
from non-uniform illumination where the bottom left of the image appear brighter than the
other regions of the image. The FHE also shows the unnatural enhanced image where
saturation can be observed in the top and bottom of the image. The saturated intensities will
induce problem during segmentation process where the foreground and the background are
difficult to be identified. This problem worsen since the FHE has caused the intensity of the
foreground to be saturated (which appears darker) thus makes its illumination become almost
similar to the background.

The over-saturated case can also be observed on the non-sperm cells in the enhanced
image by FRB. Certain regions in the non-sperm cells are darker than the other cells whereby
the significant features of sperm are not highlighted. The enhanced image by FQM (Figure 3
(c)) also fails to improve the clarity of the image and preserve image information as can be
depicted in the low entropy value of 5.35.
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(a) Original Image (b) AFIM (C=16“.75-2‘,
C=7.51, E=4.44 E=7.96, PL=16.53, t=0.59s

(c) FQM (C=14.36, E=5.35,
PL=12.64, t=0.275)
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(d) FHE (C=21.47, E=534, () FRB (C=15.24,E=5.51,  (f)FL (C=12.78,E=5.12,
PL=10.62, t=0.13s) PL=11.34, t=0.78s) PL=9.36, t=0.895s)

Figure 3 Comparison analysis of ‘sample 1° sperm image

Since the sperm images are extracted from a sequence of sperm motility video,
analysing quantitative measurement can be done by plotting the £, PL and C for all sequence
frames. Since the sperm images are in sequence order, all frames require similar
computational time to enhance the images; no significant changes in  can be observed from
the first to the last frames. Therefore only average ¢ is considered in the comparison analysis.

This figure shows that the AFIM attains the best results in terms of £ and PL where
both achieve highest E and PL for most image sequence frames as plotted in Figures 4 (a) and
(b). However, as for C, the FRB attains the best contrast where the AFIM is ranked second
followed by FHE, FL and FQM. This is because the FRB focuses on improving the overall
contrast of the image by relying on the stretching parameter, K. This parameter works well in
the uniform brightness image, however when low contrast image and non-uniform
illumination problems are observed in one image, the FRB fails to preserve the image details

as attested by its lower entropy (Figure 4(a)).
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Figure 4 E, PL and C for sample Isperm motility video

The performance of AFIM is also presented in another example of sample 2 of sperm
motility video as shown in Figure 5. The image sequence frame in this sample shows one of
the examples of non-uniform illumination and low contrast issues encountered in the
recorded image. It can be observed in this figure that the middle region of the image is
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brighter than the region at the border of the image. The enhanced image by AFIM in Figure 5
(b) shows that uniform illumination is obtained while the details of the image are preserved.

The dark region accumulated at the border of the image is enhanced by specific
function presented in equation (5) whereby illumination of the bright region is improved
using equation (7). Both equations have ensured that even brightness is achieved without any
under-enhancement or over-enhancement problems. This is because specific functions are
utilized to enhance dark region while existing bright region is de-enhanced. In addition, local
contrast of the image is intensified using equations (16) and (17); therefore the significant
information in the image is sustained.

(c) FQM (C=18.68, E=4.12,
PL=9.63, t=0.27s

(a) Original Image (b) AFI (C=2.98,
(C=23.46, E=4.87) E=8.74, PL=13.58, t=0.45s)

(C=26. 57, (e) FRB (C=1732, E=539,  (f)FL (C=12.54, E=4.32,
PL=8.76, t=0.025) PL~10.23, t=0.975) PL=9.69, t=0.765)

Figure 5 Comparison analysis of sample 2 sperm image

The over-saturated cases are depicted in Figures 5 (d) and (e) where the enhanced
images by FHE and FRB seem unnaturally illuminated. The left sides of the images are
saturated which causes the details of that region become non-interpretable. The existing
noises in both images (i.e. FHE and FRB) are amplified thus resulted in lower PL of 8.76 and
10.23 respectively. Similar situation with Figure 3, the enhanced image by FL are over-
enhanced where the existing bright regions are enhanced. Although the non-uniform
illumination issue is handled by FQM, significant sperm features are not enhanced.
Therefore, the sperm features are hardly distinguished from their background. The FQM
obtains lowest entropy followed by the over-brighten image produced by FL.

Quantitative results of the remaining image sequence frames of sample 2 are
illustrated in Figure 6. The E and PL analyses shows that the AFIM attains the best results
where both are plotted the highest in the Figures 6 (a) and (b). Although the AFIM obtains
second highest results in terms of C, however the resulted image shown in Figure 5 is

12



unaffected by the saturation problem. Appropriate enhancement is performed and unnatural
appearance of the image is avoided. The saturation problem is significantly affected the
details of the image which causes lower E in FHE and FRB (as shown in Figure 5 (d) and (e)
as well as plotted graph in Figure 6 (a)).
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Figure 6 E, PL and C for ‘sample 2’ sperm motility video
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The comparison analysis is presented in another example of sperm motility video
(i.e.sample 3) in Figure 7, whereby its supported quantitative results are presented in Figure
8. The AFIM shows the best result where the enhanced image is uniform illuminated and
natural-looking image is observed. Though the enhanced image FRB appears well-
illuminated, intensity saturation can be observed at the edges of the non-sperm cells. Similar
situation can be observed at the edges of the object in Figure 7 (d) where the intensities of
that region are over-saturated. This situation could cause problem in segmentation stage since
homogeneous region is hardly obtained.

The FL shows the worst result in the qualitative and quantitative analysis presented in
Figures 7 and 8 respectively. The FL technique fails to increase the original contrast of the
image due to the over-enhancement problem. The over-enhancement problem causes the
significant decrement in E and PL which proves that the details of the image are hardly
preserved.

(a) Original Image (b) AFIM (C=15.58, E=7.25 (c) FQM(C=14.78,E=4.95,
_(C=12.85, E=3.56) PL=14.48, t=0.61s) PL=13.55,t=0.67s)

Y.

(d) FHE (C=14.64, E=5.24,  (¢) FRB (C=16.63, E=6.63, (f) FL (C=11.15, E=4.85,
PL=12.56, t=0.02s) PL=12.72, t=0.325) PL=11.52, t=0.75s)

Figure 7 Comparison analysis of sample 3 sperm image

The average quantitative analyses on 100 sperm motility video are computed and their
results are tabulated in Table 1. Each of the sperm motility video consists of 150 image
sequence frames where the best results from these analyses are made bold. It is concluded
from the table that the AFIM is the most suitable enhancement process to enhance the sperm
motility videos since it achieves the best results for C, E and PL. The visual representation of
the enhanced image is also improved where the enhanced image sequence frame
accomplished more uniform illuminated image and existing noises are kept attenuated.
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Figure 8 E, PL and C for ‘sample 3’ sperm motility video
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Table 1 Quantitative analyses for the average of the 100 sperm motility videos (i.e. each
video consist of 150 image sequence frames)

AFIM  FQM  FHE  FRB  FL
C  16.85+:0.03 13.58+0.04 14.63+0.01 15.69+0.02 11.45+0.01
E_ 7.87+0.12 536+0.08  4.62+0.32  6.02+0.35  5.62+0.38
PL 16324021 15.39+0.05 13.62+0.01 14.32+0.12 10.96+0.03

t(s) 0.73£0.01  0.70+0.10 0.21+0.12 0.64+0.02 0.74+0.08

*the best results are made bold

The higher PL verifies that the clarity of the image is improved since its fuzziness
degree is decreased as can be supported in equation (22). In other words, the ambiguous
pixels that normally occurred at edges and lines of the image are successfully addressed and
highlighted to ease further processing task. The enhancement process by the proposed AFIM
has proven to provide prominent results in standard and sperm images that could offer an
advantage in the segmentation process.

4. Video Processing

4.1.1 Conversion of Image Sequence Frame

The significant features enhanced by AFIM are segmented in this stage. A Multi
Stage Local Adaptive Region Based Thresholding (MSLART) technique is proposed to
distinguish the objects of interest (i.e. sperms) from its background. This process is
performed to convert the grayscale image sequence frame to its binary form where white
pixels represent the foreground while the black pixels denote as background.

Figure 9 shows the steps involved in the proposed technique, where it consists of .
multi stages thresholding process to segment the image sequence frame. The sperms are
thresholded adaptively by incorporating local statistical parameter (i.e. variance) and region
intensity of the object.

The process begins by computing the variance image to appraise homogeneity of
intensity as given in the equation (29).

Mel),

1 il
P oo = MY 29

whereM; is the intensity of the enhanced image on the local window and M is the average
intensity local window.

This process is an initial step to categorize the pixels into two groups of foreground
and background. It is conducted locally where the region within the window size is assumed
to be uniform. Selection of the window size is made by the observation on the input image.
Smaller window size must be chosen if the objects to be segmented are relatively small.
Likewise, for the bigger foreground, larger window size must be applied to attain the variance
image. Therefore based on the simulation made on 100 sperm motility videos the optimum
window size is selected to be 7x7.
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End

Note:

V,= intensity of the variance image

T~ variance threshold

Th,=region threshold

1= intensity value of the foreground region

Figure 9 Multi Stage Local Adaptive Region Based Thresholding (MSLART) technique

Examples of variance images are shown in Figure 10. This figure shows the
implementation of variance image using thethree window sizes of 3x3, 7x7 and 11x11. The
variance image obtained from 3x3 window resulted in non-homogeneous segmented region
of the sperm. Meanwhile the 11x11 window size has caused dilated object thus resulted the
segmented regions appear unnatural. The best result is obtained by the window size 7x7
where the sperm region in the variance image is more homogeneous where the connectivity
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of the sperm region can be seen. The sperm region appears naturally segmented compared to
the sperm regions produced by window sizes 3x3 and 11x11 respectively.

Figure 10 Simulated results of variance image using three different window size (a) 3x3 (b)
7x7 (c) 11x11

When the variance image is obtained, a ‘temporary state’ of binary image is generated
using equation(30). All pixels with intensity values that less than the predetermined variance
threshold are considered as unambiguous pixels and denoted as background where their
intensity values are converted to pixel ‘0’. However, if the intensity values of the pixels are
more than the 7,, their intensity values are remain unchanged at this stage. This is because
these intensity values are the uncertainty pixels that normally exist in the edge of the sperm
region:

V. if V.>2T, -(i.e.ambiguouspixels)

b = (30)

t
0 ifV.<T, -(ie.unambiguows pixels)
whereb;is the temporary binary image, V,is the intensity of the variance image and 7, is the
variance threshold.

The variance threshold is selected based on the intensity distribution of the variance
image and presented in equation (31).The variance constant, y is chosen to ensure that 7v lies
within the lower range of the intensity value (i.e. normally in the range of 10% to 15 % of the
intensity variation). This range is chosen to filter out the unambiguous pixels that belong to
the background and to ensure only ambiguous pixels are processed in the second stage of
MSLART.

T, = y [max(V,)-min (V,)] 31)

In the second stage, a new threshold is set to accurately segment the foreground region.
The threshold is determined by computing an average intensity value in each foreground’s

region:
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wherel, is the intensity value in the foreground region and # is the number of pixels in each
region.

Thus, the uncertainty pixels (i.e. from the first stage) are processed in this stage based
on the threshold value computed for each temporary foreground region. The pixels in the
region are considered as object if their intensity values are more than the region threshold,
Th,. In the meantime, pixels in the region with lower intensity values than Th, are
transformed to black pixel and considered as background.

1 ifI, >Th, -(i.e.foreground
b, = (33)
0 ifI_<Th, -(i.e.background

The multi stage approach of segmenting the image sequence frame has ensured that the
foreground is properly segmented and distinguished from its background. This process is
crucial since the detection of motile sperm is highly dependent on the segmented sperm
features. In addition, this approach has provided an advantage of producing homogeneous

segmented sperm region by proposing a region based segmentation procedure.
The performance of the segmented image is evaluated quantitatively by using a region
non-uniformity (NU) measure. This NU is chosen since it does not require ground-truth
image thus reduces the complication of the quantitative analysis. The NU is calculated using:

IFr| o7

N = |Fr +B,|F

(34)

whereo” represents the variance of the whole image, and of,represents the foreground

variance. For a well-segmented image, it is expected that NU will be closed to ‘0> while the
worst case of NU will be closed to ‘1° corresponds to the segmented image where the
background and foreground are indistinguishable.

The segmented image in this stage is then processed in the next stage where the
unwanted non-sperm cells are removed. This process is elaborated in details in the next
subsection.

4.1.2 Results of Thresholding Process

The performance of the thresholding techniques are also investigated for sperm images.
The enhanced image sequence frames obtained from pre-processing stage are segmented to
distinguish the foreground from its background. The thresholding process is crucial since it
will determine the detection of the sperm. The results of the thresholding process are
presented in Figures 11 to 13.

Figure 11 (a) shows the enhanced image as reproduce from the Figure 3(b) where the
segmented images by MSLART, Otsu, MiniMax and GR are presented in Figures 11 (b), (c),
(d) and (e) respectively. The MiniMax produces the worst segmented images where the
sperms are hardly distinguished from the background. The MiniMax is too sensitive where
the generated energy function causes the foreground misinterpretation when the background
is considered as the foreground and converted to white pixels. Meanwhile the segmented
images produced by GR and Otsu are homogeneous where the edges of the sperms are
smooth. However since the Otsu only uses single threshold value to segment the image,
certain regions of the image are not properly segmented.
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(NU=0.959)

() GR (NU=0.138)
Figure 11 Comparison of thresholding techniques on ‘sample 1’ image

It can be concluded from the figures presented in Figures 11 to 13 that the MiniMax
technique is not suitable to be used to segment the sperm images. This is because the energy
function of the MiniMax is too sensitive to noise and intensity deviation in the local window.
Therefore, the significant features are hardly extracted from these segmented images.
Problems with these noisy images are increased when frame differencing is performed. The
residual pixels that normally left after the frame differencing process are now multiplied with
the noises from segmented images by MiniMax. Although the Otsu’s method is successfully
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segmented the image in sample 1, this method fails to segment sample 2 and sample 3
images. The Otsu’s method hardly finds the optimum threshold to adequately segment the
images without causing any distortion or unnatural appearance of the segmented images.
Some regions in the background are wrongly considered as the foreground as shown in
Figure 12 (c) and Figure 13(c) which resulted in second highest NU of 0.445 and 0.392
respectively (the best result of segmented image will produce the lowest NU).

(b) MSLART (1 U=0.002)
SRS e
AR

i
(d) Minimax (NU=0.987)

() GR U=0.10)

Figure 12 Comparison of thresholding techniques on sample 2 image
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The segmented images produced by GR also show satisfactory results where the
sperm and non-sperm cells are well-segmented. Edges of the object are smooth where the
foreground can be easily distinguished from the background. The segmented images by GR
attain second best results in terms of their qualitative representation for all these three sperm
images as well as average NU value for 100 sperm motility videos as presented in Table 2.
The MiniMax produces the worst segmented image either in qualitative or quantitative results
with the average NU of 0.932. This value is the closest to ‘1’ which means that the
foreground and background are indistinguishable.

The adaptive local thresholding approach in the proposed MSLART and GR has
ensured that significant details of the image are segmented and thus make them easily to be
extracted in the next stage of processing. However, for relatively small object, the GR might
introduce problem in obtaining homogeneous segmented region as can be seen in Figure 13

(e).

MSLART attains the best results with smallest NU which indicates that the proposed
MSLART technique has successfully obtained homogenecous segmented regions. This is
because the MSLART process the unambiguous pixels (normally located at the edge of the
sperm’s region) separately where a new threshold is set based on the average intensity of the
region with unambiguous pixels. By implementing this approach, smooth edges of the sperm
region could be obtained. The segmented region of objects of interest (i.e. sperms) from
MSLART technique are easy to distinguish from their background which is proven by its
lowest average NU computed for 100 sperm motility videos.

The local adaptive thresholding provide an advantage over the global approach of
Otsu even with the bad illuminated image frame as presented in Figure 12. The smooth
segmented regions are important since it will help in the detection process as their results will
be presented in the next Section.

Table 2 Average quantitative analysis of NU for 100 sperm motility videos (i.e. 150 frames

er video)
(]
MSLART 0.045
Otsu [6] 0.324
MiniMax[7] 0.932
GR [8] 0.142

4.2 Debris Removal Process

Non-sperm cells that are mostly occupied most of the regions in the image sequence
frames are removed in this stage. This process is conducted to ensure that the proposed
system only detects all objects that assemble sperm shape. Figure 14 depicts the example of
non-sperm cells also known as debris. As shown in this figure, the shape of debris and sperms
are apparently different from each other. The debris assembles circular shape while sperms

are more likely in cylindrical shape.
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Figure 13 Comparison of thresholding techniques on sample 3 image
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Eln.._,é £ ™ adjacent to the sperm

Figure 14 Example of extracted image sequence frame from sperm motility video where
isolated debris and debris that is adjacent to the sperm can be observed

Therefore, to discriminate the sperm and the debris, coordinates of the center of all
objects are determined. The center of the object denoted as (x., y.) is specified by computing
central moment of the object [9]:

n

X, = —hd (35)
Fo o
My

Vg = (36)
ny 0

where 1, , is the zero order moment which describes the area of the object and n, ,andn, , are
specified in equations (37) and (38) respectively.
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whereb(x,y) is the binary image obtained from the image sequence conversion process as
presented in previous subsection.

Then, circularity or roundness of the objects is calculated by measuring two
parameters namely object’s area and perimeter [10] as shown in equation (39).The object’s
area and perimeter are derived using equations (40) and (41) respectively where radius and
angle of the object are measured with respect to the pre-determined center coordinate in

equations (35) and (36).

: 2 474 (39)
circularit y = BT

where




| = = 0
A=L Erzd(ﬁ:x;Ir__l “0)
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P= ["[r(@)dg) + (@) Joe ["dg r* +[j—;f @1

whereA is the area of the object, r is the radius of the object, [1 is the angle of object with
respect to its centre, and P is the perimeter of the object.

Figure 15shows the example of the angle and radius that are extracted from the debris
and sperm with respect to their centres. The object is categorized as debris if the circularity is
closed to “1° while the object is assumed to be sperm if the object has circularity that is not
closed to “1°.

Figure 15 Center, radius and angle of the object in image sequence frame

For all objects that are classified as sperm, pixels belong to these objects are left
untouched. However, if the object is classified as debris, coordinate of the object’s centre is
recorded and coordinates of the mask border are specified. A mask size of 7x7 (Figure 16) is
used to indicate a border that determines which region needs to be processed. The 7x7 mask
size is chosen in this process to represent the area that needs to be processed since the shape
of the debris is very small. In addition, selection of bigger size window might interrupt the
adjacent pixels that belong to the sperm’s object (as shown in Figure 17). Thus, smallest
window size is chosen to remove the unwanted debris while adjacent sperm is kept
unchanged for further processing.

The coordinates of the border; top left, top right, bottom right and bottom left are
identified as shown in Figure 15. White pixels that lie within this border are converted to
black pixels while existing black pixels in this region (if any) are kept unchanged. The
residue pixels as shown in Figure 17 are removed after AND Operator which will be
explained in the next subsection. The debris removal processed is summarised and presented
in the flow chart presented in Figure 18.
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Figure 16 Mask size of 7x7 that is utilized to remove the debris. Pixels in the debris region
will be eliminated
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Fig :ample of the debris that are ad

4.3 Frame Differencing

The motion features are extracted using frame differencing process that is computed
as in equation (42). The frame differencing is calculated by subtracting the current frame with
its previous frame to attain the motion features. As given in this equation, if D(?) is equal to
‘1>, the corresponding region is defined as the moving region. Otherwise, the region is
considered as background. T in this case is chosen based on the median value of the
difference image between current and next frames.

1 if|Fa-1)-Fo|=T
D(1) = (42)
0 otherwise

whereD(1) represents the existence of difference between background and the input image
frame. Meanwhile F(i-1) is the previous frame and F(2) is the current frame. The example of
frame differencing implementation is depicted in Figure 18.
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Figure 18 Flow chart of debris removal process

Since the simple frame differencing method often fails because of misidentification of
the moving object [11], it is necessary to incorporate sperm features with its motion features
to provide initial tracker of the moving sperms. Results obtained from debris removal and

frame differencing processes are merged using AND Operator.
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Figure 18 Implementation of frame differencing process on sample 1(a) binary image of
frame 2 (b) binary image of frame 3 (c) resulted image from frame differencing process

The residual pixels that are left on the merged image frame are removed using
morphology filtering. The binary image attained from the merging process of AND Operator
is filtered at a scale defined by the size of structuring element. Regions that fit the structuring
element are passed by the filter meanwhile smaller structures are blocked and excluded from
the output image as depicted in Figure 19.

In this study, structure element of size 2x2 is utilized to remove the residue pixels on
the binary image obtained from the AND Operator. Sperm with region size bigger than the
structure element is left untouched. By implementing the proposed system, the debris
removal process in addition to the frame differencing process, the segmentation errors that
could occur after frame differencing are eliminated. The motile sperms are successfully
extracted and false detection could be avoided.

Region that fits
| structuring element

Smaller structures are
removed

2x2 structure element

Figure 19 Morphological operation to remove residue pixels
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4.4 Analysis of Disconnected Objects
4.4.1 Initial Tracker of Motile Sperm

After the motion features and sperm shape are successfully extracted, initial trackers
of the sperm are determined. The center coordinates of the objects in the cleaned binary
image are extracted using aforementioned equations (35) and (36). The implementation of the
overall sperm feature detection is simplified in Figure 20.

vy ;
frog X & 7 8 f

3 s .; ; (]
. e : ‘\\
e A AT : el }Debris
as Ca "-_.’

o
>4 s o »
2

CACY A Immotile sperm
S A e | ¢—— Motilesperm
g : : ‘ .,z" — . Motile sperm
4T **+ Immotilesperm
Motile sperm

Motile sperm

_ Motilesperm

(e)

Figure 20 Implementation of the sperm feature detection process (a) enhanced image frame
(b) processed image sequence frame from debris removal process (c) processed image
sequence frame from frame differencing (d) processed image from AND Operator (e)

cleaned binary image sequence frame with initial tracker of motile sperm

Although motion features and sperm shape are successfully extracted, the segmented
object tends to be disconnected. This is because some motile sperms are moving too fast and
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thus caused the visibility of these motile sperms to be reduced(Figure 21(a)). As a result, the
segmented object in binary image (Figure 21 (b)) is disconnected and the object is identified
as two different objects which could cause false detection.

Less visible in the
middle of the sperm
due to sperm

moving too fast ‘/!

(a) (b)

Figure 21 Example of disconnected object that occurs due to the fast moving sperm in (a)
grayscale image (b) binary image

Thus, the center coordinates that are determined in this stage will act as the initial
trackers of the motile sperms. The disconnected object needs to be attached to their
corresponding object that possesses similar orientation. As an example, if the object is in
horizontal orientation, the object needs to be attached to its corresponding object that also has
similar orientation (i.e. horizontal in this case). Since most sperms are adjacent to each other
and moving in uncontrolled environment, there might be more than one possibility of
coordinate combinations between two disconnected objects.

Figure 22 shows an example of four disconnected objects where the initial tracker of
motile sperms has detected four center coordinates. These initial coordinates are utilized to
determine number of possible coordinate combinations between disconnected objects using
equation (43). As depicted in this figure since k is equivalent to 4, therefore there are six
possible coordinate combinations for the disconnected objects as tabulated in Table 3.

No. possiblecoordinatecombinatians = @ @3)

k = initial total number of detected sperms

No.of possiblacoordinateombinatia=

k(k-1)
2
since k=4

“* No. of possible coordinate combinations = 6

Figure 22 Example of possible combinations of disconnected object from initial tracker of
motile sperm
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The extracted coordinate combinations include combination between objects S1 and S2,
S1 and S3, S1 and S4, S2 and S3, S2 and S4, as well as S3 and S4. Based on these possible
coordinate combinations, the objects are categorized into two groups of Candidate 1 and
Candidate 2. For each possible coordinate combination (i.e. 2 disconnected objects), object
with smaller x-coordinate is considered as Candidate 1 whereby the other disconnected object
is denoted as Candidate 2. As tabulated in Table 3, for the first coordinate combination,
object S1 has smaller x-coordinate than x-coordinate of object S2, therefore, object S1 and S2
are categorized as Candidate 1 and Candidate 2 groups respectively. Similar situation can be
observed with sixth coordinate combination where x-coordinate of object S3 is smaller than
x-coordinate of object S4. Therefore S3 is grouped in Candidate 1 while S4 is categorized as
Candidate 2.

Each possible coordinate combination is analysed and only correct combination will be
extracted to attach the disconnected objects. The disconnected objects must be connected
only to their own combination to avoid any deformation of the sperm shape which will then
affect the detection of the motile sperm process. However, analysing each coordinate
combination requires high computational time and increases complexity of the detection
process. Therefore, only significant coordinate combinations will be considered to be
processed in order to connect the disconnected objects. To solve this issue, absolute
differences ofx-coordinates(4x;), absolute differences ofy-coordinates(4y;) and total absolute
difference of coordinates between Candidate 1 and Candidate 2 (4x; + Ay;) are calculated for
every possible coordinate combination as can be seen in the example tabulated in Table 4.

A threshold of 100 is set to determine significant coordinate combinations to be
processed. This threshold value is selected based on the observation made on the distance
between objects on image sequence frames extracted from 100 sperm motility videos. The
significant coordinate combinations are identified if the combinations have the value of Ax; +
dy; is less than 100. These coordinate combinations consist of the disconnected objects that
are closed to each other. They are more likely to be attached to form a sperm shape.
Therefore, only coordinate combinations that produced 4x; + 4y; < 100, are considered to be
evaluated.

As depicted in Figure 23 and Table 3, from six possible coordinate combinations, only
two combinations namely the first and the sixth coordinate combinations are relevant to be
considered as disconnected objects. The combinations are for objects S1 and S2, as well as
for objects S3 and S4 with Ax; + Ay; of 34 and 57 respectively. It can be also observed in this
table that this case only deals with unique coordinates of Candidate 1 and Candidate 2 where
the sperms are not adjacent to each other. These coordinates are considered as unique since
no repetitive coordinates appear in Candidate 1 and Candidate 2 as well as no repetitive
coordinates can be seen between combination of Candidate I and Candidate 2.

31




As an example in this table, Candidate 1 consists of objects S1 (i.e. coordinate of
(264,145)) and S3 (i.e. coordinate of (321,278)) while Candidate 2 consists of objects S2 (i.e.
coordinate of (265,173)) and S4 (i.e. coordinate of (291,305)). It can be observed from this
example there are unique coordinates between intra-group Candidate I and also unique
coordinates between intra-group Candidate 2. In addition, this example shows that the
coordinates are unique between inter-group Candidate 1 and Candidate 2.

However, most of the image sequence frames consist of frames with sperms that are
moving closely with other sperms. Thus, their disconnected objects are adjacent and non-
unique coordinates of Candidate 1 and Candidate 2 can be observed. Second example of
Table 4 shows that among three possible coordinate combinations, only the first and second
combinations are considered in this analysis. This is because the third combination produces
Ax; + Ay; more than 100 and therefore is excluded in the analysis of disconnected objects.
Object J (i.e. coordinate (194,207)) is considered as a non-unique coordinate between
combination of Candidate 1 and Candidate 2. Object J (i.e. coordinate (194,207)) belongs to
Candidate 2 in the first combination while in the second combination it is assigned as
Candidate 1. As it could be candidate for more than one combination, it is said to be non-
unique coordinates. This combination is made bold in the first example of Table 4.

There are two types of non-unique coordinate as follow where the first type is belong to
the coordinate that could possibly belong to more than one combination but only assigned to
one candidate (i.e. either Candidate I or Candidate 2). Meanwhile second type of non-unique
coordinate is referred to the coordinate that could possibly belong to more than one
combination and assigned as two candidates (i.e. both Candidate 1 and Candidate 2).

For clarification of the aforementioned situations of non-unique coordinate can be
referred to the second example of Table 4 (i.e. second row). In this example, the third and
fourth coordinate combinations are neglected since objects L and O as well as objects L and P
are far from each other as both combinations attain 4x; + dy;more than 100. For the first type
of non-unique coordinate, it can be observed that coordinates (311,141) (for object L) are
repeated in first and second combinations.

This coordinate is considered as the first type of non-unique coordinate as it is assigned
as Candidate 1 for more than one combinations. The first type of non-unique coordinate can
also be observed for object P (i.e. coordinate (346,241)) where it is assigned as Candidate 2
in the seventh, ninth and tenth combinations. The second type of non-unique coordinates can
also be observed in this example. Coordinate (326,188) (i.e. Object M) appears as Candidate
2 at the first combination and as Candidate 1 at the fifth, sixth and seventh combinations. In
addition, object N (i.e. coordinate (367,170)) also shows the example of the second type of
non-unique coordinate where it is assigned as Candidate 2 for the second and fifth
combinations as well as Candidate 1 for eighth and ninth combinations. Similar situation can
be observed in object O (i.e. coordinate (380,213)) where it became Candidate 2 for sixth and
eighth combinations while it appears as Candidate 1 in the tenth combination.

Therefore, each non-unique coordinate needs to be analysed and correct coordinate
combination needs to be chosen to solve the disconnected object issues. Four cases of
disconnected objects are found in this study and successfully identified using the process
presented in Figure 23. Each condition to determine all cases of disconnected objects is
presented in Table 5.
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Table 4Unique and non-unique combinations of Candidate 1and Candidate 2

Example

Coordinate Combination

Coordinate Combinations:
1. I-J; Ax; + Ay; =55
2. J-K;dx; + Ay; =37
3. I-K;dx; + 4y; =102 — neglected in analysis since

Ax; + Ay 100

Significant Coordinate Combinations to be analyzed:

Coordinate Candidate 1 Candidate 2
Combination
1 (205,163) (194,207)
2 (194,207) (160,220)

*non-unique coordinate between combination of
Candidate 1 and Candidate 2 is made bold

Coordinate Combinations:
1. L-M; dx; + Ay; =62
2. L-N‘,Ax,- + Ay, =85
3.  L-O;dx; + Ay; =121 - neglected in

analysis since A4x; + Ay;> 100
4.  L-P; Ax; + Ay; =135 — neglected in
analysis since Ax; + Ay;> 100

P N0 OO RN

M-N; 4dx; + Ay; =59
M-O; Ax; + Ay; =59
M-—P; Ax; + Ay, =73
N-O; Ax; + Ay; =50
N-P, Ax,- + Ay, =92
0. O-P; Adx; + Ay; =42

Significant Coordinate Combinations to be analyzed:

Coordinalle Candidate 1 Candidate 2
Comb[nation
| (311,141) (326,188)
2 (311,141) (367,170)
5 (326,188) (367,170)
6 (326,188) (380,213)
7 (326,188) (346,241)
8 (367,170) (380,213)
9 (367,170) (346,241)
10 (380,213) (346,241)

**non-unique coordinates between combination of
Candidate 1 and Candidate 2 are made bold




Table 5 Conditions to be considered to identified disconnected object cases

Condition Description
1 dx; + 4y<100
2 i) Unique coordinates of Candidate 1
AND

ii) Unique coordinates of Candidate 2

*Not a type-1 non-unique coordinate
3 Unique coordinates of combination of both Candidates

*Not a type-2 non-unique coordinate
4 Total length of Candidate 1and Candidate 2>100

The first case of disconnected object is defined if the objects produced unique
coordinates of Candidate 1 and Candidate 2 (i.e. or the objects are not in type-1 of non-
unique coordinate) and unique coordinate of combination of both Candidate 1 and
Candidate 2 (i.e. or the objects are not a type-2 of non-unique coordinate). This case can be
represented by the example in Figure 11. Meanwhile, the second case is slightly different
from case 1 where the type-2 of non-unique coordinate occurs as shown by the first example
of For clarification of the aforementioned situations of non-unique coordinate can be
referred to the second example of Table 4 (i.e. second row). In this example, the third and
fourth coordinate combinations are neglected since objects L and O as well as objects L and
P are far from each other as both combinations attain 4x; + dy;more than 100. For the first
type of non-unique coordinate, it can be observed that coordinates (311,141) (for object L)
are repeated in first and second combinations.

This coordinate is considered as the first type of non-unique coordinate as it is assigned
as Candidate 1 for more than one combinations. The first type of non-unique coordinate can
also be observed for object P (i.e. coordinate (346,241)) where it is assigned as Candidate 2
in the seventh, ninth and tenth combinations. The second type of non-unique coordinates can
also be observed in this example. Coordinate (326,188) (i.e. Object M) appears as Candidate
2 at the first combination and as Candidate 1 at the fifth, sixth and seventh combinations. In
addition, object N (i.e. coordinate (367,170)) also shows the example of the second type of
non-unique coordinate where it is assigned as Candidate 2 for the second and fifth
combinations as well as Candidate 1 for eighth and ninth combinations. Similar situation can
be observed in object O (i.e. coordinate (380,213)) where it became Candidate 2 for sixth and
eighth combinations while it appears as Candidate 1 in the tenth combination.

Therefore, each non-unique coordinate needs to be analysed and correct coordinate
combination needs to be chosen to solve the disconnected object issues. Four cases of
disconnected objects are found in this study and successfully identified using the process
presented in Figure 23. Each condition to determine all cases of disconnected objects is
presented in Table 5.
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If the total objects’ length is more than 100, the disconnected objects are more likely
occluded with other connected objects (i.e. other sperm) which can be classified as Case 3.
Meanwhile if the total objects’ length is less than 100, the disconnected objects are classified
as Case 4. The identification of four cases of disconnected objects is presented in Figure 23.

All cases of the disconnected objects must be attached to its own pair in order to ensure
accurate detection. Failure to determine correct coordinate combination will cause wrongly
connected objects and thus jeopardize the detection of the motile sperms.

When the correct coordinate combinations are identified, smooth line is plotted. This
line is plotted to attach two disconnected objects based on the coordinates that are generated
from equations (46) and (47).

O:Lo(p)
Eptor =X | 207 (cos0) (46)
* ~o(p)
0:L,, | .
Vpr =N ¥| 5577 (sind) @7)
* ~o(p)

wheredistance and 6 are the distance and angle between two end coordinates and calculated
using equations (45) and (48)respectively.

0 - tan _1[(y2 - yl)} )

(xz —xl)

wherein this case, x; and y; are the x and y end coordinates of Candidate 1. x and y; are the x
and y end coordinates of Candidate 2. xpio: and ypiogenerate multiple coordinates that connect
from end coordinate of Candidate 1 to end coordinate of Candidate 2. Techniques involved

in solving four cases of disconnected objects are presented in the next subsections.

4.4.2 Case 1

Case 1 of disconnected object is the simplest case to be solved. Similar to the other
cases, this type of disconnected object is separated where Ax;+dy; is less than 100. In
addition, this type of disconnected objects has unique coordinates between intra-group
Candidate 1, unique coordinates between intra-group Candidate 2and unique coordinates
between inter-group of Candidate 1 and Candidate 2. However, this case is different from
other cases since the disconnected objects resemblance of an isolated sperm. The objectsare
far from other sperms where no occlusion scenario is observed. This case is easier to be
solved since no other disconnected objects need to be considered. The disconnected object
can be directly connected to its combination without any measurement and criteria to be
fulfilled as shown in Error! Reference source not found..The disconnected objects of Q and R
are attached to each other using the line plotted which their coordinates are generated using
equations (46) and (47).
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Figure 24 Implementation of Case 1 of the disconnected object
4.4.3 Case 2

As for Case 2 of the disconnected object, sperms are moving in parallel and closed to
each other as shown inFigure 25. Objects I and J are disconnected from a single object of
motile sperm while object K is another adjacent motile sperm. Initial tracker of motile sperms
inaccurately detected three disconnected objects that caused false detection. There are three
possible coordinate combinations between two disconnected objects: i) combination between
objects I and J, ii) combination between objects J and K and, iii) combination between
objects I and K. However, combination between objects I and K is neglected in the analysis
since its Ax;+Ay; is more than 100 as shown in the first example of Table 4.

Figure 25 depicts that by relying on the distance between objects or Ax-+4y, object J
appears to be closer to K than its correct combination of object 1. Therefore, another criterion
is considered to solve this case, where the angle between centres of the disconnected objects
is calculated (Figure 25 (c)). The angles between centers are calculated in clockwise direction
and it is observed that angle between centers of objects I and K is higher than the angle
between centers of objects I and J. With the assumption that the same orientation of
disconnected objects indicates that they are belong to one object, the correct coordinate

combination is chosen.

-11
L’l
AR
£

(a) (b) ()

Figure 25 Parallel disconnected object in (a) grayscale (b) binary (c) model of parallel
disconnected object where angles between centers are measured

The accurate coordinate combination should attain minimum angle between centers as
compared to the other pair combinations as shown in Figure 25 (c). The chosen coordinate



combination is connected using the similar equations (equations (46) and (47)as Case 1
disconnected object and its implementation is presentedin Figure 26.

-’

Figure 26 Implementation of Case 2 disconnected object case

4.4.4 Case 3
In this section, the most complicated disconnected object case is presented. This case is

prominent to be solved since it is associated with clumped or occlusion between sperms.
Figure 27shows the Case 3 disconnected object in grayscale and binary images as well as
model of intersected disconnected object. This figure shows that in the initialization of motile
sperm tracker stage, five coordinates are detected and defined as sperm. However, only four
of the detected coordinates are the disconnected objects (i.e. objects L and M as well as
objects O and P) that should be attached to represent motile sperms.

(a) (b) (©)
Figure 27 Case 3 disconnected object in (a) grayscale (b) binary (c) model of intersected
disconnected object where angles between center and end objects are measured



There are 10 possible coordinate combinations as shown in second example of For
clarification of the aforementioned situations of non-unique coordinate can be referred to the
second example of Table 4 (i.e. second row). In this example, the third and fourth coordinate
combinations are neglected since objects L and O as well as objects L and P are far from each
other as both combinations attain Ax; + 4y;more than 100. For the first type of non-unique
coordinate, it can be observed that coordinates (311,141) (for object L) are repeated in first
and second combinations.

This coordinate is considered as the first type of non-unique coordinate as it is assigned
as Candidate 1 for more than one combinations. The first type of non-unique coordinate can
also be observed for object P (i.e. coordinate (346,241)) where it is assigned as Candidate 2
in the seventh, ninth and tenth combinations. The second type of non-unique coordinates can
also be observed in this example. Coordinate (326,188) (i.e. Object M) appears as Candidate
2 at the first combination and as Candidate 1 at the fifth, sixth and seventh combinations. In
addition, object N (i.e. coordinate (367,170)) also shows the example of the second type of
non-unique coordinate where it is assigned as Candidate 2 for the second and fifth
combinations as well as Candidate 1 for eighth and ninth combinations. Similar situation can
be observed in object O (i.e. coordinate (380,213)) where it became Candidate 2 for sixth and
eighth combinations while it appears as Candidate 1 in the tenth combination.

Therefore, each non-unique coordinate needs to be analysed and correct coordinate
combination needs to be chosen to solve the disconnected object issues. Four cases of
disconnected objects are found in this study and successfully identified using the process
presented in Figure 23. Each condition to determine all cases of disconnected objects is
presented in Table 5.

Table . However, combinations between objects L and O as well between objects L and
P are eliminated since both have 4x; + 4y; more than 100.For Case 3, two parameters namely
angle between center and end coordinates (Figure 27 (c)) and distance between end
coordinates (Figure 28) are introduced.Figure 28 shows the model of intersected object where
the distances of the end coordinates are calculated. The distances between end coordinates are
calculated from the other coordinates (i.e. black circle) with respect to its reference end
coordinate denoted in red circle. This figure attests that small distance can be observed
between objects L and M, objects O and P and objects L and N.
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Figure 28 Distance between end coordinates with respect to (a) Object L (b) object N (c)
object M (d) object O and (¢) object P

However, the disconnected object can only be attached to its own unique combination
that has similar orientation. In other words, if object of Candidate 1 is horizontal, thus its
combination of Candidate 2 must have horizontal orientation or vice versa.Therefore, to
avoid non-unique coordinate combinations of objects L and M as well as objects L and N,
another parameter is measured. The angle between center and end of the disconnected objects
are measured as shown in Figure 27 (c). The intersected disconnected objects are attached to
their particular combination only if two conditions are satisfied; i) distance between end
coordinates is minimum and ii) maximum angle between center and end coordinates that
have similar orientation. If the angle of the centre and end coordinates is not equal to
maximum, the coordinate combination is ignored since it is most likely to represents different

orientation.
After the accurate coordinate combinations are identified, the disconnected objects are

attached to their own combination for detection process. Misidentification of the five
coordinates that are initially detected is rectified by connecting these objects using equations
(46) and (47). The resulted motile sperms detected coordinates are presented in Figure
29.Connecting disconnected object with correct combination ensures that the intersected or
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Figure 30 Case 4 disconnected object in (a) gray scale image (b) binary image (c) and (d)
model of combined disconnected object where angle between center of the disconnected are
measured

Therefore, another parameter is measured and acts as another criterion to be considered
to find the correct combination of the disconnected object. Angle between two centers is
computed for each possible coordinate combination as shown inFigure 30(c) and (d). This
angle is calculated in clockwise direction where the angles between two centers are computed
for each possible coordinate combination with respect to object G and E respectively.

As an addendum to the measured angle between two centers, the distance between
center and end of object is also computed as shown in Figure 31. This figure shows how the
distances between center and end objects are calculated for all possible coordinate
combinations. The correct combination of the objects is indicated by having a minimum
distance between center and end of the object and minimum angle between two centers.
Objects are classified as combination of coordinates to be connected if those criteria are
fulfilledas shown in Figures 30 and 31. These criteria are made based on the assumption that
two disconnected objects must have similar orientation to be considered as one object (i.e.
sperm). The smallest angles are obtained from combination of objects G and H (F igure 30(c))
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as well as combination of objects E and F (Figure 30(d)). The results are also supported by
the measured distance between center of object E and end of object F (Figure 31 (a)) or vice
versa as well as distance between center of object G and end of object H or vice versa (Figure
31 (g))-

The correct combination of objects E and F as well as combination of objects G and H
are then attached to each other using a line plotted based on the coordinates generated using
equations (46) and (47). The implementation of connecting the combined disconnected
objects is illustrated in Figure 31.

Figure 31 Implementation of Case 4 of disconnected objects

When the disconnected objects cases are solved and objects are successfully attached to
their pair coordinate combination, final center coordinates of the sperms are identified. Table
6 summarises utilized criteria to solve each case of the disconnected object.

~ Table 6 Criteria for each disconnected objects

Parameter chose

CcaASe

Case 1 i o Ax+Ay R, eNo criteria to be chosen since
the disconnected objects are far
from other objects

Case 2 e Angle between two center eminimum angle between two
centres
Case 3 e Distance between end eminimum distance between end
coordinates of object coordinates of object

e Angle between center and end emaximum angle between center

coordinates of object and end coordinates of object
Case 4 e Angle between two center eminimum angle between two
centres
eDistance between centre and eminimum distance between
end coordinates of the object centre and end coordinates of
the object
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Figure 32 Distance between (a) center E and end of the objects F (b) center E and end of the objects G (c) center E and end of the objects H (d)
center F and end of the objects E () center F and end of the objects G (f) center F and end of the objects H (g) center G and end of the objects H
(h) center G and end of the objects F (i) center G and end of the objects E (j) center H and end of the objects G (k) center H and end of the
objects F (1) center H and end of the objects E
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Figure 32 Distance between (a) center E and end of the objects F (b) center E and end of the objects G (c) center E and end of the objects H (d)
center F and end of the objects E (¢) center F and end of the objects G (f) center F and end of the objects H (g) center G and end of the objects H
(h) center G and end of the objects F (i) center G and end of the objects E (j) center H and end of the objects G (k) center H and end of the
objects F (1) center H and end of the objects E
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4.4.6 Sperm Motility Detection

When issues with the disconnected object cases are addressed and resolved in the
previous stage, foreground detection is conducted to locate the center of motile sperms. The
proposed system provides an advantage compared to the other CASA instruments where
automated initialization of the motile sperms is performed prior to the tracking proses. Many
CASA instruments are still relying on the manual or semi-automated detection system in the
beginning of the tracking process where initial locations of the motile sperms are manually
determined by the physician before sperm trajectory analysis could be performed [12-14].

The centers of the motile sperms are detected by computing the central moment of the
connected object (obtained from previous stage) as denoted and discussed previously in
Section 3.5. The center coordinates of x and yare given in equations (35) and (36)
respectively. These center coordinates are located at the middle region of the sperms as
shown in Figure 33. In the proposed system, the foreground is detected in the binary image
that contains connected objects obtained from the previous stage.

Figure 33 Detected sperms on the first frame

The aim of this stage is to find the sperm in the previous frame that is closest and
most similar to the sperm in the current frame. The closeness of the sperm is defined by
having a minimum Euclidean distance between centers of two sperms of S.(i.e. sperm in
current frame) and S, (i.e. sperm in previous frame) given by:

2
d(Sc:Sp):\]Z(xc—xp)z+(yc_yp)2 =Ly (49)
i=1
where(x,,y.) is the center coordinate of the sperm in current frame while (x,, y,) is the center
coordinate of the sperm in previous frame. t4 is the distance threshold that is set to reduce
the searching area of the tracking system.

The distance threshold is set to 125 based on the observations and tests performed on
the 100 sperm motility videos However, by computing only closeness of the sperms in
consecutive frames is not sufficient to track the motile sperms. This is because most sperms
are moving close to each other where occlusion occurred in certain cases. Thus, sperms might
be matched incorrectly which could cause incorrect sperm trajectory analysis.

Realizing the fact, the similarity between sperms in current and previous frames is
determined using equation(50). The similarity is calculated by using the size ratio of the
sperms where the Sz, and Sz are the sizes of the Syand S. respectively. fs is the size
threshold that is set to 1.2 in this study with the assumption that the object’s size is not
expected to change significantly between antecedent and subsequent frames. However the
appearance of the sperm size might slightly varied due to the uncontrolled sperm’s movement
as shown in Figure 34.
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1 if Sz, > Sz, and —* <1, or Sz, >S5z, and Sz <t
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Similarity= L
otherwise

0

Therefore, there are two conditions need to be considered to match the sperm in the
current frame with its corresponding at previous frame.If the Euclidean distance and size ratio
between sperm in current and previous frame is less than or equal to the predetermined
thresholds, sperm in the previous frame is matched to its corresponding sperm with the sperm
in the current frame.

"~ Frame 3 Frame 4 Frame 5
Figure 34 Image sequence frame where the appearance of the sperm size is slightly varied
due to its movement

If the closeness and similarity of the objects are not achieved, object is considered as
sperm that swims out from the frame. The sperm tracker is reinitialized where the non-
matching sperm is removed from the tracker. Figure 35shows the flow chart of the motile
sperm tracker of the proposed system. If the sperm is successfully matched with its
corresponding sperm, the process is repeated until all sperms in the frame are processed. This
process is continuously conducted until all image sequence frames are analysed.

Since the intersected sperm case is solved in the previous stage, the clumped sperm
can be detected individually. Thus the occlusion between sperms can be accurately identified.
The distance travelled for each sperm and its velocity is calculated using equation (51). This
equation is utilized to calculate curvilinear velocity and straight line velocity where the
former velocity is computed for every frame from start to end points of the motile sperms.
Meanwhile the straight line velocity is computed by considering only start and end points of
the distance travelled by the motile sperm.

\ﬁxc'_xp):z +(yc _yp)z (51)
framerate

When the velocity of the sperm is calculated, the motile sperms are classified into
three categories namely immotile, slow progressive motile and fast progressive motile. The
sperms are considered as immotile if their VCL is less than 1.5 pixel/second. For the sperms
with VCL more than 1.5 pixel/second are considered normal and can be divided into slow
progressive and fast progressive groups. If the velocity of the sperm is more or less than 3
pixel/second, the sperm is considered as fast progressive or slow progressive sperm
respectively as shown in Figure 36.

velocity=




Object is moved

Spis closed and
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Match S, with its - Remove object from the
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® Sne.xt> Storal?
Yes I
Move to next frame
Update tra_cker Frex>Fowa?
S, become S, object at next
frame become S,
Note: .
S, = sperm in previous frame Calculate distance
S, = sperm in current frame travelled
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Fou= number of frames in the sperm motility video End

Figure 35 Correspondence-based object matching and re-initialization of the sperm tracker in
the proposed system

The performance of the proposed system on sperm detection process is investigated
using four metrics which include true positive (TP), true negative (TN), false positive (FP)
and false negative (FN). These metrics are employed to address the accuracy, sensitivity, and
specificity of the proposed system. All TP, TN, FP and FN values are calculated based on
whether the system is able to detect the motile sperms. The detection is classified as TP or
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TN if the system correctly defines the immotile sperms or the systems correctly defines the
motile sperms respectively. Meanwhile, FN represents the total number of the sperms that
should have been classified as immotile sperms according to the physician, however
classified wrongly by the system. FP is defined as the total number of immotile sperms which
according to the physician does not belong to the motile group however classified falsely into
the group. These four metrics are summarised in Table 6.The accuracy, sensitivity and
specificity of the system are calculated using equations (52) to (54).

VCL=1.5
pixel/sec

No

Immotile

Abnormal

VCL >3 pixel/sec

Yes

Slow Progressive Motile

A 4

Fast Progressive Motile

!

Normal

Note:
VCL = curvilinear velocity

End

Figure 36 Sperm classification process
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49

(52)

(53)



speciﬁciy=%x10@4 \&4)
+

The accuracy denotes how close the proposed system achieved accurate detection in
accordance to the detection manually made by the physician. Meanwhile the sensitivity
measures the proportion of positives which the system correctly identified as immotile
sperms. Specificity measures the proportion of negatives which the system correctly
identified as motile sperms according to physician.

Table 7Four metrics for accuracy, sensitivity and specificity calculations

Detection by-
Proposed system

" Detection b}; pli)*sician

A R Immotile
Motile TN FN

Immotile FP TP

Figures 37, 39 and 41show the results of trajectory analysis for three motile from different
samples of sperm motility videos. These figures show the example of few cropped frames
extracted from samples I, 2 and 3 sperm motility videos. The trajectory analysis presented in
Figure 36 shows the example of slow progressive motile sperm where the movement of the
sperms (sperms 1 to 3) are relatively small. It can be observed from 30" frame to 45" frame,
sperms 1, 2 and 3 are hardly dislocated from its original place (as shown in 10" frame). All
sperms are not moving linearly (‘straight line direction’) where their non-progressive motile
tract resulted in small distance travelled from their original to their last locations. These
sperms are non-progressively moving in ‘circle direction” which can be supported by their
velocities plotted in Figure 38.

Figure 38 shows the plotted curvilinear velocity (VCL) for sperms 1, 2 and 3 as their
trajectory previously shown in Figure 37. The VCL is plotted by calculating velocity for each
travelled frame using predefined equation (51). As examples, for travelled frame 1, the VCL
is calculated based on the distance travelled by sperm from frame 1 to frame 2, whereby for
travelled frame 2, the VCL is computed by calculating the distance travelled by sperm from
frame 2 to frame 3 and so on.

The average VCL and straight-line velocity (VSL) for the sperms presented in Figures
37 and 38 are tabulated in Table 8. Based on the average VCL presented in this table, the
results from the trajectory analysis concluded that the sperms 1, 2 and 3 are classified as
normal with slow progressive motile category. Although it can be observed in the Figure 38
that the sperms attained high velocities (in the range of more than 3 pixels/second) for certain
travelled frames, the sperms are not progressively moving in linear direction. This problem
could reduce the chances of the sperms to move in the proper direction to fertilize the egg.
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Figure 37 Results of sperm trajectory analysis for cropped frames of sample 1
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Another example of sperm trajectory analysis is presented in Figure 39. The examples
of few frames with less debris are presented in this figure. The trajectory analysis is
performed for these three sperms and their VCL and VSL are calculated. Sperm 5 is slow-
progressively motile where the sperm is moving in same area as its original location. This
sperm is also collided with sperms 4 and 6 where they are moving closely together in several
frames as can be seen in the 10", 15", and 20" frames. The collision between sperms has
decreased their velocity which also supported in their plotted graph of VCL in Figure 40
where it is depicted that the VCL is low at the beginning of the travelled frames. Meanwhile,
sperm 6 is progressively motile with the average VCL of 3.73 pixel/sec which is classified as
fast progressive motile sperms (Table 8).

50 frame 55% frame 60" frame
Figure 39Results of sperm trajectory analysis for cropped frames of sample 2

The example of trajectory analysis for sample 3 and its respective VCL is plotted and
presented in Figures 41 and 42 respectively. Sperms 7 and 8 are classified as normal where
their trajectory is progressively motile where both sperms are categorized as fast progressive
motile with their average VCL of 4.30 pixel/second and 3.87 pixel/second respectively (Table
4.6). Sperm 9 is considered as immotile (i.e. abnormal) where its distance travelled is the
smallest as compared to sperms 7 and 8. The proximal region of the sperm is non-
progressively moved which resulted in lower velocity as can be observed in the nearly zero
VCL for most travelled frame as plotted Figure 42.
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Figure 40Curvilinear velocity for sample 2

Figure 41 Results of sperm trajectory analysis for cropped frames of sample 3
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Figure 42 Curvilinear velocity for sample 3

The trajectory analyses presented in Figures 37, 39 and 41 show that the motile sperms
are successfully identified. The motile sperms are successfully tracked including the
occlusion cases between sperms as shown in Figures 37 and 41. Issues with occlusion cases
are previously addressed where individual sperms can be identified. The identification of the
sperms encountered in the occlusion case will ensure the accuracy of the sperm motile
detection. Therefore, the computed velocity can be used to classify the sperm into either three
categories of motile sperms (i.e. fast progressive motile, slow progressive motile and
immotile).

Table 8 summarised the average VCL and VSL for samples 1 to 3 as presented in
Figures 37, 39 and 41 respectively. Results presented in this table indicate that the sperm 6 in
sample 2, sperm 7 in sample 3 and sperm 8 in sample 3 are classified as fast progressive
motile sperms with average VCL of 3.73 pixel/second , 4.30 pixel/second 3.87 pixel/second
respectively. Meanwhile, their VSL are 24.12pixel/second , 25.31 pixel/second and 24.43
pixel/second for sperm 6 (sample 2), sperm 7 (sample 3) and sperm 8 (sample 3) respectively.

Sperm 9 from sample 3 are classified as immotile with the average VCL of 1.18
pixel/second and VSL of 12.19 pixel/second. The other sperms presented in this table are
classified as slow progressive motile since their average VCL is more than 1.5 pixel/second
however, their velocity is less than pre-defined threshold of fast progressive motile (i.e. 3
pixels/ second).

The performance of the proposed system on detecting the motile sperms is further
discussed where the accuracy, sensitivity and specificity are calculated. The four metrics are
true positive (TP), true negative (TN), false positive (FP), and false negative (FN) as
summarized in Table 7. These four metrics are assessed based on whether the system is able
to detect the motile sperms. Figures 43 (a), (b) and (c) show the example of the sperm
motility detection process for sample 1, sample 2 and sample 3 respectively. Figure 43 (a)
shows the example where total number of debris is more than the total number of sperms
whereby in Figures 43 (b) and (c), total number debris and sperms are almost similar.
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training dataset. The evolving process continues until the over-fitting condition is realized
and therefore, a reasonable fuzzy rule-base is achieved.
(ii) Semantic meaning: Evolving information granule should be specific in a way that well-
defined semantics are experienced. Therefore, highly detailed information granule is required
for better reflection of the existing experimental data. The formation of the information
granule has to adhere to the interpretability constraints at both the fuzzy partition level and
rule-base level; these constraints are considered for the interpretability-accuracy tradeoff.
These two requirements are apparently in conflict and interpretability-accuracy
tradeoff appeals from the intuitive perspective [15]. Therefore, the operational framework for
evolving information granule is formed in the proposed EIG where a sound compromise can
be formed between interpretability and accuracy. Having these two requirements in mind,
evolving information granule for the output-context fuzzy system is described in detail in the
following sections. The proposed EIG evolves the information granule as a self-automated
process and fully data driven approach. Figure44 shows the evolving process and consistency
model to ensure the aforementioned requirements. Figure 44(a) shows a flowchart to realize
the distinct information granule based on experimental evidence. Termination occurs in the
evolving process at an over-fitting state where an effective rule-base is realized and
termination index is fully online and estimated from the current and previous evolving states.
After the formation of the effective rule-base, the proposed EIG defines the consistency
model for rule-base which is depicted in Figure 44(b). Subsequently, the decision matrix is
defined for the ith validation input [x, d]?®! which shows a logical view of the rule-base in
terms of the validation input. Logical representation explains the momentous value of the
validation input within the rule-base and hence a consistent rule is realized. The outcome on
the experimental data shows the effectiveness of the proposed system.

Initial information granule
(under-fitting state)
iti ith validation
Distinct information ~ ToPommenal | )
i Yes rul view ”
Termination - granules or rules
criteria {over- Effective .
fitting state) ? rule-base ‘ 4
Effective Consistency | . Decision
rule-base "l  model matrix
(Lens ) Logea
view
Evolve the information granule .
isti ut-context
for distinct output-contex Commintenn role that s
significant to represent
4 the new validation data
Adaptation oftheinformation
granule and its comesponding
input cluster
I
(@)
(b)

Figure 44 The proposed model adopted in the EIG involves (a) evolving the information
granule to realize the effective rule-base and (b) consistency model from effective rule-base
and its decision matrix.
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5.2 Consistency Model for Conflict Decision

The evolving process in the output domain is considered to obtain the output-contexts as
information granules. Each granule is embedded with the corresponding input clusters.
Unlike the grid-partitioning approach where a grid-like input partition is established [16], the
EIG finds prominent distinct output context and its corresponding input space (Figure 45).
The grid-partitioning approach isolates the rule centroids so as to ensure interpretability
whereas rules isolate themselves from each other in the EIG that are depicted in Figure 44.
Therefore, conflict decisions are observed as the data samples are distributed unevenly over
the input domain with low space coverage. To resolve the conflict, studies in fuzzy
classification focus on improving the decision boundaries in order to obtain high accuracy as
much as possible [15,17]. Another method for improving the interpretability of classifiers is
rule compression that discards the less significant antecedent part from the individual rules
[15,18,19]. Rule compression may cause conflict situation in the unusual part of the input
space and make the system lean more towards the inaccurate classifier for unseen samples
[15]). Therefore, the consistency model referred in the EIG has the objective to consider the
interpretability-accuracy trade-off.

B 4  Effective rule-base state
x2 X2 Output-context orrule, R=1 to 5
P N O O
Under-fitting state l ):3] “
> 4 Rs
Output-context or > R;
rule, R=1 Ry )
R4
L | | | .
x1 X1

Figure 45 Rule creation for the grid-partitioning approach and EIG. R, to Rs depict the
output-context associated with the input cluster (information granule or rule).

5.3 Termination Index

The estimation of the termination index is fully online and is not based on the predefined
threshold as in [16], approximated from the previous and the current evolving stage.
Evolving granule error (EGE) index is a straightforward index to recognize the over-fitting
situation in the evolving process and terminate the algorithm from further evolving.
EGE(t) = =21

E(t-1)

whereE (¢) and E(t — 1) are the approximate training error at t and (¢ — 1) evolving stage,

respectively.

5.4 Application in real world data

The proposed EIG has been compared with the existing models. The evaluation of the
proposed EIG is carried out for synthetic and real world data.
Example 1: A function approximation problem of one-dimensional data is used to show the
performance. We consider 200 data points from the following single-input-single-output
nonlinear function:
y = 0.6sin(mx) + 0.3 sin(3mx) + 0.1 sin(51x)
where x € [—1,1]. These 200 data points are then randomly divided from the universe of
discourse x: 100 for training and 100 for testing.
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Example 2: The function approximation problem involving two-dimensional data is used to
show the performance. We consider 200 data points from the following two-input-single-
output nonlinear function:

y = f(x1,%3) = 0.6 + 0.2x; + 4x, + 0.5x;x; + 25 sin(0.5x;x,)
wherex; € [—4,6] and x, € [—2,4]. These 200 data points are then randomly divided from
the universe of discourse x; andx,: 100 for training and 100 for testing.
Example 3: Considering the following three-dimensional (3D) function approximation:
f(x,y, Z) — (1 + x95 + y-l + z—1.5)2
withx € [1,6], y € [1,6], and z € [1,6], where 216 training data samples are generated with
the step size 1 over this 3D Cartesian product. The test data samples are produced while x, y,
and z € [1.5, 5.5], 125 test samples are taken.
Example 4: A well-known real-world data, Automobile Miles Per Gallon (MPG), is used [20]
to evaluate the performance. The output is the fuel consumption of an automobile expressed
in miles per gallon; seven input variables are used to distinguish the actual output. For
evaluation, we randomly divide the data set into training (60%) and testing (40%) data sets
from 316 observations.
Example 5: This data set deals with real estate in the Boston area [21]. It contains 13 input
variables with 506 observations; the median value of the house is considered as an output
variable. We randomly divide the data set into training (60%) and testing (40%) data sets for
evaluation.

The evaluation results show that the proposed EIG achieves reasonable accuracy, high
interpretability in terms of distinct information granules and also that it is reliable with the
consistency model. As compared with the existing models [16,18,22,23], this proposed
model shows the effectiveness of the operational framework to form the information granules
that have a sound compromise between interpretability and accuracy.

The implementation of this new classifier tool on sperm motility analysis exhibit good
and comparable results as presented in Section 4. However, this approach requires longer
time to be computed and its complexity is higher than the approach presented in previous
section. This technique has been successfully applied in another application as discussed in
detail in submitted paper no 3 (Section 7: Appendix). Therefore, this technique is currently
been improved and submitted for publication (paper no 2, Section 7: Appendix).

6. Verification with Human Sperm Sample

Based on the successfulness of the proposed system on detecting the motile rat sperms,
the project is extended to be tested on human sperm samples. However, the project is still in
the process of collecting the data since the human ethic approval is expected to be received
on the end of March 2014. The detection system on human sperm is conducted on the human
sperm sample that the project obtained from the public database.

The proposed system has been modified to suit the detection of the human sperm
sample. Although with limited sperm sample obtained from public database, the proposed
system has able to detect the sperms and distinguish them from the non-sperm cells (debris)
as shown in Figure 46.
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Figure 46 Human sperm sample detection on (a) frame 1 (b) frame 2

The verification on human sperm sample will be conducted in more thorough once the
project achieves its human ethic approval.
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Abstract A new enhancement technique based on fuzzy
intensity measure is proposed in this study to address prob-
lems in non-uniform illumination and low contrast often
encountered in recorded images. The proposed algorithm,
namely adaptive fuzzy intensity measure, is capable of selec-
tively enhancing dark region without increasing illumination
in bright region. A fuzzy intensity measure is calculated to
determine the intensity distribution of the original image and
distinguish between bright and dark regions. Image illumi-
nation is improved, whereas local contrast of the image is
increased to ensure detail preservation. Implementation of
the proposed technique on grayscale and color images with
non-uniform illumination images shows that in most cases
(i.e., except for processing time), the proposed technique
is superior compared with other state-of-the-art techniques.
The proposed technique produces images with homogeneous
illumination. In addition, the proposed method is computa-
tionally fast (i.e., <1s) and thus can be utilized in real-time
applications.
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1 Intreduction

Advancements in image processing have enabled the analy-
sis of digital images in most computer vision applications
[1-4], video surveillance [5-7], and biomedical engineer-
ing [8—14]. Digital images are often low in quality and suffer
from non-uniform illumination or brightness, loss of details,
and poor contrast. These problems become critical when the
foreground of interest is difficult to be distinguished from the
background, which worsens the segmentation problem and
allows false recognition and detection to occur.

The human visual system has far larger dynamic ranges
than most commercial cameras and video cameras. These
devices have limited dynamic ranges; thus, recorded images
obtained from these devices are usually non-homogeneous
and low in contrast. Improper lighting condition and external
disturbances, which worsen the aforementioned problems,
are inevitable during image acquisition.

In this respect, most of the images acquired through com-
mercial cameras and video cameras exhibit problems in
non-uniform illumination and low contrast. Although these
images contain significant information, such information is
not visible because the images suffer from lack of sharp-
ness and are casily influcnced by noise. Image cnhancement
plays an important role as a preprocessing task that can sig-
nificantly improve image quality. The basic idea of image
enhancement is to increase the contrast of the bright and
dark regions in order to attain better image quality. The visual
information of the image is increased for better interpreta-
tion and perception to provide a clear image to the eye or
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assist in feature extraction processing in computer vision sys-
tems [15-18].

Various image enhancement algorithms have been pro-
posed to enhance the degraded images in different appli-
cations. Image enhancement can be categorized into three
broad types, namely transform, spatial, and fuzzy domains.
The related studies on these three enhancement methods are
discussed and presented in the succeeding section.

This paper is organized as follows. Related studies on
image enhancement based on transform, spatial, and fuzzy
domain approaches are elaborated in Sect. 2. Section 3
presents the proposed enhancement algorithm, and Sect. 4
explains the optimization procedure employed to obtain
an optimum fuzzification factor. Sections 5 and 6 present
the application of the proposed algorithm in color images
and image analysis, respectively. The proposed algorithm is
tested on non-uniform grayscale and color images in Sect. 7.
The test images are compared in terms of visual representa-
tion and quantitative measures. Section 8 provides the con-
clusions of this paper based on the conducted analyses.

2 Related studies

The first method of image enhancement, namely the trans-
form or frequency domain approach, is conducted by modi-
fying the frequency transform of the image. Several enhance-
ment techniques in the transform domain have been reported
recently to solve the problem of non-uniform image illumina-
tion in face recognition and fingerprint enhancement applica-
tions {19-23]. In both applications, images normally exhibit
non-uniform illumination; the details in the dark region of
the images are less discernible. Enhancement is performed
on the frequency transform of the image, and then the inverse
transform is computed to obtain the resultant image. The
intensities of the image are modified according to the trans-
formation function [24,25].

Although enhancement in the frequency domain produces
good results, the low- and high-frequency components inthe
image are not easily constructed. This is because, the inten-
sity values for low-contrast and non-uniform illumination
images are mostly vague and uncertain. As a result, spatial
information of the intensity values is insufficient; thus, image
representation based on frequency components is not eas-
ily constructed. Furthermore, images enhanced by frequency
domain methods are normally compressed and result in the
loss of valuable information and details. Computing a two-
dimensional transform for images with different sizes is very
time consuming even with fast transformation techniques;
such procedure is not suitable for real-time processing [26].

The second class of image enhancement methods modi-
fies pixels directly. Histogram equalization (HE) represents
a prime example of an enhancement technique in the spa-
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tial domain. Although HE is suitable for overall contrast
enhancement, a few limitations exist. Enhancement by HE
causes level saturation (i.e., clipping) effects as a result of
pushing intensity values toward the left or right side of the
histogram in HE [27). Saturation effects not only degrade the
appearance of the image but also lead to information loss.
Furthermore, the excessive change in the brightness level
induced through HE leads to the generation of annoying arti-
facts and unnatural appearance of the enhanced image.

Scveral brightness and detail-preserving modifications on
HE techniques, which include adaptive HE techniques [28-
35] as well as histogram specification (30, 36,37], have been
widely utilized to overcome these limitations in enhancing
non-uniform illumination image. Adaptive methods provide
better identification of different gray level regions through
analysis of histogram in the local neighborhood window of
every pixel. One example of modified HE approach is multi-
histogram equalization technique [32,38]. In this approach,
image histogram is partitioned into multiple segments based
on its illumination. The bright and dark regions in each seg-
ment are equalized independently. The techniques involve
remapping the peaks, which produces perceivable changes
in mean image brightness.

Ibrahim and Kong [34] proposed brightness preserving
dynamic histogram equalization (BPDHE) to address the
peak remapping problem. BPDHE utilizes Gaussian smooth-
ing kernel to smooth peak fluctuations. The valley regions
are then segmented, and the dynamic equalization is then
performed on each segmented histogram.

Histogram equalization (HE) has furthermore been used
in the context of tone mapping (TM) [39] in order to enhance
images with non-uniform illumination and low contrast. At
first, global histogram adjustment is conducted based on the
TM operator. Subsequently, the image is segmented, and
adaptive contrast adjustment with the TM operator is per-
formed to increase the local contrast of the image and pro-
duce high-quality images.

The retinex approach was introduced by Land [40] to
address problem with degraded images that exhibit non-
uniform illumination and uneven brightness. This approach
compensates for non-uniform illumination by separating illu-
mination from reflectance in the given image.

Enhancement of images with non-uniform illumination
can also be possibly conducted through mathematical mor-
phology operation of top hat transform. Top hat transform is
a mathematical morphology approach that utilizes structural
elements to extract multi-scale bright and dark regions. The
image is enhanced by enlarging the extracted bright and dark
regions [41].

Another approach that addresses the non-uniform illumi-
nation of the image has been proposed by Eschbach (42].
A new parameter “‘exposure” was introduced and altered by
iteratively comparing image intensity with a pair of preset
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thresholds of bright and dark regions. The image is processed
until the threshold conditions are satisfied.

Although attempts have been made to enhance images
by modifying every pixel in the spatial domain, vagueness
in intensity values, which are caused by non-uniform light-
ing, have not been efficiently addressed. Therefore, a fuzzy
enhancement technique is employed to overcome the afore-
mentioned problem. Pixels are converted and modified in the
fuzzy domain, which is the third category of image enhance-
ment. The fuzzy system tool is adopted in image enhance-
ment because this tool can mimic human reasoning and is
beneficial in dealing with ambiguous situations that occur in
non-uniform illumination image.

Fuzzy image enhancement was introduced as early as
1981 by Pal and King [43). The smoothing algorithm of a
linear non-recursive filter is employed. This filter acts as
defocussing tool in which a part of the intensity of pixels
is being distributed to their neighbor. The image is enhanced
by optimizing objective parameters, namely index of fuzzi-
ness and entropy. Fuzzy set theory concept is widely adopted
in image enhancement either globally, locally [44,45], or
combined with other approaches such as fuzzy histogram
adjustment.

Sheet et al. [46] incorporated fuzzy set theory in histogram
modification of digital images, and its performance was com-
pared with the BPDHE approach. This new approach exhib-
ited improved performance compared with BPDHE because
the former involves computations employing an appropriate
fuzzy membership function. Thus, the imprecision of gray
levels is handled well, and histograms appear smoother in the
sense that they do not exhibit random fluctuations. The new
approach helps obtain meaningful bright and dark regions
for brightness preserving equalization.

The fuzzy concept has been adopted by a few researchers
[26,47,48). The “exposure” parameter is further exploited,
and its role in fuzzy enhancement is improved. The exposure
is calculated and clustered into overexposed and underex-
posed regions. Two different functions of the modified fuzzy
triangular membership function and power-law transforma-
tion are utilized to specifically enhance the overexposed and
underexposed regions.

The non-uniform illumination problem was further inves-
tigated and improved by Verma et al, [48]. The image was
categorized into three regions namely, underexposed, over-
exposed, and mixed regions. Enhancement was performed on
color image, which the luminance component was modified
with specific functions according to the three aforementioned
regions. In this approach, the quantitative measure of expo-
sure is optimized through an iterative procedure to improve
image quality [47,49-51). However, this approach requires a
complicated optimization process, which adds to the existing
complication of the enhancement process in order to achieve
good quality image.

Although numerous studies focus on the development of
the enhancement algorithm either locally or globally, the
enhancement process that produces images with optimum
and best quality remain debatable. An optimally enhanced
image refers to a well-illuminated image that with uniform
brightness and detail preservation while existing noises are
not enhanced.

A new approach in fuzzy enhancement is proposed in this
study. to address these problems and to efficiently enhance
images with the non-uniform illumination and low con-
trast. The enhancement techniques proposed by the authors
in [52,53] successfully enhanced images with non-uniform
illumination. However, the details of the image are not well
preserved, and significant features are not enhanced and not
fully developed which caused significant decrement in clar-
ity of the image. Therefore, the new fuzzy intensity measure
proposed in this study involves computations that consider
the mean and deviation of histogram intensity distribution.
The threshold that distinguishes between dark and bright
regions is then determined. The image is clustered into two
regions using the fuzzy membership function. The image is
enhanced separately in each region to obtain an image with
better quality.

3 Proposed algorithm

The proposed algorithm for adaptive fuzzy intensity mea-
sure (AFIM) is presented in this section. Considering that
image information is vague, the pixel values that constitute
the images with non-uniform illumination (i.e., non-uniform
intensity and brightness of the image) may not be precise;
inherent imprecision is possibly embedded in the images.
Determining whether the pixels should be made darker or
brighter than their original intensity level during enhance-
ment is difficult. Visual assessment by a human observer is
subjective, and quantitative analysis of the image contrast
does not represent well the improvement that has been made
in the original image. This is because the image contrast is
quantitatively calculated by measuring the deviation in the
intensity values. This situation justifies the scenario of hav-
ing high value of image contrast while in terms of qualitative
evaluation, the image appears over-enhanced and unnatural.
The quantitative measurement of the image contrast only cal-
culates the deviation of the intensity values without consid-
ering whether the image is naturally enbanced or unnatu-
rally enhanced. The proposed approach thus adopts the fuzzy
approach which addresses vagueness and image uncertainty
to enhance the image. The process is performed by associat-
ing a degree of belonging to a particular cluster in the fuzzy
membership function.

Fuzzy image enhancement has three main stages, namely
image fuzzification, modification of membership value for
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enhancement process, and image defuzzification (Fig. 1). The
intensity levels (i.e., pixels values) are converted from spatial
to fuzzy domain in the image fuzzification process. Each
pixel is assigned either to the dark or bright regions based on
a predetermined threshold. The membership values of each
pixel are computed.

We consider an image with non-uniform illumination of
size R x C denoted as A with intensity level m at pixel posi-
tion (i, j) in the range of [0 L — 1] in the image fuzzification
stage. R and C are the number of rows and columns in the
image, respectively. L is the total number of gray levels in
the image. p(m) denotes the membership value of the pixels
of image A. u(m) is calculated for every pixel, and in this
case, the u(m) is calculated globally to enhance the original
image.

For the purpose of fuzzification, the intensity distributions
in both regions (i.e., dark and bright regions) are assumed to
be Gaussian. This means that the intensity distribution of
the image is uniformly distributed in Gaussian shape which
the most intensity values are accumulated in the middle
of the histogram distribution (i.e., middle region of inten-
sity values). This is because, in the low-contrast and non-
uniform illumination images, most of the intensity values are
mainly concentrated in the middle of the histogram distribu-
tion. This can be observed in Fig. 2a where the histogram
has high amplitude at the middle region of the intensity
values.

Therefore, a modified Gaussian membership function is
utilized to determine the membership values of the pixels in
the image that lies in the range [0,1]. The Gaussian member-
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ship function is selected in this study because even though
separate functions are utilized to enhance the bright and
dark regions, smooth transition is required to enhance both
regions. The Gaussian membership function with continuous
differentiable curves is selected. Other membership functions
such as triangular or trapezoidal membership functions do
not possess such abilities (Fig. 2).

A certain region in the image with non-uniform illumi-
nation appears darker or brighter than the other regions in
the image. Thus, a parameter called fuzzy intensity measure
is introduced. This parameter considers the mean and devia-
tion of histogram intensity distribution, which is provided by
Egs. (1)~(3). These equations are calculated to determine the
non-homogeneous intensity distribution of the image. The
calculated fuzzy intensity measure is then utilized to deter-
mine a threshold 7', which clusters the image into bright and
dark regions based on Eq. (4). The dark region is clustered in
the range of [0 T — 1], whereas the bright region is clustered
in the range of {T', L — 1].
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where m is the intensity of the pixel at position (i, j) and
p(m) represents the number of pixels in the histogram of
the entire image. g4 and g, are deviation and mean intensity
distributions, respectively.

After the image is divided into tworegions (dark and bright
regions) based on the value of T, fuzzification is perfformed in
each region separately. The modified Gaussian membership
function is utilized for the fuzzification of the dark region as

follows:

_ (mmax — (mayg — m))2

pa(m) = exp [ %

] form<T

©)

where pq (m) is the membership function in the dark region
and m is the intensity value in the dark region in the range
of [0 T — 1]. mayg and mmax are the average intensity and
maximum intensity of the image, respectively. {4 the fuzzifier
function of the dark region, is provided by:

- 4
yﬁ:{) (md - mdavg) - o'm] p(mg)
- 2

Z,I;,_—_.z) [(md - mdavg) - Um] p(mq)
where g, is the standard deviation of intensity of the entire
image, mdavg is the average intensity of the dark pixels, and
mg and p(mg) are the intensities and histogram of the dark
region, respectively.

The mirror function of the aforementioned Gaussian mem-
bership function is utilized to fuzzify the bright region of the
image for m > T as follows:

2
i () = exp [_ (o~ = m) ]

form>T Q)

{a= (6)

where pp, (m) is the membership function of bright region.
¢p is the fuzzifier function in the bright region.

,l;,;:) (mb - mbavg) - Um]4 p(my)

S [(mb — nibavg) — Om]” P(m)

where mpayg is the average intensity of the bright pixels, my is
the intensity of the bright region, and p(mp) is the histogram
of the bright pixels.

The fuzzifier functions of ¢y and & calculate the intensity
deviation in the dark and bright regions, respectively. a is
the fuzzification factor that depends on the intensity values
of the input image. The selection of will be explained in
details in the succeeding section.

Once fuzzification is completed, the original input pixels
that exhibit non-uniform illumination and low contrast are
transformed into Gaussian distributed pixels. The local con-
trast of the image is based on intensity difference in a small
region, and it is computed to preserve the details of the image.
Local contrasts are defined for the dark and bright regions as:

=0 ®

Cro o)=Y, [max(uq G, ) —min(ua G, )]

(. ))EWs.5
C)
Cy (o)=Y, [max(us (i, ) —min(us ¢, 1))
)W
(10)

where p1q (i, j) and up (i, j) represents the 3 x 3 local fuzzi-
fied image (i.e., output image obtained after fuzzification
process) of pq and pp, respectively, which are centered at
position (i, j). Max (14 (i, j)) and max (up (@, j )) represent
the maximum gray level values of the local fuzzified image
for dark and bright regions, respectively. Min (¢4 (i, j)) and
min (up @i, j)) denote the minimum gray level values of
the local fuzzified image for dark and bright regions, respec-
tively.

Modification of the fuzzified image is performed once
the aforementioned steps are executed. Modification is per-
formed to enhance the fuzzified image based on the dark and
bright regions, which include the local contrast of the image
as shown in Eqgs. (11) and (12), respectively.

1
/ =
b () = 1 +e{’cbd[“d('”)"'"davs]} form <T ab
1
uy, (m) = form>T 12)

1+ e{_C’-b [l'-h (m) -mbavg] }

where p; and g, are the modified membership functions in
the dark and bright regions, respectively. Cr, and Cy, are the
local contrast of dark and bright regions, respectively, which
are computed to preserve the details in the image.

The above functions modify the original membership
functions of pg (m) and up (m). The modified functions
are then defuzzified with the respective inverse membership
functions as shown in Eq. (13). Both regions are combined
to obtain the enhanced image. The pixels in the dark region
are scaled back to the range [0 T — 1], whereas the bright
region is translated and scaled back to the region [TL — 1].

pytm) Vm<T
M= (13)

u,:)" m) Ym>T

where M is the enhanced image obtained from the defuzzi-
fication process. .

4 Optimization of fuzzification factor

The fuzzification factor differs with different input images as
discussed in the previous section. As a result, the optimum
parameter value of @ must be selected to obtain a pleasant
image. Results obtained from simulation on 300 images with
non-uniform illumination consisting of 150 grayscale images
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Fig. 3 a—cimages with non-uniform illumination, d-f optimization graphs for images with non-uniform illumination (a—c), respectively

and 150 color images show that the optimum value of « is
set to the parameter value that yields the maximum image
quality index (Q). Q is computed by modeling any image
distortion as a combination of three factors, namely loss of
correlation, luminance, and contrast distortions as shown in
Eq. (14).

The original and enhanced images are assumed to contain
m = {myly = 1,2..Z} and M = {M,|y = 1.2...2),
respectively. my and M, are the intensity levels of the orig-
inal and enhanced images, respectively. The best value of
‘1’ is achieved if and only if my = My. Q is defined as
[54]:

_ OmM Zﬁ-f(ﬁ) 2tnTM
Qd = A CM (m)z i (M)2 T;‘:‘, + T.%! (14)
where
1 VA
e EZm}. (15)
y=1
1 A
Z
y=I
2 1 z =2 17
= Z (my — ) an

1
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y=1

| Z
UM = 7 Z (my — ) (My — M) (19)
y=I1

Figure 3 shows three non-uniform illumination in which
the illumination and intensity distribution of these images are
non-homogeneous. The plots of @ in Fig. 3a—¢) illustrate the
changes in Q as fuzzification factor, & varies from 0 to 30.
Automated tuning is conducted until a homogeneous image
is obtained. The homogeneous image is attained when O
reaches its maximum value. Figure 3 shows that O reaches its
highest value when alpha s 8, 5, and 4 as circled in Fig. 3d—f,
respectively.

The optimal procedure for selecting « is described as fol-
lows. For a given input image (i.e., original image), the value
of & is varied from a minimum of 1 to a maximum of 30. For
each value of a, the following automated tuning procedures
are performed:

1. Apply the algorithm presented in Sect. 2 to generate an

enhanced image

2. Calculate Q with Eq. (14)
3. Select the parameter value that produces the maximum Q
as the optimum value of e, after the two aforementioned

steps.
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The enhanced image is generated by adopting optimum
« according to the enhancement process in Sect. 2 to pro-
duce the final output. Simulations are performed on 300 test
images with non-uniform illumination to validate the auto-
matic selection of or. Examples of the automatic selection of
« are presented in Fig. 3.

5 Application in color images

The aforementioned algorithm can also be applied to color
images by modifying gray level values. Enhancement for
color images is conducted by converting Red, Green, and
Blue (RGB) color space into Hue, Saturation, and Inten-
sity (HSI) color space. This conversion is performed because
direct enhancement in RGB may produce color artifacts. HSI
color space is able to separate chromatic from achromatic
information, thus ensuring that the original color of the image
is not distorted.

Enhancement is performed by preserving the hue compo-
nent (H) and transforming the intensity component () based
on the algorithm presented in Sect. 2. The saturation (S) com-
ponent is modified with a power transformation function as
shown in Egs. (20)~(22).

— 2
Z(m)ewu (m"'j - '”Wi‘i)mew,',;

CFimy = . (20)
z("’)ew’-f (mi'j _omw"j)meWi.i

Sh(m) = 14 [Sa(m)}1~CH Q1)

SL(m) = 15 [So (m)}1~EP (22)

where mw;,; is the local average gray level value in W; ;
window and Omw; ; is the local intensity deviation in the
W;,j window. CF is the contrast factor. that is calculated to
enhance the local contrast of the image. S} (m) and S (m) are
the modified saturation values of the dark and bright regions
in the HSV color space, respectively. Sq¢ (m) and Sp (m)
are the corresponding saturation components for the dark
and bright regions, respectively. 7q and 7 are the saturation
intensifier and de-intensifier selected experimentally.

In order to ensure the contrast and details in the local
neighborhood window are enhanced, the S component is
modified. The modification of S component is conducted
by considering the local average gray level value and local
intensity deviation as shown in Eqgs. (20)—(22). The HSI color
space is converted back to RGB color space after the S and /
components are adjusted to enhance the image.

6 Image analysis

The quantitative measures for image analysis are presented
in this section. Image quality measurement is an impor-

tant research area. Establishing a correct and effective mea-
sure to quantify the quality of the enhanced images is dif-
ficult. The proposed algorithm as a new enhancement tech-
nique is expected to significantly improve the quality of the
image while preserving the details. The dark pixels should
be enhanced, and noises should not be amplified.

The performances of the proposed algorithm are eval-
uated and compared based on four quantitative measures,
namely the image quality index (Q), contrast (C), clarity
index (PL) [41], and computational time (f).

Q is computed with Eq. (14) as discussed in Sect. 3. The
image quality index, called color fidelity metric, Qcolor pro-
posed by [55], is utilized for color images to observe qual-
ity improvement during enhancement. The enhanced image,
which is in RGB, is transformed to LAB color space. Qcolor
is defined as:

Qcolor = ‘/;’I (01)? + wa (Qa)? + wp (Qp)? (23)

where Q;, Qq, and Qp represent the fidelity factors of /, ,
and B channels, respectively. w;, wq, and wg are the corre-
sponding weights attributed to the perceived distortions in
each of these channels.

As an addendum to the computed Q, C is employed
as the contrast enhancement measurement of the sample
images. Large C indicates that the enhancement technique
successfully attained appropriate contrast. C is calculated
with Eq. (24).

c= Z;: (M, — M) x p(My) 24)

where My, M, and p(M,) are the intensity of the enhanced
image, mean intensity of the enhanced image, and histogram
of the enhanced image, respectively.

The measure of PL [41] is calculated to measure both noise
and clarity in the image. PL is computed by considering the
peak signal-to-noise ratio (PSNR) and index of fuzziness (y)
in the image, PL is defined as:

PSNR
4

A large value of PSNR indicates that the corresponding algo-
rithm enhances the image appropriately and produces mini-
mal noise. y is employed in the analysis because y is com-
monly utilized to measure the clarity of the enhanced images.
A small value of y indicates that the enhanced result is clear
and that enhancement of the corresponding algorithm pro-
duces a good quality image. Dividing the PSNR and y gen-
erates a measure that includes noise condition and image
clarity. A large value of PL indicates that the enhanced image
contains minimal noise and that the clarity of the image is
increased. PSNR and y are calculated with Egs. (26) and
(28), respectively.

PL = 25)
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PSNR =10log,q (L —1)>/MSE (26)
where
SH SN (- ki)
MSE = \/ N V1))
Y =5~ min [k (1 — km)] (28)
RC 4=
N 4 M
kn = sin [—2- X (l - Mmu)] (29)

where M and Mpay are the intensity and maximum intensity
of the enhanced image, respectively.

Computational time (¢) is investigated to measure the
computational complexity of the enhancement algorithm. ¢
is defined as the total time required to completely process the
input image. It changes dynamically depending on the size
of the image which is closely related to the total number of
pixels of the image.

7 Results and discussions

The performance of the proposed enhancement technique is
presented in this section. Quantitative and qualitative results
obtained from the proposed technique are also compared
with other fuzzy techniques such as BPDFHE [46] and fuzzy
quantitative measure (FQM) presented in [48].

Brightness preserving dynamic histogram equalization
(BPDHE) is utilized for comparison in this section because
this method considers the crisp histogram of the image, which
is beneficial for the enhancement process. FQM is also uti-
lized for comparison because it is related to the proposed
method, which computes the quantitative measures of gray
levels to enhance the image.

The proposed enhancement technique is also compared
with three other non-fuzzy techniques. The techniques
include TM presented in [39] which involves the enhance-
ment of non-uniform illumination in high dynamic range
image. Discrete cosine transform (DCT), which is conducted
in the frequency domain [56], is also included in the analysis.
Gamma correction (GC) approac:hl [24] is likewise adopted
for comparison.

The experimental results of this study are obtained by
implementing and processing the degraded images with Mat-
lab R2010a and Intel(R) Core(TM) i3 2100 3.10GHz and
4GB RAM. The degraded images utilized for comparative
analysis include standard images with non-uniform illumina-

—_
1 In the GC approach, the value of gamma is chosen based on the opti-
mization procedure as presented in Sect. 4. However, for this approach,
the gamma values are incremented from 0.1 to 1.0and gamma value that
produces the maximum Q is chosen as the optimum value of gamma.

@ Springer

tion (size of 400 x 264), that are obtained from the California
Institute of Technology Computational Vision Database.

Subjective appearance evaluation is performed on several
grayscale images with non-uniform illumination as shown in
Figs. 4, 5, and 6. Comparative analysis includes observing
whether the techniques are able to enhance an entire image
without over-enhancing or under-enhancing certain regions
in the image. The details of the images are observed to ensure
that no information loss occurs in the enhanced image. The
quantitative results from each image are also presented in
Figs. 4, 5, and 6. The original images presented in Figs. 4, 5,
and 6 are having non-uniform illumination. These images
suffer from uneven lighting, where the dark regions accumu-
late on Man 1 and Man 2’s faces in Figs. 4 and 5. Meanwhile,
the foreground (i.e., Man 3’s face) in Fig. 6 appears brighter
than the background.

Figure 4 shows that most of the enhancement techniques
are able to enhance the image and significantly improve over-
all brightness/illumination of the image. The performance
of the enhancement techniques can be analyzed by observ-
ing the brightness of foreground (i.e., big rectangular area)
and background (i.e., small rectangular area). TM technique
attains the best-enhanced and best-illuminated foreground
in which the Man 1’s face (Fig. 4f), appear the bright-
est as compared to the other techniques. However, over-
enhancement is apparent in the background of the images
enhanced by this method. This is due to the image pixels
in the background are clipped to white; thus, the details of
the image are not preserved. Similar situations are observed
in the enhanced images produced by FQM (Fig. 4¢) and GC
(Fig. 4g). Although these methods improve the overall bright-
ness of the image, details of the images are loss during the
enhancement process. This scenario occurs because although
specific functions are utilized and enhancement is conducted
separately for bright and dark regions, the local contrast of
the image is not considered, resulting in loss of details.

Discrete cosine transform (DCT) and BPDFHE improve
image illumination while maintaining the background details.
However, both techniques produce dark regions on Man 1’s
face. BPDFHE amplifies the existing noise during enhance-
ment as exhibited by the lowest value of PL (i.e., 22.63). This
finding indicates that BPDFHE does not reduce fuzziness in
the original image and the existing noise is de-attenuated.

The enhanced image produced by the proposed AFIM
method (Fig. 4b) exhibits appropriate contrast; the edges of
the wall and tree in the background are clear. Furthermore,
the edges on Man 1’s face are clear and smooth as compared
to its original image. As discussed in Sects. 3 and 6, Q is
computed by considering the luminance (i.e., illumination)
and contrast distortion as well as loss of correlation between
the original and enhanced images. Therefore, the quantitative
result of the proposed method attains the highest Q of 0.97,
implies that overall image quality is improved without caus-
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Fig. 4 Comparison of the
enhancement results. a Original
Man 1 image, b the proposed
AFIM method, ¢ FQM [48], d
DCT [56], ¢ BPDFHE [46],
TM [39], g GC (y =0.6) [24]

(b) C=88.83 0—0 97 PL=54.39 t=0.86s

L B N N

(d)C=7> 91 0=0.77 PL =30.88 t=6.20s

o

ing any saturation effect. Local contrast is enhanced, whereas
noise is suppressed.

Although TM technique produces the brightest image
(Fig. 4f), unnecessary enhancement is performed to the
existing bright region (i.e., background), thus causing over-

(g) C= 72.84 0=0.88 PL =39.10 £=0.15s

brightness at the background. Meanwhile, the proposed
AFIM method provides more suitable approach in which the
illumination of the image can be performed using fuzzifier
and membership functions presented in Egs. (5) and (6) for
dark region as well as Eqs. (7) and (8) for bright region. In

@_ Springer
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Fig. 5 Comparison of the

enhancement results a Original
Man 2 image, b the proposed
AFIM method, ¢ FQM [48],d
DCT [56], e BPDFHE [46], f
TM [39], g GC (y =0.8) [24]

(c) C=176.98 0=0.55 PL=57.08 t=2.03s  (d) C=82.28 0=0.76 PL =99.10 £=6.19s

- AL -

MY

(g) C=76.34 0=0.87 PL =98.634 +=0.10s

addition, the local contrast parameter in Egs. (9) and (10) can
be modified to preserve the image details.

Other examples of non-uniform illumination are presented
in Fig. 5. The foreground of the image (i.e., Man 2’s face) in
Fig. 5 is dark, whereas the background of the image is dom-

@ Springer

inated by the bright region. The brightness on Man 2’s face
(i.e., dark region) is increased with the function presented
in Eq. (5). The proposed method successfully enhances the
image, preserves the details of the image, and enhances local
contrast as shown in Eq. (9). Figure 5b illustrates the details
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Fig. 6 Comparison of the
enhancement results a Original
Man 3 image, b the proposed
AFIM method, ¢ FQM [48], d
DCT [56], e BPDFHE [46], f
TM [39], g GC (y =0.4) [24]

]
|
;-5_

0.95 PL=49.85 t=0.80s

RN

(c) C=51.41 0=0.65 PL=42.61 t=1.76s  (d) C=58.06 ©=0.69 PL =36.36 t=6.29s

-

(g) C=53.38 Q=0.89 PL =32.28 t=0.13s

Fuzzy quantitative measure (FQM) causes saturation in
the background. The foreground is darker than the origi-
nal image, causing the enhanced image to appear unnat-
ural. FQM has the lowest value of Q, which is 0.55. Images

of the tree in the background are enhanced without causing
any saturation. The enhanced image produced by the pro-
posed method exhibits an increase in image contrast. Thus,
the produced image looks natural.
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Table1 Average quantitative analysis of 150 grayscale images with non-uniform illumination
Proposed method FQM DCT BPDFHE ™ Gamma
Q 0.97+0.03 0.74+0.14 0.69 +0.01 0.68 £ 0.03 0.84 + 0.05 0.72+0.52
C 69.71 £7.78 52.78 £3.41 59.34 +10.50 72.09 + 8.84 56.03 :11.88 6549 +5.44
PL 75.54+4.18 49.39 +£17.38 42.38 +£35.21 44,04 = 24.31 34.04 +12.93 65.86 +9.63
t(s) 0.93 +£0.04 0.85+0.16 2.40+0.36 0.21 +£0.05 0.40 + 0.04 0.14 +0.01

Values tabulated in this table are the average =+ standard deviation values

enhanced by TM and GC over-enhance the existing bright
regions (i.e., the background of the image) which causes loss
of details at the background. DCT and BPDFHE are able
to improve image illumination; however, the foreground is
darker, and the edges are less smooth compared with images
enhanced by the proposed method.

Other images with non-uniform illumination image are
presented in Fig. 6. In contrast to Figs. 4 and 5, the fore-
ground (i.e., Man 3’s face) in this figure is brighter than the
background. The TM operator over-enhances the existing
bright region on Man 3’s face. The same effect also occurs
in FQM where illumination of the enhanced image is uneven
and non-homogeneous. Unwanted intensity saturations are
avoided in the proposed method, DCT, and BPDFHE.

Figure 6 also shows that the proposed AFIM method yields
the best enhancement result with smooth edges and details
as shown in the small rectangle in the figure. Image illumi-
nation is enhanced with Egs. (11) and (12) as refer to its
dark and bright regions, respectively. The PL value of the
proposed algorithm is bigger than other algorithms, which
is 49.85. This result verifies that the proposed AFIM algo-
rithm enhances non-uniform illumination while suppressing
existing noise. In addition, the proposed AFIM algorithm
improves image quality as exhibited by the highest Q and C
values of 0.95 and 65.48, respectively.

Apart from the grayscale images presented in Figs. 4, 5,
and 6, the enhanced images produced by the proposed method
in comparison with other techniques are presented in Table 3,
“Appendix 1”. Twenty supplementary images are illustrated,
and their respective quantitative analysis is tabulated in
Tables 5, 6, 7, and 8, “Appendix 2”. In terms of the over-
all performances, the proposed AFIM method outperforms
other enhancement techniques by producing most images
with either the highest or second highest C and the highest Q.
The capability of the proposed AFIM method to consistently
produced high PL values indicates its advantage in producing
image with improved clarity and minimal noises. In addition,
the proposed AFIM method requires <0.5s (in most cases)
to compute which is comparable with other enhancement
techniques.

The performance of the proposed algorithm in enhancing
the grayscale images is evaluated by quantitative analysis of
150 grayscale non-uniform illumination images as tabulated

&) Springer

in Table 1. Comparison is performed based on the average and
standard deviation values of @, C, PL, and processing time,
t for 150 grayscale images with non-uniform illumination.
The best results are presented in bold for each analysis. The
error bars of the quantitative analysis of grayscale images
presented in Table 1 are also plotted in Figs. 10, 11, 12,
and 13 in “Appendix 3”. The error bars give better represen-
tation of the quantitative analysis presented in Table 1. Each
quantitative analysis (i.e., C, Q, PL and 1) is plotted in the
error bars and compared with other enhancement techniques.
Figures 10, 11, and 12 show that the proposed AFIM method
attains the highest Q and PL with the lowest standard devia-
tion. Meanwhile the proposed AFIM method obtains second
highest rank in terms of C. As elaborated in Sect. 6, high C
and Q indicate that the image is successfully enhanced with
better contrast and quality of image is improved. In addi-
tion, high PL represents that the enhancement technique is
capable to enhance the image without enhancing the existing
noise.

The comparison presented in Table 1 indicates that in
terms of the average and standard deviation values, the pro-
posed AFIM method attains the highest value of Q and PL
and outperforms other methods. Meanwhile, the proposed
method is able to preserve the details by considering the
local contrast of the dark and bright regions in Egs. (9) and
(10), respectively. Image information is retained, and over-
all contrast is improved. The proposed method achieved the
second highest overall contrast after BPDFHE. The proposed
AFIM method has successfully reduced the fuzziness of the
image, resulting in the highest value of PL as indicated by
Eq. (25). Furthermore, the proposed AFIM method involves
less complex computations and is comparably easier (i.e.,
ranked fourth) to execute compared with other enhancement
techniques.

Comparison of enhancement performance is also con-
ducted for color images (Figs. 7, 8, and 9) to examine
the enhancement effect produced by the proposed method.
Figure 7a shows the original image with non-uniform illu-
mination where the foreground (i.e., Man 4’s face) is darker
than the background. The details of the images are lost, and
the intensities in the dark regions are decreased, resulting
in the dim region surrounding the man’s face. Enhancement
process is conducted to improve the quality of the original
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Fig. 7 Comparison of the
enhancement results a Original
Man 4 image, b the proposed
AFIM method, ¢ FQM [48], d
DCT [56], e BPDFHE [46], {
TM [39], g GC (y =0.3) [24]

() C = 73.44 0=0.76 PL =92.32 t=0.155

image and to ensure that the processed image exhibits homo-
geneous illumination.

The proposed AFIM method increases illumination in the
dark region (i.e., around the man’s face) without causing
any intensity saturation as compared to the FQM. The image

enhanced by the proposed method obtained better illumina-
tion and improved image details without causing any color
saturation. The intensifier and de-intensifier as presented in
Eqgs. (21) and (22) are utilized in the color enhancement
process to ensure that the enhanced image appears natural
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Fig. 8 Comparison of the
enhancement results a Original
Man 5 image, b the proposed
AFIM method, ¢ FQM [48], d
DCT [56], e BPDFHE [46],
TM [39], g GC (¥ =0.8) [24]

s

(8) C=76.68, 0=0.74, PL =87.97 t=0.19s

with better homogeneous illumination. In addition, the pro- Tone mapping (TM) produces a natural-looking enhanced
posed AFIM method produces enhanced image withthe high-  image, similar and comparable to the image enhanced by the
est 0, C and PL of 0.78, 153.39, and 118.68, respectively.  proposed AFIM method. However, the TM operator over-
The proposed algorithm outperforms the other enhancement  enhanced the existing bright region in the image, thereby
algorithms, obtains uniform illumination image with less  producing an over-bright region at the background of the
noise, and increases image clarity. image. BPDFHE is able to improve overall image illumina-
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Fig. 9 Comparison of the
enhancement results a Original
Man 6 image, b the proposed
AFIM method, ¢ FQM [48], d
DCT [56], e BPDFHE [46], £
TM [39], g GC (¥ =0.6) [24]

(e) C=57.45, 0=0.83, PL=04.85t=1. 45s
G DIy R A
ey 4

-

(g) C = 60.91, 0=0.73 PL =64.76 £=0.89

Another example of non-uniform illumination is depicted
in Fig. 8. The bright regions are mainly distributed in the
foreground (i.e., around Man 5’s face), and the background

tion; however, the foreground is darker than the rest of the
regions in the image. Contrast is also increased which attains
the second highest of C which is 115.06.
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Table2 Average quantitative analysis of 150 color images with non-uniform illumination
Proposed method FQM DCT BPDFHE ™ Gamma
o 0.88 + 0.09 0.74 +0.14 0.69 £0.11 0.68 + 0.09 0.84 +0.11 0.74 +0.10
c 72.31+11.94 52.78 +40.85 §9.34 1 15.69 72.09 +26.79 56.03 +25.08 63.98 +-30.21
PL 66.95 + 23.01 49.39 £ 14.75 42.38 £20.24 44.04 = 30.88 34.04 £ 15.17 63.08 ::44.21
t(s) 0.85+0.03 1.85+0.11 6.30 +0.58 0.20 +0.24 0.21+0.15 0.12+0.02

Values tabulated in this table are the average = standard deviation values

of the image is dark. Although this figure clearly shows that
most of the methods enhance the original image, the problems
regarding over-enhancement still occur in the existing bright
regions of images produced by DCT, BPDFHE, TM, and GC.
Although FQM de-enhanced the bright region, accumulated
on Man 5s face, the enhanced image appears unnatural and
image appears blurred than the original image presented in
Fig. 8a. This finding is supported by the fact that FQM has the
lowest value of Q which is only 0.66. The proposed method
on the other hand has a Q value of 0.90.

Figure 9 presents other example of images with non-
uniform illumination. Visual appearance in this figure indi-
cated that the proposed AFIM method produces a better-
enhanced image where the intensity values in the bright
region are decreased accordingly and important features are
maintained. The saturation intensifier and de-intensifier are
applied accordingly with Egs. (21) and (22) for the dark
and bright regions, respectively. A natural-looking enhanced
image is attained as supported by the second highest value
of Q, which is 0.82.

Discrete cosine transform (DCT), FQM, and GC
approaches enhance the existing bright regions in the image
background, causing the background to be over-enhanced
and blurred. The edges and details of the image appear dete-
riorated resulting in a lower value of Q and C compared with
the enhanced image obtained through the proposed method.
Unlike the other enhancement techniques, TM produced the
brightest image; however, the image appears unnatural and
saturated, especially the foreground. The performance of
the proposed AFIM method is further depicted in Table 4,
“Appendix 1”. Five non-uniform illumination color images
are tabulated in this table. It is attested from this table that the
proposed AFIM method successfully enhanced those color
images without causing loss of details in the image.

The qualitative results presented in Figs. 7, 8, and 9 are
supported by the average and standard deviation values pre-
sented in Table 2. As highlighted in Table 2, the proposed
method attains the highest valuesof Q, C,and PL. Thisresult

figures for different enhancement techniques. The results
show that the proposed AFIM method obtains the highest
C, Q and PL for most of the color images. In addition, the
error bars in Figs. 14, 15, 16, and 17 depict that the proposed
method produced the best results that possess the highest
average and low standard deviation values for most of the
analysis.

8 Conclusions

A novel enhancement technique based on the fuzzy inten-
sity measure was proposed in this study to solve problems
regarding degraded images with non-uniform illumination
and low contrast. Image illumination is improved by apply-
ing a specific Gaussian function for dark and bright regions.
The local contrast of the image was enhanced with a sigmoid
function to ensure that the details of the image are preserved.
The intensifier and dc-intensificr were also applicd to the
saturation level of the color images to avoid over-saturation.
Comparative analyses were performed to evaluate the perfor-
mance of the proposed AFIM technique. The visual quality
of the obtained images were compared, and their quantitative
measures were computed. Qualitatively, the enhanced images
produced by the proposed technique are able to enhance the
dark region, and the existing noise was not enhanced. The
qualitative findings also supported by quantitative analysis,
which indicates that the proposed technique outperformed
the other techniques in terms of improving non-uniform
image illumination. The findings reveal that the proposed
method surpassed the other techniques and obtained the best
image quality index. The proposed algorithm was compara-
bly fast because it selectively enhanced the image according
to its corresponding bright or dark regions. Existing noise
was successfully attenuated compared with the other tech-
niques. Therefore, the proposed technique is suitable for use
in real-time applications.

indicates that the proposed method successfully enhanced the Appendix 1
image while preserving the details and suppressing existing
noise. The graphs of 150 color images are plotted in these See Tables 3 and 4.
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Table 3 Comparison of enhancement techniques for grayscale images

Techniqu 1 2
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Table 4 Comparison of enhancement techniques for color images

Techniques/ 11 12
Image
Original
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Table 4 continued

Techniques/
Image
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Appendix 2 Table 6 continued

Image  Enhancement techniques
See Tables 5, 6, 7 and 8.

Table 5 Comparison of enhancement results based on image contrast

<
Image Enhancement technique

Original AFIM FQM DCT BPDFHE ™ GC
1 58.06 7370 5198 5659 61.47 59.91 54.74
2 37.07 50.11 46.62 36.12 49.77 4236 35.21
3 31.31 52.14 48.88 29.95 56.55 29.28 28.33
4 21.73 3602 2226 2121 3540 30.11 3143
5 34.38 62.66 5243 3193 5643 3541 2848
6 5253 6124 65.67 51.69 53.90 4420 57.19
7 49.22 6770 6628 48.21 52.72 41,12 6359
8 60.19 6603 61.30 5846 71.01 54.70 46.95
9 67.53 7274 7203 6544 67.719 62.42 57.88
10 47.31 6411 62.03 46.11 49.66 4048 42.81
11 3679 4135 2541 6221 65.08 64.10 40.58
12 31.40 5939 2631 56.74 39.53 31.21 35.21
13 76.79 80.30 5897 77.95 3491 2542 82.14
14 73.39 79.53 56.39 87.09 77.82 26.97 71.83
15 79.42 8463 59.34 41.79 86.46 23.65 83.97
16 78.22 82.68 4231 9235 4211 28.74 82.67
17 65.35 97.80 5691 65.08 43.45 36.51 69.99
18 57.15 68.62 55.12 50.53 84.16 41.23 61.05
19 76.21 88.61 5132 84.02 53.74 4531 80.76
20 40.41 66.81 2436 44.19 17.67 28.41 4435
The best results are made bold
The image contrast is calculated and compared with the original image
(i.e., without enhancement) and the enhanced images obtained by dif-

ferent enhancement techniques

Table 6 Comparison of enhancement results based on image quality

index (Q)
Image  Enhancement techniques
AFIM FQM DCT  BPDFHE ™ GC

1 0.99 0.86 0.67 0.80 090 093
2 0.94 0.92 0.66 0.96 091 0.87
3 0.99 093 0.72 092 089 059
4 0.98 0.96 0.78 091 088 0.96
5 0.96 0.92 0.75 092 093 085
6 0.96 0.87 0.85 0.90 090 096
7 0.96 0.99 0.76 0.97 091 0.94
8 0.95 0.94 0.69 0.92 089 085
9 0.99 0.96 0.94 091 0.88 0.59

AFIM FQM DCT BPDFHE TM GC

10 0.94 0.95 091 0.96 0.93 0.86
11 0.72 0.41 0.54 0.69 0.57 0.72
12 0.66 0.38 0.50 0.64 0.56  0.67
13 0.97 -0.93 0.90 0.96 092 096
14 0.93 0.84 0.89 0.83 0.91 0.94
15 0.96 0.93 0.95 097 0.85 098
16 0.95 0.82 0.93 0.96 083 097
17 0.94 0.83 0.76 0.84 0.88 0.93
18 0.88 0.67 0.70 0.81 073 081
19 0.96 0.84 0.93 0.83 0.65 078
20 0.66 0.48 0.54 0.76 0.56 0.68
The best results are made bold

The image quality index is computed by considering difference between
original and enhanced image as presented in Egs. (14) and (22) for
grayscale and color images, respectively. Thus, the quantitative results
attained by the proposed method are tabulated and compared with other
enhancement techniques

Table 7 Comparison of enhancement results based on PL

Image Enhancement techniques
AFIM FQM  DCT BPDFHE T™ GC

1 9740 3057 4856  61.09 49.04 7441
2 8097 6944 4962 5722 27.55  78.98
3 13764 5245 4123 4376 20.87 73.64
4 98.67 8329 5068 98.44 51.01 88.67
5 9244 4655 5231 4840 25.68 84.44
6 5383 3057 47.69  61.09 49.04 3541
7 4854 6944 5136 5722 27.59 36.84
8 6845 5245 5432 4376 20.86  57.59
9 6753 10329 5437 9844 5101  56.18

10 4697 4655 3734 4840 2568 4973
11 9662 9563 11356 137.23 5334  90.10
12 10140 87.54 10421 124.63 7408 9555
13 9605 13264 9126 115.32 33.12 8117

14 20697 12521 10939 7571 2792 15290
15 14711 12469 11321 4931 27.61  120.70
16 17318 13495 99.68  54.92 2935 23945
17 18531 12436 134.61 93.00 3123 123.81
18 28934 123.18 9321 19424 4580 163.44
19 17312 12641 10432 164.84 2593 17139
20 50697 129.74 81.24 16593 52.83 49173

The best results are made bold

The PL is computed by considering difference between original and
enhanced image as presented in Eq. (25). Thus, the quantitative results
attained by the proposed method are tabulated and compared with other
enhancement techniques
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Table8 Comparison of enhancement results based on processing time 1.0
() (ins)
Image  Enhancement techniques G 081
b
AFM FQM DCT BPDFHE T GC 3
£ 06"
1 0.19 1.40 6.72 0.71 0.58 0.49 g
2 009 071 567 018 018 0.04 § 044
3 0.07 0.66 5.67 0.14 0.14 0.06 e
4 0.10 0.59 5.61 0.15 016 0.07 g 02-
5 0.06 0.69 5.58 0.14 0.13 0.05 -
6 0.18 1.30 7.21 0.73 0.57 0.42 0.0
7 045 080 572 0.8 018 015 " AFM | FQM  DCT BPDFHE TM  GC
8 0.35 069 565 015 016 0.09 Enhancement Techniques
? 031 0.62 5.65 0.14 0.14 0.0 Fig. 11 Error bars of image quality index for different enhancement
10 0.49 0.74 5.61 0.15 014 0.9  (echniques. Graph is plotted by computing average and standard devi-
11 0.51 1.15 7.50 1.22 08 019 ation of image contrast for 150 grayscale images
12 043 1.09 6.18 0.59 050 0.07
13 043 1.07 5.94 0.51 056  0.06
14 044 121 591 051 053 005 901
15 042 117 602 051 052  0.06 801
16 0.42 1.27 6.04 0.50 048 0.05 70-
17 041 1.13 6.02 0.50 0.52 0.09 60 1
18 042 1.44 5.92 0.61 048  0.09 .1 501
19 043 129 599 053 047 007 % ]
20 044 1.25 5.89 0.52 061 007 30
The best results are made bold 204
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Appendix 3 AFIM  FOM DCT BPDFHE TM GC
Enhancement Techniques
Quantitative analysis for grayscale images
Fig. 12 Error bars of PL for different enhancement techniques. Graph
" is plotted by computing average and standard deviation of image con-
See Figs. 10, 11, 12, and 13. trast for 150 grayscale images
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Fig. 10 Error bars of image contrast for different enhancement tech-
niques. Graph is plotted by computing average and standard deviation

Enhancement Techniques

of image contrast for 150 grayscale images

&) Springer

Enhancement Techniques

Fig. 13 Error bars of processing time for different enhancement tech-
niques. Graph is plotted by computing average and standard deviation
of image contrast for 150 grayscale image
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Appendix 4
Quantitative analysis for color images

See Figs. 14, 15, 16, and 17.

Processing time, t (s)
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N ;

120
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g Enhancement Techniques
€ 60
S 60 Fig. 17 Error bars of processing time for different enhancement tech-
e niques. Graph is plotted by computing average and standard deviation
E 40 1 of image
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Abstract This paper proposes a new histogram equal-
ization method for effective and efficient mean bright-
ness preservation and contrast enhancement, which prevents
intensity saturation and has the ability to preserve image fine
details. Basically, the proposed method first separates the test
image histogram into two sub-histograms. Then, the plateau
limits are calculated from the respective sub-histograms, and
they are used to modify those sub-histograms. Histogram
equalization is then separately performed on the two sub-
histograms to yield a clean and enhanced image. To demon-
strate the feasibility of the proposed method, atotal of 190 test
images are used in simulation and comparison, in which 72 of
them are standard test images, while the remainder are made
up of real natural images obtained from personal digital cam-
era. The simulation results show that the proposed method
outperforms other state-of-the-art methods, both in terms of
visual and runtime comparison. Moreover, the simple imple-
mentation and fast runtime further underline the importance
of the proposed method in consumer electronic products,
such as mobile cell-phone, digital camera, and video.
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1 Introduction

Histogram equalization (HE) is widely used due to its sim-
plicity and effectiveness in providing contrast enhancement.
In fact, HE-based methods have been used in the field of con-
sumer electronics, medical image processing, image match-
ing and searching, speech recognition, and texture synthesis
[1]. Basically, HE transforms the resultant image according
to the probability distribution function of the test image. It
stretches and flattens the dynamic range of the image. As a
result, the overall contrast of the processed image is improved
[1]. However, sometimes it can degenerate the quality of the
resultant image by introducing the washed-out appearance
and by producing unnecessary visual degradation. This is
especially true for low-contrast images, (i.e., images with
few bins in the histogram contain most of the weight of the
input image histogram) where washed-out appearance will
occur after applying HE. Furthermore, HE is also known
for shifting the mean brightness of the enhanced image, in
which the mean brightness of the input image is significantly
altered from that of the resultant image. Due to this significant
change in mean brightness, unnecessary visual deterioration
is unavoidable.

In order to solve the aforementioned problem, many
HE-based methods have been proposed. Chen and Ramli
{2] introduce minimum mean brightness error bi-histogram
(MMBEBHE). The objective of this method is to provide
maximum brightness preservation in the enhanced image.
MMBEBHE firstly separates the input image histogram
into two sub-histograms using a separating point. Then, it
independently applies HE to the two sub-histograms. The
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separating point is determined by the minimum brightness
difference between the input image and the resultant image.
However, the MMBEBHE suffers from slow runtime as a
result of its highly complex implementation. For example,
given an 8-bit image, the MMBEBHE process requires 256
repetitions (i.e., one time per gray level) before the separat-
ing point is found. Moreover, the minimal mean shift in the
output does not always guarantee the visual quality of the
enhanced image.

Another attempt in addressing the problems faced by
the HE is known as the recursively separated and weighted
histogram equalization (RSWHE) [3], which is introduced
to improve the contrast while preserving brightness of the
enhanced image. RSWHE consists of three modules. It first
performs the histogram segmentation module that recur-
sively separates an image histogram into two or more
sub-histograms. The separating point can be either mean
or median of the histogram. Then, it proceeds with the
histogram weighting module, which modifies the sub-
histograms by using a weighting process based on a normal-
ized power law function. Lastly, HE module is applied. In this
module, HE is applied to all sub-histograms separately. As
claimed in [3], the RSWHE is considered as the leading state-
of-the-art method in brightness-preserving image enhance-
ment. However, the RSWHE tends to introduce unnatural
enhancement to the processed image under some circum-
stances. Additionally, the user-defined selection of recursion
level prevents the RSWHE to yield optimal enhancement
performance.

Next, the weighted clustering histogram equalization
(WCHE) [4] is introduced to preserve image brightness,
improve contrast, and enhance visualization without produc-
ing any undesired artifacts through over-enhancement. The
WCHE starts with cluster assigning, and then cluster merging
based on three criteria (i.e., cluster weight, weight ratio, and
width of two neighboring clusters). Lastly, it performs the
cluster transformation function before an improved resultant
image is produced. Generally, the WCHE yields satisfactory
enhancement results, but the WCHE tends to lose pertinent
image details because a cluster with large groups of bins may
equalize to a narrow dynamic range [4).

Later on, the bi-histogram equalization with plateau limit
(BHEPL) [5] is introduced as one of the options for the sys-
tem that requires a short processing time image enhancement.
The BHEPL first separates the input histogram into two sub-
histograms by using the mean of the input histogram. Then,
a clipping process is applied by clipping each sub-histogram
using the mean of the corresponding occupied intensity in the
sub-histogram. Finally, HE is applied to each sub-histogram
separately.

Then, the bi-histogram equalization with median plateau
limit (BHEPL-D) [6] is introduced to avoid producing
unwanted artifacts. The BHEPL-D is similar to the BHEPL,
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but unlike the BHEPL, the BHEPL-D clips each sub-
histogram using the median of the corresponding occupied
intensity in the sub-histogram.

Another approach, namely the dynamic quadrants his-
togram equalization plateau limit (DQHEPL) [6] is also intro-
duced to avoid producing unwanted artifacts. The DQPLBHE
first performs the histogram segmentation that recursively
separates the input histogram into four sub-histograms. The
separating point used is the median of the input histogram.
Then, a clipping process is applied by clipping each sub-
histogram using the mean of the corresponding occupied
intensity in the sub-histogram. After that a gray level alloca-
tion is applied but maintaining the separating point at the first
recursion level. Finally, HE is applied to each sub-histogram
separately.

In (7], the weighting mean separated sub-histogram equal-
ization (WMSHE) is another method introduced to solve the
problem faced by HE, and it aims to achieve complete con-
trast enhancement for the small-scale detail. WMSHE begins
with histogram segmentation by using weighted-mean value,
and it then uses a piecewise transformation function to all
sub-histograms to accentuate on the enhancement of fine
details in the image. However, the effort to bring out fine
image details leads to the generation of noise artifacts, largely
due to the enhancement noise components in the input image.

More recently, the simple histogram modification scheme
(SHMS) is proposed in [8] to solve the washed-out appear-
ance and patchiness effect due to application of HE. SHMS
modifies the image histogram before performing HE on the
modified histogram. Modification is done by replacing the
first nonzero bin to zero-th bin, and then replacing the last
nonzero bin with the minimum bin between the last two
nonzero bins. This modification is intended to solve the
washed-out appearance and patchiness effect. According to
(8], SHMS can be used for both single and multiple thresh-
olding cases. The main advantage is that the SHMS can solve
the washed-out appearance and patchiness effect if it applies
HE. However, for the case of multiple thresholds, it lim-
its brightness to certain extent. As a result, higher degree
of brightness preservation is required to avoid generating
annoying artifacts in the enhanced images.

Although the mentioned methods can often improve the
contrast of the input images, but they do not handle well
the common problems in HE, namely generation of washed-
out appearance, intensity saturation, and visual degradation
due to the enhancement of the noise. Therefore, in this
paper, an efficient algorithm in mean brightness preservation
and contrast enhancement that prevent intensity saturation is
presented. The proposed method is significantly good in pre-
serving the mean brightness and improving the contrast of
images. In addition, it is fast and has simple implementation,
in which it does not require any time-consuming training or
tuning of parameters. These advantages are in-line with the
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requirements of many modern consumer electronic products,
namely digital camera, camcorder, camera phone, etc.

The rest of this paper is organized as follow. In Sect. 2, the
proposed method is explained in detail. In Sect. 3, simulation
results using 190 natural images are used to demonstrate the
effectiveness of the proposed method as compare to other
existing methods. Finally, Sect. 4 concludes this paper.

2 The novel histogram equalization method

In this section, a detailed description of the proposed method
will be discussed. Generally, the proposed method can be
divided into three stages: histogram segmentation, histogram
modification, and histogram transformation. For a given
input image stored as an 8-bit integer, its histogram will be
segmented into two sub-histograms. The histogram segmen-
tation process is essential because it preserves the original
brightness of the input image t0 a certain extend even after
HE is applied. Then, the sub-histograms will be modified
using quantization. Quantization is done by selectively clip-
ping the bins in the sub-histogram to one of the plateau limit.
The amount of enhancement to be performed on the input
image depends on the contents of the image itself. This argu-
ment is valid as different regions in a well-exposed captured
image have different contrast and local brightness. At bright
regions, there should not be much enhancement as it will
lead to intensity saturation problem, while at dark regions,
it should be enhanced to bring out the image details. The
overall brightness should be preserved in order to maintain
the natural appearance of the enhanced image. Therefore, the
amount of enhancement at each quantized segments will be
determined by the plateau limits, and the application of HE
(i.e., histogram transformation) stretches the histogram but
maintaining the shape of the original histogram. As a resuit,
fine image details can be brought out while the brightness is
preserved, and thus, results in a visually pleasant contrasted
image. The remainder of this section will be spent on dis-
cussing the three stages in greater depth.

2.1 Histogram segmentation

Let consider Fig. 1 which illustrates the hypothetical his-
togram of an image commonly found in digital photography.
The histogram segmentation stage starts by finding the
separating point (SP) (i.e., the mean intensity of the his-
togram), which can be defined as
il x ng

SP= == 1M

where I; is the kth gray level and ng is the number of
pixels of gray level k, N is the total number of pixels in
the test image, and L is the maximum range of the gray
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Fig. 2 Histogram segmentation process

level in an image, which is 256 for an 8-bit image. Next,
by using the SP value found using (1), the histogram of
the test image is separated into two sub-histograms: low
sub-histogram, HIS, and high sub-histogram, HISy . HIS,
consists of pixels that range from minimum gray level
Imin to SP, while HISy consists of pixels that range from
SP +1 to maximum gray level Imax. The whole his-
togram segmentation process is graphically summarized
and illustrated in Fig. 2. After the sub-histograms are
obtained, they will be modified in the histogram modification
stage.

2.2 Histogram modification

After two sub-histograms are segmented, the plateau limits
PLs of both sub-histograms are computed. In should be noted
that unlike the BHEPL, BHEPL-D, and DQHEPL which use
only one plateau limit in each sub-histogram, the proposed
method uses three plateau limits. Therefore, there are a total
of 6 PLs used in the proposed method, in which three PLs
are used in each sub-histogram.
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Basically, the PL can be calculated by using a general
equation given by:

PL = X x Pk 9}

where X is the coefficient with value between 0 and 1, and
Pk is the peak bin of the input histogram. In general, the PLs
can be obtained by manually setting or by fixing to certain
percentage of the Pk. However, these approaches are not user
friendly. Therefore, in this work, an automated selection of
the PLs is introduced, which suggests that the PLs should
be selected based on the local information obtained from
the input histogram. Basically, the proposed method uses the
local information obtained to automatically compute the X
value. One of the ways of extracting information obtained
from the input histogram is by using the gray level ratio, GR,
in each sub-histogram. It should be noted that the GR isa
value between 0 and 1. The GR is used in proposed method
as it could reflect the percentage of how much enhancement
process should be applied. Lower percentage of enhancement
process will be applied to bin with low GR, while for the
other bins, the enhancement rate should be increased and
vice versa. The calculation of GR will be explained next. By
using the GR as the coefficient, the PLs can be calculated as
follows

PL;1 =GRy x Pkg 3)
PL.2» = GRy2 x Pkr (CY)
PL;3 = GR3 X Pky (5)
PLH] = GRH| X PkH (6)
PLy2 = GRy2 x Pky ¢))
PLy3 = GRy3 x Pky ®)

where Pk is the peak bin of lower sub-histogram and Pky
is the peak bin of higher sub-histogram. All the gray level
ratios, GRs, are defined as:

GRp1 =GRz — Dy )
SP - SP,
G = —

RL2 = S I (10)
GR. 3 =GRp2 + Dy 11
GRy1 =GRy2 — D (12)

Imax — SPy

GRyy = ———mm—
H2 =" TGP (13)
GRy3 =GRy2 + Dy 14

where SP;, and SPy are the separating points, i.e., means of
the lower and higher sub-histograms, respectively, D, and
Dy arethe gray level ratio differences of the lower and higher
sub-histograms, respectively.
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SP; and SPyj can be computed as

SP

iy Tk X Tk
SPL = .Zi_m_x_—— (15)

L
LYTS S
- k X Nk
spy = =504 (16)
H

where N and Ny are the total number of pixels in the lower
and higher sub-histograms, respectively. As for the gray level
ratio differences D and Dy, both term are calculated using

D = 1=GRy; £ GRyp > 05 an
L= SRz ifGR <05
1=CRwz if GRyy > 0.5
Dy = 2 H2 - 18)
" [ GRiwz  if GRyp < 0.5 ¢

In Fig. 3, the calculated plateau limits for each sub-
histogram is shown. After the PLs values are obtained,
the histogram modification can be applied. For reasons to
become apparent in a short while, the nonzero bins in the
sub-histogram that are lower and equal to the first plateau
limit (PL; and PLj ) are clipped to the first plateau limit.
Next, the bins that are located between the first and the sec-
ond plateau limits will be clipped to the second plateau limit.
Then, the bins that are situated between the second and the
third plateau limits will be clipped to the second plateau limit.
Lastly, for the bins that are greater than the third plateau
limit, they will be clipped to the third plateau limit. By
doing this, the proposed method can improve the appearance
and visual of an image at the bins region below or equal to
PL; by increasing the enhancement rate. On the other hand,
the proposed method decreases the enhancement rate of the
bins region greater than the PL> to avoid intensity satura-
tion problem. Mathematically, for the lower sub-histogram
(i < k < SP), the clipping process can be presented
as:
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Fig. 4 The quantized histogram

PLL1, if HISp(k) < PL1
HIS. (k) = { PLz2, if PLpy <HIS (k) < PLr3 (19)
PLy3, if HISp(k) > PL.3

‘While for the higher sub-histogram (SP+1 = k < Imax),
the clipping process is given as:

PLyy, if HISyp(k) <PLy
HISy(k)={ PLya, if PLyy <HISy(k)<PLys (20)
PLya, if HISy(k) > PLys

The quantized histogramis shown in Fig. 4. Note thatthe clip-
ping process locally limits the amount of enhancement. Such
strategy circumvents the intensity saturation problems. Once
the quantized segments in the sub-histograms are obtained,
the processing will proceed to the histogram transformation
stage.

2.3 Histogram transformation

Histogram transformation is the final stage in the proposed
method. It is done by applying the conventional HE into
each modified sub-histogram. However, the probability den-
sity function, PDF, and cumulative density function, CDF,

Fig. 5 ‘Hill’ image (a) and its
corresponding histogram (b)

of each modified sub-histogram are needed. PDF and CDF
have to be computed first. The PDF and CDF are defined as
For lyin < k < SP,
n

PDF (k) = —
L (k) N. (21)
SP
CDF.(k) = > PDF.() (22)
i=hain
For SP+ 1 < k < Imax,
ng
PDFy (k) = —
nlk) = 5= (23)
IMax
CDFy(k) = », PDFp() (24)
i=SP+1

where PDF, and CDF, are the respective probability den-
sity function and cumulative density function of lower sub-
histogram, and PDF and CDFy are the probability density
function and cumulative density function of higher sub-
histogram, respectively. Note that the ng, N, PDF;, CDF,
Ny, PDFy and CDFy are obtained from the modified his-
togram. Finally, the enhanced image is obtained with a final
round of HE that can be described by:

SP x CDF (k) forlyin <k =SP
T(k) = { SP+1+ (255 —SP—1) x CDFy (k) (25)
forSP < k < IMaAx

2.4 Real image demonstration

In order to further demonstrate the proposed method, a real
image is used in the explanation. Fig. 5 illustrates the ‘Hill’
image and its corresponding histogram.

The proposed method starts with the histogram segmenta-
tion stage. The histogram segmentation stage begins by find-
ing the SP. The SP value is computed by using Eq. (1), and
it is equal to 125. The input histogram is separated into two
sub-histograms based on the SP value found. The segmented

@ Springer
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Fig. 7 Quantized histogram HIS,, (a) and HISy (b) of *Hill’ image
histogram is as shown in Fig. 6. After the sub-histograms are 1-GRy; ifGR 2>05 03143
obtained, they will be modified in the hi ification 2t =\ oRG; | s B i
,they in the histogram modification GR: ifGR 05 1
stage. by
After two sub-histograms are segmented, the PLs of both P 3 'l_G—zR‘u if GRy2 > 0.5 _ 1= 0'77_23 —0.1139
sub-histograms are computed. Before computing the PLs, ol QE,,EZ if GRy2 < 0.5 N 2 e

several values of local information (i.e., SP,, (Eq. (15)), SPy
(Eg. (16)), ImiN, IMax, Pkr, and Pkyr) need to be determined.
Rased on the local information of the ‘Hill’ image, the val-
ues of SPL, SPy, ImiN, ImMax, Pk, and Pky are obtained
automatically to be 103, 148, 55, 226, 3,543, and 3,724,
respectively. Then, GRp and GR 2 are calculated by using

Eqgs. (10), (13), respectively.
SP—SP,  125-—103
SP— Iy 125-55
/ — SP 226 — 148
GRH2 = MAX H =

Imax — SP 226 — 125

=0.3143

GRp2 =

=0.7723

After that Dy, and Dy are computed by using Eqgs. (17) and
(18), respectively.

@ Springer

Next, GRy1, GRr3, GRz1,and GRy3 are calculated by using
Egs. (9), (11), (12) and (14), respectively.

GRy; =GRz — D, =0.3143 = 0.1571 = 0.1572
GR3 = GRy2 + D =0.3143 + 0.1571 = 0.4714
GRy; =GRy2 — Dy =0.7723 — 0.1139 = 0.6584
GRy3 =GRpy2 + Dy = 0.7723 +0.1139 = 0.8862

Finally, the PLs are computed according to Eqgs. (3) until (8).

PL;; = GRyy x Pkp =0.1572 x 3,543 =557
PL;2» =GRz x Pkp = 0.3143 x 3,543 =1,114
PL;3 = GRy3 x Pk, = 0.4714 x 3,543 = 1,670
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Fig. 8 Enhanced ‘Hill’ image
(a) of the proposed method and
its corresponding histogram (b)

Fig. 9 Simulation results for the “Hill’ image (resolution 512 x 512)

) WMSHE.

) SHMS.
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Fig. 10 Simulation results for the highlighted area of ‘Hill’ image

PLy1 =GRy x Pky = 0.6584 x 3,724 = 2,452
PLy2 = GRy2 x Pky = 0.7723 x 3,724 = 2,876
PLj3 = GRy3 x Pk = 0.8862 x 3,724 = 3,300

After the PLs’ values are obtained, each sub-histogram is
modified by a clipping process as described in Egs. (19) and
(20), respectively. The quantized histogram is as shown in
Fig. 7. Once the quantized histograms are obtained, the pro-
posed method will proceed to the histogram transformation
stage.

Histogram transformation stage is done by applying HE
into each modified sub-histogram. The PDF and CDF need
to be calculated (i.e., as described in Egs. (21)-(24)) before
applying HE. The enhanced image is obtained by applying
HE as described in Eq. (25). The enhanced image and its
corresponding histogram are shown in Fig. 8.

@ Springer

(i) WMSHE. () SHMS.

3 Results and discussion

In order to demonstrate the feasibility of the proposed
method, few of the state-of-the-art methods previously men-
tioned in Sect. 1 are implemented for comparison purposes.
The 190 natural images are used as the input images to the
implemented filters, and their outputs are compared based
on two criteria, namely qualitative and quantitative analyses.
For simulation purposes, the resolution of the images range
from 467 x413 to 2,352x 1,568.

In this section, simulation will utilize 190 natural images
that can be further divided into two categories: standard
images and real images obtained from personal digital cam-
era. The standard images selected are obtained from multi-
ple internet sources that are commonly used for evaluating
contrast enhancement method, with their dimensions ranging
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(i) WMSHE.
Fig. 11 Simulation results for the ‘House’ image (resolution 512 x 512)

from 467 x413 to 1,024 x 1,024. Most of the standard images
selected are obtained from [9] and [10]. On the other hand,
118 real images captured using personal digital camera are
used in simulation to demonstrate the enhancement strength
of the proposed method when used in real-world application.
All the real images are 2,352 1,568 in dimension. Itis worth
noting that these 190 images used are 8-bit images.

For comparison, the HE [1], MMBEBHE [2], RSWHE
[3], WCHE [4], BHEPL [5], BHEPL-D [6], DQHEPL [6],
WMSHE [7], and SHMS [8] are implemented, and their out-
put images are compared to the proposed method. Because
some of these methods require the user to select their para-
meters, a set of values have been selected. For example,
the RSWHE is implemented with 4 sub-histograms (recur-
sion level is two) and the separating points used are the
mean intensity in the histogram and/or sub-histograms. The
SHMS is implemented based on the brightness preserving

: (i) SHMS.

W e ¢

DQHEPL.

bi-histogram equalization (BPBHE) method in [8]. As for
the WMSHE, the recursion level is set equal to 6.

Meanwhile, the image analysis and comparison can be
divided into two types, namely qualitative and quantitative
analysis. The objective of qualitative analysis is to provide
visual inspection on whether the enhanced images are visu-
ally acceptable to human perception, and whether they have
natural appearance upon enhancement, while the quantita-
tive analysis numerically measures the brightness, contrast,
entropy, and runtime of the implemented methods.

The quantitative analyses used in this work are the aver-
age absolute mean brightness error (AAMBE) [4], average
contrast (AC) [11], average entropy (AE) [12], and aver-
age processing time (AT). The AAMBE analysis is applied
to measure the ability of brightness preservation of the
processed images. The smaller value of the AAMBE indi-
cates better mean preservation. The AAMBE is given as

_@_ Springer
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(i) WMSHE.

Fig. 12 Simulation results for the highlighted area of ‘House’ image

Table1 Quantitative analyses for the average of the 72 standard images

Methods AAMBE  AC AE AT (M/s)
Original 452011 6.9772

HE 32.6774 741638  5.7569  0.1427
MMBEBHE 2.2928 63.8465 6.7871 0.2737
RSWHE 2.8056 51.3873 69308  0.3401
WCHE 11.1347 47.1228 52123  0.2035
BHEPL 10.2056 66.5464 69002  0.2434
BHEPL-D 8.3001 62.9752 6.9231 0.2462
DQHEPL 4.3054 578736 6.8993  0.7109
WMSHE 3.5278 49.6838  6.7849  0.4043
SHMS 13.6277 733359  6.8159  0.3169
Proposed method 3.6559 53.7373 6.9223 0.2999

(i) SHMS.

Bold values indicate the best average results

@ Springer

(k) The proposed method.

AAMBE = % |E(Y) — E(X)| (26)

where M is the total number of input images, which is 72
for standard image and 118 for real image. E(X) and E(Y)
are the average intensity values of the input image and the
enhanced image, respectively. On the other hand, the AC
is used to measure the contrast enhancement of the resultant
images. Therefore, the AC value of the well-contrasted image
should be higher than the AC value of the test image. The
AC is given as:

L-1
> — E(Y))? x PDF(&) @
k=0
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(i) SHMS.

Fig. 13 Simulation results for the

where PDF is the probability density function of the resultant
image.

The AE is defined as the measurement of information that
can be brought out from the enhanced images. As a result,
the AE value of the enhanced image should be as close as
possible to that of the original image in order to preserve
image details. In addition, the closer AE value of ground
truth and processed images would indicate that the shape of

‘Box’ image (resolution 2,352x1,568)

(k) The proposed method.

the enhanced image histogram is maintained. Meanwhile,
intensity saturation problem can be circumventing by main-
taining the shape of the input image. Thus, AE is also used
to measure the capability of intensity saturation prevention.
The AE is defined as
L-1

1
AE = —— > PDF(4) x logz (PDE(lk)) (28)

M

@_ Springer
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Fig. 14 Simulation results for the highlighted area of ‘Box’ image

Finally, AT is used to calculate the processing time. In gen-
eral, the complexity of a method tends to be revealed in its
runtime, as a high complexity method would most likely con-
sume longer processing time. Here, the AT is computed in
megapixels per second (M/s) and it is given as

M
1
M=
T=- k§=l:TPMk (29)

where TPM;, is the processing time per megapixels of image
k, and it can be defined as

TPMR=-]%><106 forl<k<M (30)

where T} is the runtime of image k, and Ny is total number
of pixels of image k.
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(j) SHMS. (k) The propo.

(c) MMBEBHE.

(d) RSWHE.
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sed method.

In this study, the coding of all the implemented methods
is written in Matlab 2010b and is run by a personal computer
with Pentium dual CPU 4300 1.80GHz and 1.49 gigabytes
of RAM.

3.1 Standard image simulation result

For qualitative analysis, two standard images are used to
demonstrate the capability of the proposed method. One of
the visual results using standard test images named ‘Hill’ is
shown in Fig. 9. From visual inspection, Fig. 9 shows that all
the images become more contrasty; however, only few main-
tain the natural appearance composure. The enhanced images
using the HE, MMBEBHE, BHEPL, BHEPL-D, DQHEPL,
and SHMS in Fig. 9b, ¢, f, g, h, and j, respectively, suffer from
saturation problem. This phenomena is clearly demonstrated
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(i) WMSHE.

Fig. 16 Simulation results for the highlighted area of ‘Mop’ image

especially at the ground and the roof. The saturation prob-
lem could clearly be seen at both areas in Fig. 12 for other
methods.

For the quantitative analysis, the average AAMBE, AC,
AE, and AT results presented in Table 1 show that the HE
produces the highest average AAMBE. This is not surprising
because the HE is not designed for brightness preservation
purpose. The MMBEBHE that yields the lowest AAMBE
is mainly attributed to its mechanism that produces max-
imum brightness preservation but does not guarantee the
visual quality of the enhanced image. Conversely, the pro-
posed method has the fourth lowest average AAMBE value
in this comparison, but its better visual quality as shown in
Figs. 9, 11 favors the proposed method as a competitive
advantage.

As for the average AC, the results in Table 1 show that
all methods produce higher AC value than the input images’

@ Springer

AC value. Thus, all the methods successfully improve the
contrast of the test images. In AE analysis, among the imple-
mented methods, the RSWHE produces the highest average
AE. Again, the proposed method comes third in terms of
the average AE value, which shows its ability to prevent the
intensity saturation problem.

In terms of computational complexity that is gauged by
the runtime consumed, Table 1 shows that the HE has the
fastest runtime, and this is not surprising because its mech-
anism is straightforward and does not require modification
on the histogram. However, the proposed method remains
competitive as it records a relatively fast average runtime.
Overall, simulation results clearly demonstrate the good per-
formance of the proposed method. It has excellent brightness
preservation, good ability in intensity saturation prevention,
yield superior detail preservation, and it is relatively fast in

its processing.
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Table 2 Quantitative analyses for the average of the 118 real images

Methods AAMBE AC AE AT (M/s)
Original 400943  6.8359

HE 49.0458 74.8233  5.8023  0.0699
MMBEBHE 4.1969 548185  6.6435  0.1916
RSWHE 5.5932 49.8982  6.7940  0.3099
WCHE 95744 - 422122 50790  0.1289
BHEPL 22.4500 69.8726 67712 0.2056
BHEPL-D 15.9460 63.6431 67930 02035
DQHEPL 10.7675 504195 67718  0.6457
WMSHE 3.8983 447528 66484 03123
SHMS 25.2438 739987 6.6911 02353
Proposed method 6.9479 50.8093 67833 02314

Bold values indicate the best average results

3.2 Real image simulation result

To demonstrate the feasibility and usefulness of the proposed
method in real-world application, it is used to enhance real
images captured using personal digital camera. These images
are captured under normal lighting conditions. From visual
inspection, it can be clearly seen that for the image called
‘Box,’ the HE, MMBEBHE, RSWHE, BHEPL, BHEPL-
D, DQHEPL, WMSHE, and SHMS methods in Fig. 13bj,
respectively, produce resultant images with intensity satura-
tion problem, especially at the body of the bottle as shown
in the corresponding highlighted area in Fig. 14. Meanwhile,
as shown in Fig. 13e, the WCHE method fails to improve
the contrast of the ‘Box’ image. However, the proposed
method has successfully produced a more natural appear-
ance and artifact-free enhanced image as shown in Figs. 13k
and 14k. In addition, for the second real image called ‘Mop,’
in Fig. 15, Fig. 15k yields the best visual result with natural
appearance COmposure; while others either suffer from inten-
sity saturation problem or unnatural contrast enhancement
which could be clearly observed in the highlighted area as
shown in Fig. 16. To conclude, the proposed method out-
performs the rest of the methods in comparison, both in
terms of its natural appearance and artifact-free enhanced
image.

Table 2 reports the average results for AAMBE, AC, AE,
and AT, The results show that the proposed method has the
fourth lowest average AAMBE, which explains the good
mean brightness preservation. In addition, the average AC
results show that all the methods improve the contrast of the
input images, which is numerically indicated by the greater
average AC values as compare to that of the input image.
Although the RSWHE has the highest average AE, it has
only a slight difference (i.e., 0.0107 in difference) with the
proposed method which has the third highest AE value. How-

ever, the promising visual results coupled with relatively
good and/or comparable quantitative analyses indicate the
good performance of the proposed method and accentuate
the good performance of the proposed method as compare to
some well-known methods in literature.

4 Conclusions

In conclusion, a novel HE-based method is presented. The
performance of the proposed method is compared to some
well-known HE-based methods in literature. Simulation
results using both standard test images and real natural
images show that the proposed method has good performance
in brightness preservation and image contrast enhancement,
which leads to better visual quality. The proposed method
has the advantages of being simple, and it does not require
any tuning of parameters, which further underline its impor-
tance toward image-based application in consumer electronic
products.
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Abstract An improved genetic algorithm procedure is in-
troduced in this work based on the theory of the most highly
fit parents (both male and female) are most likely to produce
healthiest offspring. It avoids the destruction of near optimal
information and promotes further search around the poten-
tial region by encouraging the exchange of highly important
information among the fittest solution. A novel crossover
technique called Segmented Multi-chromosome Crossover
is also introduced. It maintains the information contained in
gene segments and allows offspring to inherit information
from multiple parent chromosomes. The improved GA is
applied for the automatic and simultaneous parameter opti-
mization and feature selection of multi-layer perceptron
network in medical disease diagnosis. Compared to the
previous works, the average accuracy of the proposed algo-
rithm is the best among all algorithms for diabetes and heart
dataset, and the second best for cancer dataset.
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Introduction

Research advancement in healthcare technology has signifi-
cantly improved the quality of human health. Various tech-
niques and engineering principles have been adopted and
these attempts have resulted in new invention and innovation
in the area related to the healthcare delivery such as medical
imaging and instrumentation (1, 2], automatic disease diagno-
sis [3, 4] and functional electrical stimulation system [5, 6].

In particular, intelligent and automatic disease diagnosis
has become an important healthcare research area in
supporting pathologist for neoplastic discase classification,
especially when dealing with large amount and high dimen-
sional medical database. With the increase number of new
reported chronic diseases nationwide, manual diagnosis
which relies on pathologist experience to recognize the
presence of certain pattern from the database is impractical.

Artificial neural networks (ANN) architecture, the multi-
layer perceptron network (MPL) is one of the intelligent
based diagnosis systems that have attracted great intention
of healthcare research community. This is because of their
ability to approximate an arbitrary function mapping 7] and
in many cases surpass the conventional statistical technique
for the prediction and classification purposes in various
fields of applications [8]. However, designing MLP in-
volved optimization of various design parameters and it is
a complex task. The works of [9-11] revealed the incorpo-
ration of feature selection (FS) into the MLP and simulta-
neously optimize with design parameters has led to
significantly improved performance.

Genetic algorithm (GA) is one of the most widely used
optimization tool. It is a computational paradigm based on
the survival of the fittest which mimics the natural evolution
process. Unlike other search techniques that usually stuck in
local convergence, GA can efficiently explore the entire
search space owing to the global and multi-directional
search characteristic through the iterative optimization of a set
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of potential solution known as population. Unfortunately, GA
is unable to fine tune the solution around the potential region
due to the incapability of local search. Besides, the pre-mature
convergence is another often-observed problem in GA [12]. It
is a phenomenon in which the quality of the generated off-
spring is always being inferior to their parent. Therefore in
certain optimization problem where the search space is too
complex, conventional GA may not able to produce promis-
ing result.

Various attempts have been made to overcome the short-
age of the conventional GA. Different techniques are pro-
moted at different phase of GA cycles. Yang [13] introduces
chromosome management scheme that divides the chromo-
some into several segments based on the number of feature
groups for local management. Segmented mutation and
crossover operator are employed to avoid the production
of invalid chromosomes. Solution improvement phase is
introduced in [14] where particle swam optimization
(PSO) is used to evolve the individual GA solutions during
their existence. Dynamic parameter setting for the mutation
and crossover operation is introduced in [15] and genes are
ranked according to the frequency of their occurrence in
gene subset. In [16], a population manager that preserves the

Fig. 2 The architecture of the
proposed algorithm

Initial
population

- - -y

high-quality and removes the worst chromosome is intro-
duced. In order to avoid the GA from falling at local optima
and to expedite the search for global optimum, the sharing
concept for crossover and mutation is proposed. Liu [17]
proposes new reproduction scheme for the GA which can
preserve good genetic information of parent in the new
generation.

The primary objective of this study is to develop an
improved hybrid GA-MLP procedure that optimize the
MLP structure and improve the accuracy of the medical
diagnostic classification. The procedure involves the selec-
tion of suitable feature subset, initial weight and number of
hidden node of the MLP. The procedure promotes a local
search around potential region instead of destroying it as in
conventional GA which some of the near optimal individ-
uals that are not selected as parents are destroyed. The
secondary objective is to devise a novel crossover technique
namely Segmented multi-chromosome crossover (SMCC).
It considers each genetic segment in an elite chromosome
and preserves the information contained in the segment.
Unlike the conventional crossover that exchange informa-
tion by a pair of parent chromosome, a chromosome pro-
duced by SMCC may carry gene information from more
than a pair of parent chromosome.

Basic principle of MLP and GA

Multilayer perceptron network

The structure of a MLP consists of processing nodes or
neurons which are grouped in layers. There are an

input, an output and hidden layer(s) which size may
vary upon the application. However, it has been
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mathematically proved that one hidden layer is suffi-
cient to approximate any function [7]. The number of
input nodes is determined by the size of feature subset.
Meanwhile output nodes size equals to the number of
classification class.

The nodes are interconnected with links. All links have
an associated weight that multiples with the propagated
information in the network. Forward propagation step be-
gins when input vector are presented at input layer. Each
node calculates the activation level and the outcomes are
propagated through the following hidden layers until they
reach at the output layer. The output of a node is determined
by weighted sum of their input and activation function as
depicted in Fig. 1. It is mathematically represented in Eq. )]
where the ¥; is the output of the /" node, x; is the i™ input
node signal, wj; is the weight between the node i and j, 0 is
the bias value and f is the node’s activation function.

N

The most common practice is to use tangent sigmoid and
linear function for hidden and output nodes respectively. No
computation takes place at input nodes.

Fig. 4 The production of

This work adapts supervised learning paradigm where the
actual output of the network is directly compared with a
known desired output pattern to obtain the error. The gradi-
ent of the error function is then evaluated and propagated in
backwards direction (from output to inner nodes) to adjust
the weights. Supervised learning of ANN requires the
dataset to be split into at least two set: training set, which
is used at learning phase and testing set on which the final
selected network is being evaluated.

Genetic algorithm

GA [18, 19] is an optimization technique that mimics the
process observed in natural evolution. It is a stochastic
search algorithm inspired by Darwin's evolutionary mechan-
ics theory that involves survival of the fittest, reproduction,
crossover and mutation. A population of strings known as
chromosomes which represent potential solutions (also
known as individuals) to an optimization problem evolves
toward better solutions. Usually, solutions are encoded in
binary sequence of ‘0 and ‘1’, but other encodings are also
possible.

Chromosomes in the initial population are randomly gener-
ated and the evolution occurs in generations. For every gener-
ation, fitness of each individual in the population is calculated.
Based on the fitness value, a group of parents are stochastically
selected from the current population. Depending on replace-
ment strategy, a number of top ranking individuals are directly
copied to be part of new population. This is referred as elitism.
Some will go through crossover and mutation operations to
form a new offspring and move to a new population. Same
evolution process happens on the newly generated population
in the next iteration of the algorithm. Commonly, the iteration
is repeated until a predefined quality of fitness or maximum

SMCC chromosome

Roulette

selection

Elite chromosome

Elite parent
pool

SMCC chromosome
Rclmle_ite Decode, train &
selection calculate fitness
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Table 1 The attributes’ label for each datasets

Label Cancer Diabetes Heart
Xy Clump Thickness Number of times pregnant Age
X2 Uniformity of Cell Size Plasma glucose concentration in an Sex
oral glucose tolerance test
X3 Uniformity of Cell Shape Diastolic blood pressure (nmHg) Chest pain type
X4 Marginal Adhesion Triceps skin fold thickness (mm) Resting blood pressure
X5 Single Epithelial Cell Size 2-Hour serum insulin (nU/ml) Serum cholestoral in mg/d]
X6 Bare Nuclei Body mass index Fasting blood sugar
X7 Bland Chromatin Diabetes pedigree function Resting electrocardiographic results
Xg Normal Nucleoli Age Maximum heart rate achicved
Xo Mitoses Exercise induced angina (I = yes; 0 = no)
Xi0 ST depression induced by exercise relative to rest
X1 The slope of the peak exercise ST segment
X2 Number of major vessels (0-3) colored by flourosopy
X13 Thal: 3 = normal; 6 = fixed defect; 7 = reversable defect

generation has been reached. If all happen as expected during
the process of simulated evolution, the best chromosome in the
final population can turn into a highly evolved and attain
optimal or near optimal solution to the problem [20].

Materials and methods

The proposed algorithm

In the proposed algorithm, GA is used to automatically
determine and simultaneously optimize the number of hid-
den nodes, initial weight and feature subsets of MLP
through the evolution process. The approach has solved
the tedious process of manual determination of hidden node
size as the expected end users are healthcare personnel who
are unknowledgeable of the MLP design. The architecture
of the proposed algorithm is depicted in Fig. 2. The major
steps for its implementation are further explained as follow:

Step 1: The algorithm begins with the generation of
random initial population. As illustrated in Fig. 3, the
chromosome consists of three gene segments (GS) in
binary format: 1) the random initial weight generator 2)
the number of hidden nodes and 3) the selected feature
subset.

Table 2 The LM training parameters

LM training parameter Value
Initial learning rate 0.001
Learning rate decrease factor 0.1
Leaming rate increase factor 10
Maximum Epoch 100

@ Springer

Table 3 The improved

Step 2: Each chromosome in the population is decoded.
Hidden node size and random generator in binary are
converted to decimal. The unselected features are re-
moved from the training and testing dataset.

Step 3: Information obtained from step 2 is used to
initialize the MLP design parameters such as the input,
hidden node size and the initial weights. The training
process is then executed using the training dataset.
Step 4: The fitness of the entire trained network are
calculated using test dataset. The proposed algorithm
empbhasizes on both the generalization performance and
the complexity of the MLP as formulated by the fitness
function of the GA,

Fitlless=waCC+(w—l)xlc O<w<li

()
The contribution of the weighted sum of two param-

efters: the test accuracy (4CC) and inverse complexity
(1/C) towards the overall fitness is governed by w,

GA parameters GA parameter Size/value
Population 20
Max generation 40
Elite chromosome 5
SMCC chromosome 15
Elite parent pool 9
Normal parent pool 9
Elitism 2
Crossover probability 0.7
Mutation probability 0.08
w 0.75
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Fig. 5 Comparison of the evolution of the fitness functions for the conventional and improved GA

which is a user define parameter between 0 and 1. The
larger the value of w the higher contribution of network
accuracy to the overall fitness value, hence the smaller
penalty imposed upon the network complexity. The
ACC is calculated according to

N
ACC = 100 x (F,) 3)
where N, is the total number of test examples correctly
classified by the network and N, refers to the total
number examples in test dataset. Meanwhile the net-
work complexity (C), i.e. the total number of links in
the network is obtained using

C=(@xp)+Bxr)+B+y (4)

where o, 8 and 7y refer to the number of selected feature
subset, hidden and output nodes respectively.

Table 4 Results for the 10 runs of heart dataset

Step 5: An elite chromosome group of size k is created
from the top ranked chromosomes. SMCC chromo-
somes (size /) are created from elite chromosomes as
shown in Fig. 4. Each gene segment in SMCC is
created via roulette selection of respective elite gene
segment. It is assumed that the fitness of elite gene
segments is equal to the fitness of its respective chro-
mosome. By encouraging the formation and exchange
of highly important information among the fittest solu-
tion, the possibility of the algorithm to effectively ex-
plore the solution space is then improved. Therefore the
fitter the chromosome, the greater chance of its gene
segment to be selected. SMCC chromosomes form a
new set of potential solution. Afler the re-evaluation of
fitness and selection, elite parent pool is formed.

Step 6: The best individual resulted from steps 4 and 5
(i.e. before and after SMCC) are copied directly to the

Run number 1 2 3 4 5 6 7 8 9 10 Average
Selected Attribute,1’ Xy 1 1 1 1 0 0 1 0 1 0
is selected ‘0’ is not selected x2 1 1 1 1 1 0 1 1 ‘ 1 1
X3 0 0 ) 1 1 1 1 | } 1
X4 1 1 0 0 0 1 0 0 1 1
Xs 1 1 0 1 0 1 1 1 1 1
X6 1 1 ] 0 0 0 0 0 1 1
X7 0 0 0 0 0 0 0 0 0 1
Xg 1 1 1 0 1 1 1 1 1 1
Xo 0 0 0 1 1 1 0 1 0 1
X10 0 0 0 0 0 0 0 0 0 1
X1 0 0 0 0 0 0 0 0 0 1
X3 1 1 1 1 1 1 1 0 1 0
% attribute use 61.5 61.5 53.8 462 385 462 462 46.2 69.2 84.6 554
Hidden node 1 i 1 2 2 3 2 3 4 1 2.0
Connection 13 12 11 18 20 29 20 38 58 13 232
Accuracy 85.5 86.8 84.2 85.5 86.8 86.8 86.8 86.8 88.2 85.5 86.3

@_ Springer



9934, Page 6 of 8

J Med Syst (2013) 37:9934

next generation without being modified by the standard
crossover and mutation process (elitism).

Step 7: Members of the elite parent pool are then paired
with the members of normal pool for the standard
crossover and mutation process as described in [18]
and new generation is produced.

Step 8: Steps 2 to 7 are repeated until maximum gener-
ation. The individual in the final generation with the
best fitness value will be selected as the final solution.

The dataset

The performance of the proposed algorithm is evaluated
using three standard medical disease diagnosis datasets
obtained from UCI Machine Learning Repository [21].
These include the Wisconsin breast cancer, Cleveland heart
disease and Pima Indian diabetes dataset which are widely
used in the study related to intelligent medical disease
diagnosis. These datasets represent a real-world medical
data collected from human patients and the attributes are
similar to the one used by the pathologist which can be
referred at Table 1. The cancer dataset consist of 699 exam-
ples, taken from the Fine Needle Aspirates of human breast
tissues requires a correct diagnostic of breast lumps, whether
they are either benign or malignant. The diabetes dataset,
collected from 768 female Pima Indians patients, aged
21 years or older, is used to predict diabetes negative or
positive. The heart dataset is used to predict heart disease
based on whether or not at least one of four major vessels is
reduced in diameter by more than 50 %. The heart dataset
consists of 920 examples.

Experimental setup

The coding for the GA is developed in MATLAB program-
ming environment. The Levernberg Marquart algorithm is
used to train the MLP. It is accomplished via the Matlab
Neural Network Toolbox [22] using the training parameters
shown in Table 2. The hidden and output node’s activation
functions are Tan-Sigmoid and pure linear transfer functions
respectively. The output classification is based on the
winner-take-all approach. The P and Q bits (gene segment

Table 5 Average performance over 10 runs

Cancer Diabetes Heart

Conv Imp Conv Imp Conv Imp
Hidden nodes 1.4 1.4 1.5 1.9 1.7 2.0
Attribute use (%) 51.1 478 413 513 538 554
Connections 129 129 114 153 187 232
Accuracy (%) 994 995 80.1 804 855 863

Table 6 Best performance over 10 runs

Cancer Diabetes Heart

Conv  Imp Conv Imp Conv Imp
Hidden nodes 1 4 1 1 3 4
Attribute use (%)  33.3 778 375 375 462 69.2
Connections 8 42 8 8 29 58
Accuracy (%) 994 100 807 813 868 882

length, Fig. 3) are set to 15 and 2. Meanwhile the R bit will
be automatically set according to the size of the input
attribute of the dataset. The improved GA parameters used
in the experiments are provided in Table 3.

The datasets obtained from UCI Machine Learning
Repository [21] is meant for general machine leaming algo-
rithm and cannot be directly learned by the MLP due to
inappropriate nominal encoding and missing of attributes
values [23]. The size of training and testing examples,
which has significant effect on the predictive ability of the
MLP are not available in the database. In fact, standard
dataset development is vital for ANN learning, for a fair
comparison and future replication of the experiment.
Therefore, this work follows standard development of
dataset as recommended in [23] by randomizing the order
of the examples, replacing the missing attributes with the
mean of non-missing values and re-scaling the attribute
values within the range of 0 to 1 using a linear function.
The first 75 % of the examples are used for training and the
last 25 % for testing.

For comparison purposes, two set of experiments having
common parameters setting is conducted, one with the im-
proved GA and another one with the conventional GA.

Results and discussion

Figure 5a—c show the fitness function of the improved GA
that has evolved to a better solution and required less gen-
eration to achieve the highest fitness compared to the con-
ventional GA. This is true for all the datasets.

Table 7 The TP, TN, FN and FP of the best accuracy network

TP TN FN FP

Cancer Conv 640 1090 10 0
Imp 641 1090 9 0

Diabetes Conv 404 1133 296 87
Imp 410 1133 290 87

Heart Conv 318 332 72 38
Imp 330 326 60 44
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Table 8 Average sensitivity, specificity and accuracy over the 10 runs

Cancer Diabetes Heart

Conv Imp Conv Imp Conv  Imp

Specificity 160.0 100.0 823 82.5 89.3 88.2
Sensitivity 99.1 99.2 79.3 79.6 822 84.5
Accuracy 994 99.5 80.1 804 85.5 86.3

The structure and performance of the final optimized
network obtained by different run of the algorithm may
slightly different due to the stochastic nature of the GA,
MLP, and the complexity of solution space. This can be
observed at Table 4 in a case of heart dataset. The accuracy,
defined as the correct classification of the algorithm on
unseen test dataset, varies from the lowest 84.2 % to the
highest 88.2 %. The variation in the attribute subset and
hidden node size selected by different run of the algorithm
causes the production of networks with different size of
connections (i.e. complexity) according to Eq. (4). Less
complex networks are preferred to ease understanding of
learning model, improve the predictive accuracy and to
minimize the computation and hardware fabrication cost
[24). Run number 9 that achieves the highest accuracy
(88.2 %) requires the most complex network (58 connec-

-t tions). The simplest network (11 connections) obtained at
run 3 produces the lowest accuracy (84.2 %). Run number 2
that results in the second lowest complexity (12 connec-
‘tions) and second highest accuracy (86.8 %) provides a
trade-off between the accuracy and complexity.

Tables 5 and 6 compare the performance of the conven-
tional (conv) and improved GA (imp) in term of the average
and best accuracy network over 10 runs respectively. It is
obvious that the best and average accuracy of the improved
GA outperforms the conventional GA for all the datasets.
The highest improvement in the accuracy is observed for
heart dataset, followed by the diabetes and cancer dataset.
For cancer dataset, the improved GA is capable to enhance
the average accuracy with similar network complexity as in
conventional GA. For diabetes and heart dataset, higher
average accuracy is achieved but requires more complex
network.

In medical diagnostic, beside the accuracy, it is important
to observe the specificity and sensitivity of the system,
defined as the ability to correctly classify those with and
without disease respectively and are calculated with the
following equations,

S TN 0,

specificity = TN + FP x 100% (5)
. TP

sensitivity = m x 100% (6)

The TN, FP, TP and FN are the abbreviation of the
number of true negative, false positive, true positive and
false negative cases respectively. The comparison of the
overall TN, FP, TP and FN for the 10 runs between the
improved and conventional GA for all the datasets is shown
in Table 7. The average specificity, sensitivity and accuracy
are provided in Table 8. In the case of diabetes dataset, the
improved GA has enhanced both the specificity and
sensitivity of the conventional GA by 0.2 % and 0.3 % re-
spectively. While in the heart dataset, the specificity has
significantly improved to 84.5 % from 82.2 %, but the
sensitivity slightly dropped from 89.3 % to 88.2 %.
Whereas for the cancer dataset, the sensitivity is slightly
improved and the specificity maintains at 100 % as achieved
by the conventional GA.

Table 9 compares the average classification error percent-
age (CEP) of this study with Alba [25] and Socha [26]. In
[25], weak hybridization technique is applied to combine the
GA with backpropagation (GA-BP) and GA with LM (GA-
LM) for the training of ANN. Meanwhile in [26] the Ant
Colony Optimization (ACO) is used instead of GA. In both
works, the hidden node size is manually adjusted to 6 nodes.
This is contrary to this study that the hidden node size is
automatically optimized and determined by the algorithm.
Besides, the FS is not considered in their works. It is
obvious that, the improved hybrid GA-MLP produces the
best CEP for the diabetes and heart dataset with 19.64 % and
13.65 % respectively. For the cancer dataset, GA-MLP
obtained convincing result, the second best among all algo-
rithms. The standard deviation is reasonably low, indicates
the stability of the method proposed.

Table 9 Comparison of classification error percentage (CEP) obtained by GA-MLP with previous algorithms

‘- - - : '

Author Socha [26] Socha [26) Alba [25] Alba [25] This Study
Algorithm ACO-BP ACO-LM GA-BP GA-LM GA-MLP
Cancer 2.14 (1.09) 2.08 (0.68) 1.43 (4.87) 0.02 (0.11) 0.52 (0.17)
Diabetes 23.80 (1.73) 24.26(1.40) 36.36 (0.00) 28.29 (1.15) 19.64 (0.60)
Heart 18.29 (1.00) 16.53 (1.37) 54.30 (20.03) 22.66 (0.82) 13.65 (0.47)
The values in the bracket indicate the standard deviation. The best results are highlighted in bold

_@_ Springer




9934, Page 8 of 8

J Med Syst (2013) 37:9934

Conclusions

This study presents an improved hybrid GA-MLP procedure
that optimizes the MLP structure and improves the accuracy
of the intelligent and automatic medical diseases diagnosis
system. A novel crossover technique, the SMCC that syn-
thesizes new potential solutions by promoting the informa-
tion formation and exchange among multiple chromosomes
of top ranked solutions is introduced. Compared to the
previous works, the average accuracy of the proposed algo-
rithm is the best among all algorithms for diabetes and heart
dataset, and the second best for cancer dataset. So far, the
algorithm had been tested only on 2-class output classifica-
tion problem. Further evaluation of the proposed method
can be performed on higher output classification using dif-
ferent ANN architecture.
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Abstract This paper presents a new enhancement tech-
nique using the fuzzy set theory for low contrast and
nonuniform illumination images. A new parameter called
the contrast factor which will provide information on the
difference among the gray-level values in the local neigh-
borhood is proposed. The contrast factor is measured by
both local and global information to ensure that the fine
details of the degraded image are enhanced. This parame-
ter is used to divide the degraded image into bright and dark
regions. The enhancement process is applied on gray-scale
images wherein the modified Gaussian membership function
is employed. The process is performed separately according
to the image’s respective regions. The performance of the
proposed method is comparable with other state-of-the-art
techniques in terms of processing time. The proposed method
exhibits the best performance and defeats other methods in
terms of preserving brightness and details without amplify-
ing existing noises.
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1 Introduction

The visual quality of the most recorded images is inevitably
degraded during the image acquisition process because of
inadequate lighting and incorrect setting of the aperture or
the shutter speed or both. Deficiencies in the image acquisi-
tion process often result in low contrast images which nor-
mally contain noisy backgrounds. In addition, difficulties in
controlling lighting conditions lead to variation in image illu-
mination and thus causing the nonlinear gray-scale intensity
mapping. The effects of those defects are replicated on the
range and shape of the gray-level histogram of the acquired
image.

A low contrast image is characterized by the high ampli-
tudes of its histogram components at one or several locations
on the gray-scale, while staying very low in the remaining
gray-scale distributions. As a result, the space for foreground
histogram components (i.e., an object of interest) is com-
pressed and image contrast is decreased.

Improving image contrast is difficult by simply stretching
the histogram of the image or using simple gray-level trans-
formations. Conventional image enhancement techniques
generally obtain satisfactory results if the technique and para-
meters are properly selected. However, conventional tech-
niques often fail to produce satisfactory results in dynamic
and broad range of nonuniform illumination images. T!lcre-
fore, improving the appearance of the image is cssentml. in
providing better input images for further image processing
tasks.

Numerous studies have been published on image enhance-
ment or also known as contrast enhancement. However, the
concept of image contrast lacks a precise definition and has
been interpreted as a qualitative rather than a quantitative
measure of an image [1,2]. Uncontrollable deficiencies sel-
dom occurred during the image acquisition process causing
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the vagueness and uncertainty in the acquired image. Uncer-
tainty appears in the form of imprecise boundaries and inten-
sities during image digitization.

Therefore, the fuzzy set theory [3-5] has been widely
applied by researchers when dealing with the image enhance-
ment. This theory is popular among the researchers because
it is a suitable tool for dealing with the uncertainties, and
it provides a solution to the problem of precision between
classical mathematics and the inherent precision of the real
world. The imprecision possessed by the acquired image can
be qualitatively perceived by human reasoning. However,
no specific quantification can describe imprecision. Thus, a
machine may not understand the imprecision. Realizing this
limitation, the fuzzy logic tools become a popular choice
because it empowers a machine to mimic human reasoning
[6] that suitable for image enhancement.

The remainder of this paper is organized as follows.
Related studies on the enhancement process are discussed
in detail in Sect. 2. The acquired image is categorized based
on the new parameter called the contrast factor in Sect. 3.
The proposed algorithm for fuzzification and enhancement
are presented in Sect. 4. Simulation of the test images and
the qualitative and quantitative comparison of the results
are discussed in Sect. 5. Finally, this paper is concluded in
Sect. 6.

2 Related works

The enhancement process is a preprocessing task needed
to obtain a pleasant image. The most popular concept
in the enhancement process is based on the modification
of the image histogram. This technique is a popular choice
among researchers for image enhancement because of its
simplicity and capability to produce a good results over
variety of images. However, many histogram-based contrast
enhancement techniques have normalized image intensity
which can produce a washed-out effect [7,8] on the output
image or amplify the background noise, or both. Several mod-
ified histogram-based contrast enhancement techniques have
been proposed to overcome this limitation. These techniques
include bi-histogram equalization [9], quadrant dynamic
histogram equalization [10], histogram specification [11]
and brightness preserving dynamic histogram equalization
[12].

These techniques process crisp histograms of images for
enhancement purposes. The crisp statistics of digital images
suffers from inherent limitation that excludes the inexact-
ness of gray values. Because of this limitation, a dynamic
fuzzy histogram equalization with brightness preserving is
proposed by Sheet et al. [13] to overcome uncertainty in low
contrast images. The fuzzy set theory is employed in this
technique to handle the inexactness of gray values wherein
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the histogram is partitioned based on local maxima. This
equalization method uses a spanning function on the total
number of pixels in the partition to perform equalization.
However, implementing the fuzzy histogram is challenging
on nonuniform illumination images, where bright (overex-
posed) and dark (underexposed) regions exist in a particular
image.

Other approaches which are highly similar to human rea-
soning that have been applied in image enhancement deal
with ‘IF-THEN-ELSE’ fuzzy rule-based system [14—17]. A
set of neighborhood pixels forms the antecedent part of the
rule in this method. The pixel to be enhanced is transformed
by the consequent part of the rule. This approach incorpo-
rates human intuition to make soft decisions on each condi-
tion. However, this method suffers from high computational
time and difficulty in generating a fuzzy rule. The conse-
quent part of the rule will only be executed if the prior rule
is accomplished, thus this technique is difficult to implement
in real-time applications.

Besides that, there are other approaches that use several
pixel properties such as gray tone or color intensity. These
approaches are modeled into a fuzzy set using the member-
ship function. An intensification (INT) operator is applied
globally to medify the membership function to reduce fuzzi-
ness and increase image contrast [18]. This approach trans-
forms membership values that are above a predetermined
threshold to much higher values or modify the member-
ship values that are lower than the threshold value to much
lower values in a nonlinear manner. Thus, a dynamic range
of images with good contrast can be obtained. However, the
INT operator solely depends on the membership function and
needs to be continuously applied to the image to attain the
desired enhancement.

This limitation is then improved using a Gaussian type
of fuzzification function that contains a single fuzzifier and
a new intensification operator (NINT) [1]. The fuzzifier is
obtained by maximizing the fuzzy contrast. The NINT does
not change uniformly because the membership function is
marginally changing. Thus computational time is reduced
compared with INT.

Although most image enhancement techniques can
improve image brightness, several deficiencies are still
present in these techniques such as loss of image con-
trast and details. Thus, various enhancement techniques are
proposed by optimizing the information contained in the
image which will be used in adjusting gray-level transfor-
mation function [19-22]. The optimization of image con-
tent includes optimizing entropy [20,23], index of fuzziness
[21,24] or a combination of both [25] and intuitionistic fuzzy
[20,22].

An objective measure called exposure has been proposed
by [26] which will provide an amount of lighting exposure
to the image. The image can be divided into underexposed



Fig. 1 Example of underexposed (i.e., black circle) and overexposed
(i.e., dotred black circle) regions

and overexposed regions based on this objective measure.
Only a few studies address the issue of nonuniform light-
ing in an image in the context of image enhancement [26—
29]. The objective measure is constructed by involving the
entropy, the contrast and visual factor of the image. Min-
imizing this objective measure successfully enhances an
image.

However, the image enhancement process performed by
optimizing these quantitative measures requires an optimiza-
tion procedure that is conducted repeatedly to improve the
image quality. Therefore, the process needs a more compli-
cated optimization procedure in addition to the enhancement
process which can increase computational time.

Attempts have been made to locally enhance the image to
increase image details without involving an additional opti-
mization process [30-34]. The local contrast or local entropy
in small regions is enhanced in this technique while prevent-
ing anincrease in global contrast at the same time. Fine edges
neglected in global enhancement are enhanced. The clarity of
the enhanced image is improved. However, noises and arti-
facts are enhanced, and multiplex elements of the background
are distorted during the enhancement process.

Realizing the fact, a new contrast enhancement technique
has been proposed to improve the brightness of the image by
considering nonuniform lighting that normally exists in the
acquired image (Fig. 1). The major contribution of this paper
is the development of the new enhancement technique that
preserves image details by calculating differences in gray-
level values in the local neighborhood.

3 Image classification based on contrast factor

Most recorded images suffer from low contrast and appear
nonhomogeneous in terms of illumination. The image
appears darker and brighter when intensity distribution

mainly accumulates at the lower and upper parts of the his-
togram, respectively. These conditions can be observed in
their histograms which do not occupy the entire dynamic
range of the intensity distribution. The histogram only occu-
pies acertain area in the lower or upper parts of the total range
of the histogram distribution. The image is blurred, poor in
contrast and has image details that arc hardly interpreted in
both cases.

When the recorded image appears dark, its neighborhood
pixels are close to the least available dynamicrange, and it can
be considered as an underexposed image. For a bright image,
its neighborhood pixels are found in the highest of available
dynamic range and the image is known as an overexposed
image.

However, we seldom encounter a solely overexposed
(bright) image or a solely underexposed (dark) image. Most
of the recorded images are mixed wherein underexposed,
overexposed or a combination of both regions are found in
one image. As a result, the brightness of image becomes
uneven and the image is identified as having nonuniform illu-
mination. This type of image has poor contrast which means
that the ratio between the brightest and darkest intensities in
the image is reduced. The human perception of the concept
of image contrast does not completely correspond to this
problem. Therefore, the image contrast is not a preferable
reference parameter in enhancing an image.

A new parameter called “contrast factor” is introduced
to overcome the aforementioned drawbacks. This parameter
indicates the differences among the gray levels for each pixel
in the neighborhood window, W,,,,. The contrast factor is
calculated by:

- 2
Z(i.j)ew,,j (Xiu" = Xwi.j)i,jew,-.j

CFuxi,jy = (N

9
2, j)eWi; O

where X; j indicates the gray-level values (i.c., intensi-

ties) of the image, Xw; ; represents local average gray level

value in the W; ; window and o;?w_ ~ represents the local
i

deviation in the W; ; window.

The contrast factor is derived based on the difference in
luminance (intensity) with the average of local neighborhood
luminance to preserve details in the image. The difference is
then divided by the standard deviation of the local neighbor-
hood luminance to obtain an overall difference ratio in the
local neighborhood window luminance. The value of con-
trast factor is between [0 1]. The image looks natural and
pleasing if the contrast factor is close to 0.5. The image is
low in contrast and should be enhanced if the contrast factor
deviates far from 0.5.

The image is considered to be a mixed-type image. Thus
attempts have been made to divide the image into over-
exposed and underexposed regions by introducing a new
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threshold, 7. This threshold is defined to divide the image
into two regions where enhancement is conducted separately
according to its respective regions as given in Eq. (2).

T=L(1-CPH 0

where L represents the total number of gray levels in an
image. The threshold divides the gray levels into two regions
namely the dark (i.e., underexposed) region which is in the
range [0, T — 1] and bright (i.c., overexposed) region which
is in the range [T, L — 1].

4 Image fuzzification, enhancement and deffuzification

Images from California Institute of Technology database [35]
are used for the enhancement purposes in this study. As dis-
cussed in Sect. 1, that the image pixels are too vague and
uncertain to determine whether they are bright or dark pix-
els. In addition, the human perception of image contrast is
subjective and hard to interpret when machines are used.
Therefore, the fuzzy set theory has been employed in deal-
ing with the image pixels ambiguity by associating a degree
of belonging to a particular property.

The fuzzy enhancement involves three stages namely
image fuzzification, modification of membership values for
image enhancement and image deffuzification as shown in
Fig. 2. In the image fuzzification stage, the recorded image
of size¢ C x R in the image fuzzification stage has inten-
sity levels X; ; in the range of [OL — 1] which is consid-
ered as a collection of fuzzy singletons in the fuzzy set
notation.

j=12,...... , R 3)

where v(Xj ;) or v;,j/X;, ; represents the membership or
grade of belonging v;,; of X; ; being the grayscale inten-
sity at the (i, j) th pixel. C and R are the number of rows and
columns in the recorded image, respectively.

The original recorded image in the spatial domain will
be converted to a fuzzy domain using a specific member-
ship function according to its region (i.e., dark or bright
regions). The gray-level histogram in this study is assumed
to be distributed in Gaussian where the gray levels are clus-

Fig. 2 Block diagram of fuzzy

tered around a single maximum throughout the entire range
of the histogram. Therefore, a Gaussian membership func-
tion is employed to fuzzify the image to obtain a smooth and
differentiable fuzzy model [36).

However, the image is poor in contrast and has nonuniform
illumination, thus applying a single Gaussian membership is
not suitable to fuzzify the entire region in the image. Different
membership functions must be applied accordingly to ensure
that they can provide a perfect function to fuzzify the dark
and bright regions in the image.

The Gaussian functions are modified to fuzzify dark (i.c.,
underexposed) and bright (overexposed) regions separately
as derived in Egs. (4) and (5).

V(Xy) = | Xmax — €xp [_ (Xmax — ():;vg - xu))z]
for X<T ’ @
W(Xe) = |exp [_ (Xmax = o (L~ xo)))z] e
for X271 h )

where X, indicates the gray levels in the underexposed region
in the range [0, T — 1], X, indicates the gray levels in the
overexposed region in the range [T, L — 1] and t,? is the
membership factor, calculated using Eq. (6):

=

L-1 ooy yd
[ ! [(Xmax — 0x) — X] p(X)] ©

Lol [(Xmax — 0x) — X1 p(X)

where oy is the standard deviation of the original image.
The o and p(X) are the fuzzified factor and histogram of
the gray levels, respectively. The membership function in
Eq. (4) operates in the region below threshold T', whereas
the membership function in Eq. (5) operates in the region
above the threshold T'.

The membership function is then modified according
to its respective region to enhance the image once the
image is converted into the fuzzy domain. Different func-
tions will be used for enhancing both regions (i.e., dark
and bright regions) as applied in the fuzzification process.
The parametric sigmoid functions for enhancing the dark
(underexposed) and bright (overexposed) regions are given

’ )
enhancement process Original i | Fuzzification Modificationof | | Defuzzification _L Enhanced
Image —Ef Process Membership Process ! Image
: Function :
L] 1
£ 1
\ J 1\ RN )
Y . N, % Y
Spatial : Spatial
domain Fuzzy domain domain
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Fig. 3 Example of the sigmoid function

by Egs. (7) and (8), respectively:

1

1+ e"[—g(”(xu)-xavg)]
1

14 e"[—h(u(xo)-x:wg)]

w(Xy) =

Q)

vI(Xo) =

@®

where g and /i are the enhanced factors that are used to
enhance the fuzzified image. The sigmoid function is chosen
because it will achieve a value close to ‘1’ if the exponen-
tial parameters presented in Egs. (7) and (8) are approach-
ing infinity (Fig. 3). Therefore, the unsaturated intensity of
the fuzzified image is ensured by this sigmoid function. The
aforementioned have modified the membership function and
enhancing the original recorded image. Both regions are
combined to produce an enhanced image once the fuzzified
image is modified,

The modified membership functions are defuzzified using
their respective inverse membership functions.

) VX <T o
Y="-ix VX>T ©)
The gray levels in the underexposed region are scaled back
in the range between [0, T — 1], whereas the gray levels
in the overexposed region are translated and scaled in the
range between [T : L — 1]. Both regions are then com-
bined into a single region for enhancing the image. The flow
chart of the complete enhancement process is illustrated in
Fig. 4.

The proposed techniques can be also applied in color
image enhancement. A proper color space model that can
be used is Hue, Saturation and Intensity color model. This
model decouples the chromatic information from the achro-
matic information. Color artifacts may be introduced if the
enhancement is directly conducted in three color spaces of
red, green and blue (RGB).

5 Results and discussions

The experimental results using of standard images obtained
from the California Institute of Technology Computational
Vision database [35] is presented in this section. We demon-
strated the performance of the developed algorithm com-
pared with other existing fuzzy gray-scale enhancement
techniques.

The performances of the proposed method are compared
with the other techniques that also implement the fuzzy the-
ory in image enhancement for fair comparison. Five groups
of fuzzy image enhancement techniques exist as discussed in
Sect. 1. These techniques include the conventional approach
of the (NINT) [1], the application of the fuzzy IF-THEN rules
(FRB) [14], the fuzzy objective measure (FOM) [26], the
fuzzy local enhancement (FL) [31] and the fuzzy histogram-
based equalization technique (FHE) [13].

Even though the NINT [1] and the FOM [26] approaches
enhanced the image in color model, both are worth consider-
ation because only the gray levels are used without modifying
the color components in the image. Hence, we selected these
two methods in literature because both are similar approach
with our technique, which only adjusts the gray levels to
enhance the recorded image.

The FRB (14] and FL [31] methods are relevant com-
pared with our proposed method because these techniques
are related to our local contrast factor measurement. Both
methods enhance the image by using the information con-
tained in the local neighborhood which can be related
to our approach. We also considered the histogram-based
approach by choosing the FHE [13] method because it
dealt with the crisp histogram of the images that consid-
ers the inexactness of the gray-level values to enhance
contrast.

The experimental results are compared qualitatively and
quantitatively with the aforementioned techniques. The goal
of this study is to propose a new computationally fast
enhancement technique. In addition, the luminance of the
enhanced image is required to be as close to the origi-
nal image as possible to preserve image brightness and
details while suppressing noises. Enhancement is conducted
based on global and local information to preserve the
details and mean luminance of the image according to
the aforementioned requirements. Qualitative analysis is
performed by visual comparison, whereas the luminance
distortion (LD), entropy (E), peak signal-to-noise ratio
(PSNR) and processing time () are chosen for quantitative
analysis.

LD is selected because it is proposed by a previous
study [37] that considered the correlation of mean luminance
between the enhanced and the original images. LD is given
in Eq.(10).
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Fig. 4 Flowchart of the
complete enhancement process
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underexposed membership
function

)

Enhance fuzzified image using
underexposed sigmoid
function

Defuzzify image an combine
all regions to produce
enhanced image

End

__2X(M) 10 X; and Y; are the gray-level values for the original and
T+ ()2 10 enhanced images, respectively. The LD is in the range
[0 1]. The mean luminance of the enhanced image is
almost similar to the original image if the LD approach-
ing ‘I’ which means that X ~ Y. Thus the brightness is
preserved.

where

=
'Mb‘
2

X= = an In addition to the brightness preservation, the details of
'Z the image also need to be maintained. Therefore, the entropy
7= l Z yi (12) analysis is used to measure the capability of detail preser-
L& vation. A higher entropy indicates the higher ability of the
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(a) (b) LD=0.989, E=6.745,
PSNR=25.8311,1=0.177s

(f) LD=0.992, E=7.601,

(e)LD=0.988, E=6.881,
PSNR=10.348, t=39.417s PSNR=14.741,1=67.667s

(c) LD=0.84%, E=5.880, (d)LD=0 942 E=5. 730

PSNR=12.550,1=0.1073s  PSNR=24.224, t=0.843s

(g)LD—O 982, E=7.233,
PSNR=22.138, t=0.173s

Fig. 5 Comparison of enhancement results a original ‘Lena’ image, b proposed method, ¢ NINT [1], d FOM [25], e FRB [13], f FL [30],

g FHE [12]

proposed method to overcome intensity saturation problems
and preserve more details of the image. The entropy of the
enhanced image is given by:

L-1

E=Y p(Y:) x log, p(¥:) (13)
i=0

where p(Y;) is the probability of enhanced gray levels
Y;

The enhancement technique should not significantly
amplify the noise level. Thus PSNR analysis is employed.
Good enhancement techniques should be able to increase
image brightness without enhancing existing noises in the
recorded image. The PSNR is calculated using Eq. (14).

PSNR = 10log;o(L — 1)>/MSE (14)
2
e (Yi; — Xi,
MSE = \/721'—-1 ZJ l iJj '!J) (15)
CxR

The last analysis is the processing time, which is used to mea-
sure the computational complexity introduced by the pro-
posed method, For consistency, 100 standard images size
400 » 264 pixels are used for each method. The samples are
processed in the Matlab R2010a environment using an Intel
Core 2 CPU 2 GHz with 2.49GB RAM.

The proposed method should produce the enhanced image
with an LD is close to ‘1’ and have a high entropy to ensure
brightness and to preserve details. In addition, the enhanced
image is expected to have a high PSNR value and can be
executed with short computational time.

Several low contrast images which are actually underex-
posed were used for qualitative evaluation. These images
are “Lena”, “Room”, and “Fruits”, as shown, respectively in
Figs. 5, 6, and 7. The figures show the enhanced images from
the proposed approach compared with other existing state-
of-the-art approaches. The enhanced images from the NINT
[(Figs. 5c, 6¢, 7¢) and FOM (Figs. 5d, 6d, 7d)] approaches
have resulted in darker images compared with the original
images. Image contrast is decreased. Thus, distinguishing
the foreground from the background is difficult. The mean
luminance of the enhanced images for both methods deviates
from the mean luminance of the original image, thus result-
ing in lower LD values. The lower LD values indicate that
those methods are unable to preserve the mean brightness of
the original image.

In terms of detail preservation, the entropy values of the
enhanced image using the NINT approach in Figs. 5, 6,
and 7 are 5.880, 4.673, and 4.327, respectively. The NINT
approach produced the lowest entropy value compared with
the other methods. Most of the areas in the enhanced image
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(a) (b)LD=0994 E=6.152.

. (c)LD=0.285,E=4.673,
PSNR=22.390, t=0.910s

PSNR=12.594, t=0.139s

T

(€)LD=0.986, E=6.689,  (f) LD=0.984, E=7.848, (g)LD=0.995, E=6.8981,
PSNR=14.637,t=44.089s PSNR=15.245,t=81.114s  PSNR=20.924, t=0.099s

Fig. 6 Comparison of enhancement results a orj
g FHE [12]

(a) (b)LD=0.773, E=6.003,

(¢) LD=0.666, E=4.327,
PSNR=19.068, t=0.688s

PSNR=11.433, t=0.139s

= M

()LD=0.753,E<8.821,  (f)LD=0.703, E=5.646,

(9)LD=0.701, E=5.918,
PSNR=8.031, t=52 8605 PSNR=6.935, t=67.227s PSNR=18.453, t=0.089s
Fig. 7 Comparison of enhancement results a original
g FHE [12]
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(d)LD=0944,E=3 518
PSNR=18.889, t=0.860s
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(d)LD=0.744, E=3.519,
PSNR=12.685, t=0.599s

ginal ‘room’ image, b proposed method, ¢ NINT [1], d FOM [25], e FRB [13], f FL [30],

‘fruits’ image, b proposed method, ¢ NINT (1], d FOM [25], e FRB [13], f FL [30],
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(a) (b)LD=0.999, E=7.551,
PSNR=43.176, t=0.2055

(e Y

e)LD=0.994,E=7.520,  (f) LD=0.998, E=7.488,

fv.?."\ (‘; 2 \

€)LD=0929, E=6.743,
PSNR=12.336, t=2.5465

b AR
(d) LD=0.936, E=5.717,
PSNR=13.557,1=3.771s

(g) LD=0.999, E=7.270,
PSNR=17.143,1=22.287s PSNR=22.098, t=16.020s PSNR=32.220, t=0.353s

Fig. 8 Comparison of enhancement results a original *Man 1’ image, b proposed method, ¢ NINT (1], d FOM [25], e FRB [13], f FL [30],

g FHE [12]

appear dark, with poor brightness. As such, the details of the
image are not apparent and cannot be interpreted by the eyes.
The NINT technique underenhanced certain regions because
the underexposed and overexposed regions of the image
were not considered during processing. The NINT technique
enhances the image without preserving the details and con-
trast of the original image. The algorithm also enhances
existing noise in the original image, resulting in a lower
PSNR value.

The less-enhanced and slightly saturated images are pro-
duced through the FRB method, as shown in Figs. Se, e, 7¢
with PSNR values of 10.348, 14.637, and 8.031, respectively.
Conversely, the proposed method enhanced the image while
preserving brightness as shown by the highest LD value. The
proposed method did not enhance existing noise, as indicated
by the highest PSNR value among the different methods.

Figures 5, 6, 7 also show how the FL method overen-
hanced the original images, resulting in brighter and unnat-
ural images. Our proposed method can be executed quite fast,
while preserving details and brightness.

The proposed method is analyzed using mixed-type
images to demonstrate its effectiveness in image enhance-
ment. A mixed-type image consists of underexposed (mostly
at the image background) and overexposed (mostly at the
image foreground) regions in a single image, as shown in

Figs. 8a, 9a, 10a, 1la, and 12a. Our goal is to enhance
the image without overenhancing the overexposed region
or underenhancing the underexposed region or both. Thus,
Figs. 8,9, 10, 11, 12 are compared with other state-of-the-art
methods.

These figures show that the NINT and FOM techniques
underenchanced the original image and caused the processed
images to look darker than the original image. Both meth-
ods enhanced the foreground while producing a darker back-
ground. As a result, the enhanced images exhibit improved
contrast than the original image, which is also reflected in
their respective entropy values. However, both techniques
fail to maintain the mean brightness of the original image.
Thus, the enhanced images are unpleasant and unnatural to
look at. Both methods produced darker images, thus infor-
mation and details in the images were reduced,

Figures 8, 9, 10, 11, 12 show that the improvement
attained with the proposed technique results in a more pleas-
ing enhanced image compared with those produced using the
other techniques. The FRB and FL methods overenhanced
certain regions (foreground area) of the image because the
whole image was enhanced, but the underexposed and over-
exposed regions of the image were not considered. In addi-
tion, the FRB method caused intensity saturation at certain
regions of the image, resulting in additional noises caused
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PSNR=18.044, t=23.109s PSNR=23.084, t=12.569s PSNR=41.528, t=0.035s
Fig. 9 Comparison of enhancement results a original ‘Man 2’ image, b proposed method, ¢ NINT [1], d FOM [25], e FRB [13], f FL [30],
g FHE [12]
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Fig. 10 Comparison of enhancement results a original ‘Woman 1’ image, b proposed method, ¢ NINT [1], d FOM [25], e FRB [13], f FL [30],
g FHE[12]
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Fig. 11 Comparison of enhancement results a original ‘Woman 2* image, b proposed method, ¢ NINT [1], d FOM [25], e FRB [13], f FL [30],
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Fig. 12 Comparison of enhancement results a original ‘Woman 3’ image, b proposed method, ¢ NINT [1], d FOM [25], e FRB [13], f FL [30],
g FHE [12]
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Abstract. A new Automated Feature-Based Sperm Motility Analyzer System is presented in
this paper. This paper discusses on three major contributions where i) a new enhancement
technique is proposed to improve overall clarity of the image sequence frames and significant
sperm features are enhanced, ii) efficient debris removal process technique is developed to
remove the unwanted debris that accumulates most regions in the image sequence frames,
and iii) problems associated with disconnected objects are solved by implementing a new
sperm feature detector. Differs from other sperm analyzer instruments that only consider
sperms’ head or tail, complete sperm features (i.e. head, mid-piece and tail) and the occluded
sperms are successfully identified. The identification of the complete sperm features makes
the individual sperm’s detection possible and overestimation case of motile sperms
proportion is reduced. The performance of the proposed system is determined by considering

the true positive, true negative, false positive and false negative cases on the sperm motility




video. Although problems due to the unwanted debris and disconnected objects are
successfully resolved, suitable enhancement approach needs to be selected. This is because, if
improper enhancement approach is chosen, significant sperm features are inadequately
enhanced which causes the detection rate to be deteriorated. Thus, the detection analysis is
conducted by computing a comparative analysis of image sequence enhancement effect on
sperm motility detection. The analysis is performed and overall detection rate is analyzed to
attest the robustness of the proposed system which incorporated enhancement process. The
proposed system achieves promising results in terms of motility detection with the accuracy
of 82.67%, sensitivity of 92.34%and specificity of 90.63%. |

Keywords: sperm motility; image processing; enhancement; rat sperm

1. Introduction
Semen analysis is an initial and the most essential step of the infertility evaluation
which includes physical examination, hormonal evaluation, sperm function testing and
genetic analysis. This analysis is considered as a cornerstone of the laboratory evaluation for
the infertile male and helps to define the severity of the male factor infertility (Omu, 2013).
The diagnosis of infertility is determined when the results of the semen analysis are
repeatedly abnormal according to World Health Organization criteria (WHO, 1999) . Among
many evaluations performed during semen analysis, sperm function testing is crucial and play
an important role since it can provide as an indication of a man’s health status (Jensen et al.,

2009; Omu, 2013).
The sperm count, sperm morphology and sperm motility analyses have been used as
biomarkers of male-factor infertility since the middle of the 20th century (Omu, 2013). The
former analysis classifies the abnormality of semen samples based on how many million

sperm cells in an entire ejaculation are motile. The sperm morphology analysis focuses on the




&

shape of the sperm (i.e. head and tail of the sperm) while sperm motility deals with the
movement and kinematic analyses of the sperms. However several studies have demonstrated
that the sperm motility is highly contributed to the fertilization rate either in vitro or in vivo
than relying only on the sperm count or morphology of the sperm (Guzick et al., 2001; He et
al., 2004; Schoevaert-Brossaul, 1984). Such claim is supported by a study of 1,085 sperm
samples from infertile men that concluded 815 samples had defects in motility, while 19%
had asthenozoosperma (i.e. reduced in sperm motility rate) without any defects in sperm
number or morphology (Curi et al., 2003). An immotile or abnormally-motile sperm will not
fertilize the ovum and thus the assessment of the sperm motility is required (Guzick et al,,
2001; He et al., 2004; Schoevaert-Brossaul, 1984).

The sperm motility analysis is one of the common procedures which acts as a critical
indicator of the semen quality and fertility potential. The advancement in computerized
digital image analysis has made a real-time sperm motility assessment a practical possibility.
Due to the growth of sophisticated image processing techniques, computer-aided sperm
analysis (CASA) instruments have been developed. These instruments are widely
implemented tools that have been used for identification of sperm characteristic (i.e. sperm
head/mid-piece/ tail) and trajectory analysis of motile sperms.

The method used for sperm motility analysis varies between CASA instruments. As an
example, CellSoft (Mortimer and Mortimer, 1988; Mortimer, 1997) identifies the sperm head
as continuous series of pixels and calculated center of this group of pixels. Meanwhile
CellTrak system uses edge detection where only the pixels define the perimeter of an object
are digitized and center of sperm head is identified from these coordinates (Mortimer, 1997).
The Hamilton Throne CASA instruments identify the point of the sperm to follow by locating

the brightest region of each bright image (Yeung et al., 1992). In contrary with the sperm




head detection, Stromberg-Mika Cell Motility Analyzer checks each image identified as a
sperm head for the presence of a tail (Neuwinger et al., 1990).

Although CASA instruments are commonly implemented in modern research
laboratories, most andrology clinics, especially those in less developed countries are still
relying with conventional methods. Measurement of sperm head motion as commonly
conducted in most clinics is sensitive to the technique of experimentation (Bayly et al., 2010;
Ching-Hei Yeung et al., 1997). Spatial resolution of magnification system (i.e. microscope
and camera settings) and temporal resolution of the systems (i.e frame rate in relation to the
speed of the sperm head) are among crucial considerations in the motility measurement. In
addition, human visual system has far larger dynamic ranges than most commercial cameras
and video cameras. These devices have limited dynamic ranges; thus recorded images
obtained from these devices are usually non-homogeneous and low in contrast. Improper
lighting condition and external disturbances which worsen the aforementioned problems are
inevitable during image acquisition. When the recorded image frames suffer from non-
uniform illumination, certain regions in the image appear brighter than the others. This
situation caused the significant features of sperms are not highlighted and as a consequence,
misidentification of the sperm head and debris could be occurred. In addition, extraction of
the valuable information from the sperm motility video is also hindered by electronic noises
acquired during data collection. These problems have made the segmentation between object
of interest (i.e. motile sperm) and debris become more challenging. .

The problems become crucial since the distinction between debris (Figure 1) and
sperms plays a major role in determining the sperm’s concentration and motility. When the
images of clumped or agglutinated sperms (Figure 1) are digitized, individual sperm heads
cannot be identified. Since most CASA instruments analyze the sperm trajectory by locating

the sperm heads, non-identification of the head caused the whole group is identified as a



piece of debris and thus rejected from the sperm motility analysis. When this occurred, the

concentration of sperms is underestimated and the proportion of motile sperm will be

overestimated.

'Debris; “Debris that is adjacent to the sperm; *Clumped sperms

Figure 1 Example of extracted image sequence from sperm motility video where debris and
clumped sperms are illustrated in the figure

In this paper, a new system namely Automated Feature-Based Sperm Motility Analyzer
System is proposed to detect and to perform trajectory analysis of motile sperms. This system
is developed based on the detection of motile rat sperm. The samples are obtained from
Sprague Dawley rat. The Sprague Dawley is the most widely used outbred albino rat in
biomedical and reproduction researches (Suckow et al., 2005). It became popular choice
among researchers due to its small size, easily maintained and managed as well as its
capability to adapt well to new surroundings. Besides that, this species are used as models in
this research because their genetic, biological and behaviour characteristics closely resemble

those of humans and many symptoms of human conditions can be replicated in rats (Suckow

et al., 2005).

The new system incorporates the enhancement process to improve the visibility of the

motile sperm video, connected component and feature-based sperm motility video analysis.



The development of the system is elaborated in details in the succeeding sections. This paper
is organized as follows: Section 2 explains thoroughly on the proposed system which
includes the enhancement, debris removal and sperm detection processes. Section 3 presents
the results of the proposed system as well as their discussion. Section 4 summarizes and

concludes the paper.

2. The Proposed System

The block diagram of the proposed system is presented in Figure 2. This figure depicts that
the proposed system consists of three main stages. The recorded sperm motility video is
converted into sequence of image frames in the first stage where the enhancement process is
performed to enhance significant features of the motile sperms. Then, the enhanced features
are further processed to extract only the object of interest (i.e. motile sperms) in the second

stage. Lastly, in stage three, the centers of the motile sperms are identified.

Stage 1

A
l i

Sperm Motility Image Enhancement
Video sequence Process

Y

Debris removal
process
AND Operator Image Sequence

< Conversion
Frame
Differencing “*

A

1
Stage 2

Initial tracker of Determine centre |—p
motile sperm of the sperm

{ )
1
Stage 3

y

Figure 2 The proposed system




2.1 Stage 1: Pre-processing

In this stage, the sperm motility video that is recorded using microscope camera is
converted into sequence of image frame. This image sequence is processed to improve the
clarity of the image and to enhance significant features of the sperms. Due to the advent and
recent development in imaging technology, the recorded microscopic videos are analysed and
interpreted to attain valuable information that could help in sperm motility detection. Video
imaging is currently a popular image acquisition choice for most modern light microscope
that has been widely used in medical applications. The video imaging enables faster image
acquisition which makes real time imaging possible.

However, video imaging can induce electronic noises in the microscopic images. The
microscopic images are susceptible to all kinds of factors such as improper alignment of the
microscope and inadequate cleanliness of the optical elements which resulted in decrement in
the image quality and visual clarity. The need to capture and analyse poor quality, low
contrast microscopy images are a frequent problem confronting scientist/physician. These
limitations are particularly severe when the microscope is used as a tool for actual
experimentation as in this sperm motility analysis. The degraded low contrast image
sequences in their raw form may still contain useful information that is unseen due to
perceptual limitation of the human eye. The brightness needs to be below the saturation limit
to avoid streaks, smears or over-saturated images during image acquisition stage. Meanwhile,
the image intensity also needs to be above a threshold level or the camera aperture needs to
be properly adjusted to avoid snow or granulation of the image. Additional electrical fixtures
such as light sources, lasers and motors can generate spikes or noise pulses that can appear as
spikes across the image. These factors may contribute to the degradation of visual quality of

the images and eventually lead to misdiagnose and false detection (Shiraishi et al., 2011).




Therefore, in the Automated Feature-Based Sperm Motility Analyzer System, a new
enhancement process is proposed to improve the visibility of the image sequence. This
hidden significant information is revealed by the proposed Adaptive Fuzzy Intensity Measure
(AFIM) enhancement technique (Hasikin and Mat Isa, 2013). The dominance of sperm
features is increased and additional information that is not apparent in the original image as
well as regions that are hardly detected by the eyes are retrieved.

Since the microscopic image sequences are low contrast, most of the pixels possess
uneven brightness and their intensity values are vague. The problem in the intensity
vagueness occurs when the system tries to determine whether the pixels are bright or dark.
Therefore, the fuzzy approach is employed in the AFIM. The fuzzy enhancement process is

depicted in Figure 3.

Degraded Enhanced
Image | Fuzzification Modification of Defuzzification | Image
—*  process [ membership function [ process — >
Spatial Fuzzy domain Spatial
domain domain

Figure 3 Fuzzy image enhancement process

The enhancement process begins with the fuzzification process. In this stage, the
image sequence is divided into bright and dark regions by specifying fuzzy intensity measure
which is thresholded using equation (1). The dark region is clustered in the range of [0 T-1],

whereas the bright region is clustered in the range of [T, L-1].



[

8a
T =12~
d [ga]

where
L-]
> mx p(m)
g, ="

Z:op(m)

1 "
Y [om-g.y2p(m)]
8a= =0 =

. p(m)

m=0

84

Juzzy intensity measure==%

&

2

(D

@

€))

@

p(m) represents the number of pixels in the histogram of the entire image. g, and g, are

deviation and mean intensity distributions, respectively. m is the intensity value at pixel (if).

Equations (2) to (4) are derived by considering the mean and deviation of histogram

intensity distributions. These equations are calculated to determine the non-homogeneous

intensity distributions of the image. This new parameter of fuzzy intensity measure (i.e.

equation (4)) is proposed which plays a major role in clustering the image into bright or dark

regions.

After the image sequence frame is divided into two regions (dark and bright regions)

based on the value of T, fuzzification is performed in each region separately. The modified

Gaussian membership function is utilized for the fuzzification of the dark region as follows:

Hy(m) = exp [- 2

(M = (Mg — m»ZJ

&)



where u4(m) is the membership function in the dark region and m is the intensity value in the
dark region in the range of [0 T-1]. mag and my,, are the average intensity and maximum
intensity of the image, respectively. {; the fuzzifier function of the dark region, is provided

by:

g[(md —mdavg)-o.m]op(md)
ba=aly )
d LZ[(md _mdavg)_ o'm]zp(md)

m=0

where gy, is the standard deviation of intensity of the entire image, My, is the average

intensity of the dark pixels and m, and p(iny) are the intensities and histogram of the dark
region, respectively.
The mirror function of the aforementioned Gaussian membership function is utilized to

fuzzify the bright region of the image for m>Tyas follows:

2
(mmax —(mavs' ~(L-m))) :l form>T )

Hy(m)=exp |:- Z,

where 4, () is the membership function of bright region. ¢, is the fuzzifier function in the

bright region.

E[(mb - mbavg)— o’m]‘p(mb)

$y=aiy 3)
b [(mb - mbavg)- o'm]ZP(mb)

=0

3

wherem,,, . is the average intensity of the bright pixels, m, is the intensity of the bright region,

and p(my) is the histogram of the bright pixels.
The fuzzifier functions of {; and {} calculate the intensity deviation in the dark and
bright regions, respectively. The fuzzified image in fuzzy domain is obtained by combining

membership functions for both regions (i.e. dark and bright regions).  is the fuzzification



factor that depends on the intensity values of the input image which is explained in details in

Appendix A.

Once fuzzification is completed, the original input pixels that exhibit non-uniform
illumination and low contrast are transformed into Gaussian distributed pixels. The local
contrast of the image is based on intensity difference in a small region and it is computed to

preserve the details of the image. Local contrasts are defined for the dark and bright regions

as:

Cuy )= Xy, X 114G 7))~ min(2, s D) ©)
Coy G )= 2y, e, [, /)~ min(ut, G )] (10)

where u4 (i) and us (ij) represent the 3x3 local fuzzified image (i.e., output image obtained
after fuzzification process) of 4 and u, respectively which are centered at position (3,j). max
(4a (i) and max (us (ij)) represent the maximum gray level values of the local fuzzified
image for dark and bright regions, respectively. min (za (i) and min (4 (i) denote the

minimum gray level values of the local fuzzified image for dark and bright regions,
respectively.
Modification of the fuzzified image is performed once the aforementioned steps are

executed. Modification is performed to enhance the fuzzified image based on the dark and

bright regions, which include the local contrast of the image as shown in equations (11) and

(12) respectively.

Hy(m) = 1
d 1+ e{-Cl.d (Ha(m)=my 0 1}

for m<T (1)



1 1
Hy(m) = L+ o Cra Vs (i) For m=T (12)

where #;and 4, are the modified membership functions in the dark and bright regions,

respectively. C 1, and C 1, are the local contrast of dark and bright regions, respectively which

are computed to preserve the details in the image.

The above functions modify the original membership functions of uu(m) and Mp(m).
The modified functions are then defuzzified with the respective inverse membership
functions as shown in equation (13). Both regions are combined to obtain the enhanced
image. The pixels in the dark region are scaled back to the range [0 T-1], whereas the bright

region is translated and scaled back to the region [T L-1].

3 m) Vm<T

M= (13)
“im) Vm>T

where M is the enhanced image obtained from the defuzzification process.

2.2 Stage 2: Sperm Feature Detection Process
2.2.1 Conversion of Image Sequence Frame

The enhanced sperm features obtained from the AFIM process is segmented in this
stage. An adaptive thresholding is employed in this stage to distinguish the sperm from its
background. The image sequences are converted to binary image which white pixels
represent the sperms while the black pixels denote as the background. The image sequence

conversion is conducted using equation (14).

255 if M(xy)>Th -(i.e. foregroung

b(x,y) =

14
0 ifM(xy)sTh -(i.ebackground 19



where M(x,y) is the enhanced intensity at pixel (x,y), while b(x,y) is the binary image
produced by the thresholding process. T is the dynamic threshold that is set locally based on
the average intensity value (i.e. equation (15)) of the local neighbourhood pixels with

window size (2t+1) x (2¢+1) where ¢ is an integer number (Figure 4).

- D My My, M. My)
n

(15)

2+

v

M M, My . .

Th= Average [M,M,,M,...... M .} neZ(integer)
withn= [2t+1]2, te Z(integer), window size=(2t+1 )x(2t+1)

2t+1

e . My

Figure 4 Selection of T4 that is computed locally over the entire of image frame'

2.2.2 Debris Removal Process

The unwanted debris that occupies most regions in the binary image are removed in this
process. As depicted in Figure 1, shapes of debris and sperms are apparently different from
each other. The debris assembles circular shape while sperms are more likely in cylindrical
shape. Therefore, to discriminate the sperm and the debris, coordinates of the center of all
objects are determined. The center of the object denoted as (x., y) is specified by computing

central moment of the object:

x, =2 (16)
Moo

! n is the total number of pixels in the local neighbourhood, n is the odd number which could varies depending
on the image. In this study 17x17 window size is utilized to obtain the binary image.



Ye=—- a7

where 7,4 is the zero order moment which describes the area of the object and moand 7y,

are specified in equations (18) and (19) respectively.

TTdmaocb(x,y) as)

oa = | [t (19)

where b(x,y) is the binary image obtained from the image sequence conversion process as
presented in previous subsection.

Then, circularity or roundness of the objects is calculated by measuring two
parameters namely object’s area and parameter as shown in equation (20). These parameters
are derived using equations (21) and (22) respectively where radius and angle of the object

are measured with respect to the pre-determined center coordinate in equations (16) and (17).

circularity = i}%{ (20)

where

A= J’ “ridp= 7r2|r @1
1/2

P=["lrasf + @] =| 2”d¢[ (,,,” )

where 4 is the area of the object, r is the radius of the object, ¢ is the angle of object with

respect to its centre, and P is the perimeter of the object.
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Debris Sperm
Figure 5 Center, radius and angle of the object in image sequence frame

Figure 5 shows the example of the angle and radius that are extracted from the debris
and sperm with respect to their centres. The object is categorized as debris if the circularity is
closed to 1’ while the object is assumed to be sperm if the object has circularity that is not
closed to “1°.

For all objects that are classified as sperm, pixels belong to these objects are left
untouched. However, if the object is classified as debris, coordinate of the object’s centre is
recorded and coordinates of the mask border are specified. A mask size of 7x7 (Figure 6) is
used to indicate a border that determines which region needs to be processed. The 7x7 mask
size is chosen in this process to represent the area that needs to be processed since the shape
of the debris is very small. In addition, selection of bigger size window might interrupt the
adjacent pixels that belong to the sperm’s object (as shown in Figure 7). Thus, smallest
window size is chosen to remove the unwanted debris while adjacent sperm is kept

unchanged for further processing.
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Figure 6 Mask size of 7x7 that is utilized to remove the debris. Pixels in the debris region will be
eliminated

The coordinates of the border; top left, top right, bottom right and bottom left are
identified as shown in Figure 6. White pixels that lie within this border are converted to black
pixels while exiting black pixels in this region (if any) are kept unchanged. The residue pixels
as shown in Figure 7 are removed after AND Operator which will be explained in the next

subsection. The debris removal processed is summarised and presented in the flow chart

presented in Figure 8.

Residue pixels

Figure 7 Example of the debris that are adjacent to the sperm
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Figure 8 Flow chart of debris removal process

2.2.3 Frame Differencing

The motion features are extracted using frame differencing process that is computed as
in equation (23). As given in this equation, if D(®) is equal to ‘1’, the corresponding region is

defined as the moving region. Otherwise, the region is considered as background. T in this




case is chosen based on the median value of the difference image between current and next

frames.

1 if|Fe-D-Fo|2T
D(t) = (23)
0 otherwise

where D(t) represents the existence of difference between background and the input image
frame. Meanwhile Fi(t-1) is the previous frame and F(#) is the current frame.

Since the simple frame differencing method often fails because of misidentification of
the moving object (Beyan and Temizel, 2012), it is necessary to incorporate sperm features
with its motion features to provide initial tracker of the moving sperms. Results obtained
from debris removal and frame differencing processes are merged using AND Operator. The
residual pixels that are left on the merged image frame are removed using morphology
filtering. The binary image attained from the merging process of AND Operator is filtered at
a scale defined by the size of structuring element. Regions that fit the structuring element are
passed by the filter meanwhile smaller structures are blocked and excluded from the output
image. In this study, structure element of size 2x2 is utilized to remove the residue pixels on
the binary image obtained from the AND Operator. Sperm with region size bigger than the
structure element is left untouched.

By implementing the proposed system, the debris removal process in addition to the
frame differencing process, the segmentation errors that could occur after frame differencing

are eliminated. The motile sperms are successfully extracted and false detection could be

avoided.
2.2.4 Initialization of Motile Sperm Tracker
After the motion features and sperm shape are successfully extracted, initial trackers of

the sperm are determined. The center coordinates of the objects in the cleaned binary image




are extracted using aforementioned equations (16) and (17). The implementation of the

overall sperm feature detection is simplified in Figure 9.

Although motion features and sperm shape are successfully extracted, the segmented
object tends to be disconnected. This is because some motile sperms are moving too fast and
thus caused the visibility of these motile sperms to be reduced (Figure 10 (a)). As a result, the
segmented object in binary image (Figure 10(b)) is disconnected and the object is identified

as two different objects which could cause false detection.

. lumotile spern

- Motile sperm

(a) Enhanced image frame (b) Processed image frame debris
removal process

— Motilesperm
— Motile sperm P

(c) Processed image frame from frame  (d) Processed image frame from AND
differencing Operator

J. _ Motilesperm

(¢) Cleaned binary image frame with targeted sperm locat ion

Figure 9 Implementation of the sperm feature detection process
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Figure 10 Example of disconnected object that occurs due to the fast moving sperm

Thus, the center coordinates determined in this stage will act as the initial tracker of
the motile sperm. The disconnected objects need to be attached to their own pairs that possess
similar orientation. Since most sperms are adjacent to one another and moving in
uncontrolled environment, there might be more than one possibility of coordinate

| combinations between two disconnected objects.

Figure 11 shows an example of possible combinations case between four disconnected
objects. The initial tracker of motile sperms detected four center coordinates. These initial
coordinates are utilized to determine number of possible coordinate combinations between
disconnected objects using equation (24). As depicted in this figure since k is equivalent to 4,

therefore there are six possible coordinate combinations for the disconnected objects as
| tabulated in Table 1.
k(k-1)

2
k = initial total number of detected sperms

No. possible coordinate combinations =

(24)

The extracted coordinate combinations include combination between objects S1 and S2,
S1 and S3, S1 and S4, S2 and S3, S2 and S4, as well as S3 and S4. Based on these possible
coordinate combinations, the objects are categorized into two groups of Candidate I and

Candidate 2. For each possible coordinate combination (i.e. 2 disconnected objects), object



with smaller x-coordinate is considered as Candidate 1 whereby the other disconnected object
is denoted as Candidate 2. As tabulated in Table 1, for the first coordinate combination,

object S1 has smaller x-coordinate than x-coordinate of object S2, therefore, object S1 and S2
are categorized as Candidate 1 and Candidate 2 respectively. Similar situation can be
observed with sixth coordinate combination where x-coordinate of object S3 is smaller than

x-coordinate of object S4. Therefore S3 is grouped in Candidate 1 while S4 is categorized as

Candidate 2.

k(k-1)
2

No.of possible coordinate combination=
since k=4

- No. of possible coordinate combinations = 6

Figure 11 Example of possible combinations of disconnected object from initial tracker of

motile sperm.

Table 1 Possible coordinate combination for Figure 11

Possible Coordinates Coordinates Ax; Ay; Ax;+
Coordinate  of Candidate of Candidate Ayi
Combination 1 2

1 [S1-S2] (261,145) (265,173)  |261-265|= 4 |145-173|=28 32

2 [S1-S3] (261,145)  (321,278)  [261-321|=60 |145-278|=133 193

3 [S1-S4] (261,145)  (291,305)  [261-291|=30 |145-305|=160 190

4[S2-S3]  (265,173)  (321278)  [265-321|=56 |173-278]=105 161

5 [S2-S4] (265,173)  (291,305) |265-291|=26  [173-305=132 158

6 [S3-54] (321278) _ (291,305)  [321-291j=30 [278-305=27 57
*The significant coordinate combinations are made bold

Each possible coordinate combination is analysed and only correct combination will be

extracted to attach the disconnected objects. The disconnected object

only to their own combination to avoid any deformation of the sperm shape which will then

affect the detection of the motile sperm process. However, analysing each coordinate

s must be connected



combination requires high computational time and increases complexity of the detection
process. Therefore, only significant coordinate combinations will be considered to be
processed in order to connect the disconnected objects. Each disconnected object case will be

discussed thoroughly in the next subsection.

2.3 Analysis of Disconnected Objects

As previously discussed in the previous section, the complexity of the system can be
reduced if only significant disconnected objects are evaluated. Therefore, to solve this issue,
absolute differences of x-coordinates (4x;), absolute differences of y-coordinates (dy;) and
total absolute difference of coordinates between Candidate 1 and Candidate 2 (dx; + Ay;) are
calculated for every possible coordinate combination as can be seen in the example tabulated
in Table 1.

A threshold of 100 is set to determine significant coordinate combinations to be
processed. This threshold value is selected based on the observation made on the distance
between objects on image sequence frames extracted from 100 sperm motility videos. The
significant coordinate combinations are identified if the combinations have the value of 4x; +
dy; is less than 100. These coordinate combinations consist of the disconnected objects that
are closed to each other. They are more likely to be attached to form a sperm shape.
Therefore, only coordinate combinations that produced 4x; + 4y; < 100, are considered to be
evaluated.

As depicted in Figure 11 and Table 1, from six possible coordinate combinations, only
two combinations namely the first and the sixth coordinate combinations are relevant to be
considered as disconnected objects. The combinations are for objects S1 and S2, as well as
for objects S3 and S4 with 4x; + 4y, of 34 and 57 respectively. It can be also observed in this

table that this case only deals with unique coordinates of Candidate 1 and Candidate 2 where




the sperms are not adjacent to each other. These coordinates are considered as unique since
no repetitive coordinates appear in Candidate 1 and Candidate 2 as well as no repetitive
coordinates can be seen between combination of Candidate 1 and Candidate 2.

As an example in this table, Candidate 1 consists of objects S1 (i.e. coordinate of
(264,145)) and S3 (i.e. coordinate of (321,278)) while Candidate 2 consists of objects S2 (i.e.
coordinate of (265,173)) and S4 (i.e. coordinate of (291,305)). It can be observed from this
example there are unique coordinates between intra-group Candidate 1 and also unique
coordinates between intra-group Candidate 2. In addition, this example shows that the
coordinates are unique between inter-group Candidate 1 and Candidate 2.

However, most of the image sequence frames consist of frames with sperms that are
moving closely with other sperms. Thus, their disconnected objects are adjacent and non-
unique coordinates of Candidate 1 and Candidate 2 can be observed. Let consider Table 2,
where the first example of Table 2 shows that among three possible coordinate combinations,
only the first and second combinations are considered in this analysis. This is because the
third combination produces 4x; + Ay; more than 100 and therefore is excluded in the analysis
of disconnected objects. Object J (i.e. coordinate (194,207)) is considered as a non-unique
coordinate between combination of Candidate I and Candidate 2. Object J (i.e. coordinate
(194,207)) belongs to Candidate 2 in the first combination while in the second combination it

is assigned as Candidate 1. As it could be candidate for more than one combination, it is said
to be non-unique coordinates. This combination is made bold in the first example of Table 2.

There are two types of non-unique coordinate as follow where the first type is belong to
the coordinate that could possibly belong to more than one combination but only assigned to
one candidate (i.e. either Candidate 1 or Candidate 2). Meanwhile second type of non-unique
coordinate is referred to the coordinate that could possibly belong to more than one

combination and assigned as two candidates (i.e. both Candidate 1 and Candidate 2).



For clarification of the aforementioned situations of non-unique coordinate can be
referred to the second example of Table 2 (i.e. second row). In this example, the third and
fourth coordinate combinations are neglected since objects L and O as well as objects L and P
are far from each other as both combinations attain Ax; + Ay; more than 100. For the first type
of non-unique coordinate, it can be observed that coordinates (311,141) (for object L) are
repeated in first and second combinations.

This coordinate is considered as the first type of non-unique coordinate as it is assigned
as Candidate 1 for more than one combinations. The first type of non-unique coordinate can
also be observed for object P (i.e. coordinate (346,241)) where it is assigned as Candidate 2
in the seventh, ninth and tenth combinations. The second type of non-unique coordinates can
also be observed in this example. Coordinate (326,188) (i.e. Object M) appears as Candidate
2 at the first combination and as Candidate 1 at the fifth, sixth and seventh combinations. In
addition, object N (i.e. coordinate (367,170)) also shows the example of the second type of
non-unique coordinate where it is assigned as Candidate 2 for the second and fifth
combinations as well as Candidate 1 for eighth and ninth cpmbinations. Similar situation can
be observed in object O (i.e. coordinate (380,213)) where it became Candidate 2 for sixth and
eighth combinations while it appears as Candidate 1 in the tenth combination.

Therefore, each non-unique coordinate needs to be analysed and correct coordinate
combination needs to be chosen to solve the disconnected object issues. Four cases of
disconnected objects are found in this study and successfully identified using the process

presented in Figure 12. Each condition to determine all cases of disconnected objects is

presented in Table 3.



Table 2 Unique and non-unique combinations of Candidate 1 and Candidate 2

Example Coordinate Combination

Coordinate Combinations:

1. I-J; dx; + dyi=55

2. J-K; dx; + dy;i =37

3. 1-K; 4x; + Ay; =102 — neglected in analysis since
Ax; + Ay,?_ 100

(v=208, v=163)

Significant Coordinate Combinations to be analyzed:

Coordinate Candidate 1 Candidate 2

Combination
1 (205,163) (194,207)
2 (194,207) (160,220)

*non-unique coordinate between combination of

Candidate 1 and Candidate 2 is made bold

Coordinate Combinations:
N =Lyl 1. L-M; dx; + 4y =62
L \ % 2. L-N; dx; + dy; =85
LD 3. L-O; dx; + dy; =121 - neglected in
analysis since 4x; + 4y;2 100
L-P; Ax; + 4yi=135— neglected in
analysis since 4x; + 4y;2 100
5 M-N; dx; + Ayi =59
6. M-0O; Ax; + ﬁy, =59
7 M-P; dx; + Ayi =73
8
9
1

>

{7326, y—Ead)
(=360, y=213 R O

Xy =R g5
(X O, y=24 B'rl’

N-O; dx; + dy; =50
N-P; dx; + dy; =92
0. O-P; dx; + dy; =42

Significant Coordinate Combinations to be analyzed:

Coordinate Candidate 1 Candidate 2

Combination
1 (311,141) (326,188)
2 (311,141) (367,170
5 (326,188) (367,170)
6 (326,188) (380,213)
7 (326,188) (346,241)
3 (367,170) (380,213)
9 (367,170) (346,241)
10 (380,213) (346,241)

**non-unique coordinates between combination of
Candidate 1 and Candidate 2 are made bold




Table 3 Conditions to be considered to identified disconnected object cases

Condition Description
1 Adx; + 4y,<100
2 i) Unique coordinates of Candidate 1
AND

if) Unique coordinates of Candidate 2

*Not a type-1 non-unique coordinate
3 Unique coordinates of combination of both Candidates

*Not a type-2 non-unique coordinate
4 Total length of Candidate 1and Candidate 2>100

As previously discussed, the disconnected object cases are considered to be combined
if dx; + 4dy; is less than or equivalent to 100. The disconnected objects are assumed to be
distant from each other if dx; + 4y; is more than 100 and the objects are unlikely belong to
one sperm. This condition is the foremost condition needs to be considered to distinguish
the disconnected object from other connected object (i.e. sperm without disconnected

problem).

The first case of disconnected object is defined if the objects produced unique
coordinates of Candidate 1 and Candidate 2 (i.e. or the objects are not in type-1 of non-
unique coordinate) and unique coordinate of combination of both Candidate 1 and
Candidate 2 (i.e. or the objects are not a type-2 of non-unique coordinate). This case can be
represented by the example in Figure 11. Meanwhile, the second case is slightly different

from case 1 where the type-2 of non-unique coordinate occurs as shown by the first example

of Table 2.
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Figure 12 Identification process for four cases of disconnected object

The third and fourth cases of the disconnected objects are defined if type-1 and type-2

non-unique coordinates occur. Table 2 in second row shows the example of these cases

where non-unique coordinates can be observed i

combinatiol

é
=}
=9
W
4

n Candidate 1, Candidate 2 and

n of both. This situation indicates that the disconnected objects are adjacent or




collided with each other and thus another parameter needs to be computed to distinguish

between these two cases. Therefore, total objects’ length is computed using equation (25):
Ly=L,+L, 25)

where Ly is the total length of the disconnected objects where summation of length of object
1 (Lo;) and length of object 2 (Lo2). Loy and L,; are computed based on the distance of

between end coordinates. The distance is calculated based on equation (26).

Lo(p) = \/(xz —X )2 + ()’2 =N )2 (26)

where x; and y,, x; and y; are the x and y coordinates to be processed where in this case they

are belong to end coordinates. p is either 1 or 2 that represents objects in Candidate 1 and

Candidate 2 respectively.

If the total objects’ length is more than 100, the disconnected objects are more likely
occluded with other connected objects (i.e. other sperm) which can be classified as Case 3.
Meanwhile if the total objects’ length is less than 100, the disconnected objects are classified

as Case 4. The identification of four cases of disconnected objects is presented in Figure 12.

All cases of the disconnected objects must be attached to its own pair in order to ensure
accurate detection. Failure to determine correct coordinate combination will cause wrongly

connected objects and thus jeopardize the detection of the motile sperms.

When the correct coordinate combinations are identified, smooth line is plotted. This
line is plotted to attach two disconnected objects based on the coordinates that are generated

from equations (27) and (28).

Xpor =% + 27
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where distance and @ are the distance and angle between two end coordinates and calculated

using equations (26) and (29) respectively.

where in this case, x; and y; are the x and y end coordinates of Candidate 1. x; and y; are the x

and y end coordinates of Candidate 2. Xpior and ypios generate multiple coordinates that connect
from end coordinate of Candidate I to end coordinate of Candidate 2. Techniques involved

in solving four cases of disconnected objects are presented in the next subsections.

23.1Casel

Case 1 of disconnected object is the simplest case to be solved. Similar to the other
cases, this type of disconnected object is separated where Ax+4y; is less than 100. In
addition, this type of disconnected objects has unique coordinates between intra-group
Candidate 1, unique coordinates between intra-group Candidate 2 and unique coordinates
between inter-group of Candidate 1 and Candidate 2. However, this case is different from
other cases since the disconnected objects resemblance of an isolated sperm. The objects are
far from other sperms where no occlusion scenario is observed. This case is easier to be
solved since no other disconnected objects need to be considered. The disconnected object
can be directly connected to its combination without any measurement and criteria to be
fulfilled as shown in Figure 13. The disconnected objects of Q and R are attached to each
other using the line plotted which their coordinates are generated using equations (27) and

(28).



Figure 13 Implementation of Case 1 of the disconnected object

2.3.2 Case 2

As for Case 2 of the disconnected object, sperms are moving in parallel and closed to
each other as shown in Figure 14. Objects I and J are disconnected from a single object of
motile sperm while object K is another adjacent motile sperm. Initial tracker of motile sperms
inaccurately detected three disconnected objects that caused false detection. There are three
possible coordinate combinations between two disconnected objects: i) combination between
objects I and J, ii) combination between objects J and K and, iii) combination between
objects I and K. However, combination between objects I and K is neglected in the analysis

since its Ax;+4y; is more than 100 as shown in the first example of Table 2.



(a) (®) ©

Figure 14 Parallel disconnected object in (a) grayscale (b) binary (c) model of parallel
disconnected object where angles between centers are measured

Figure 14 depicts that by relying on the distance between objects or Ax+4y, object J
appears to be closer to K than its correct combination of object L. Therefore, another criterion
is considered to solve this case, where the angle between centres of the disconnected objects
is calculated (Figure 14 (c)). The angles between centers are calculated in clockwise direction
and it is observed that angle between centers of objects I and K is higher than the angle
between centers of objects I and J. With the assumption that the same orientation of
disconnected objects indicates that they are belong to one object, the correct coordinate
combination is chosen.

The accurate coordinate combination should attain minimum angle between centers as
compared to the other pair combinations as shown in Figure 14 (c). The chosen coordinate
combination is connected using the similar equations (equations (27) and (28) as Case 1

disconnected object and its implementation is presented in Figure 15.



Figure 15 Implementation of Case 2 disconnected object case

2.3.3Case 3

In this section, the most complicated disconnected object case is presented. This case is
prominent to be solved since it is associated with clumped or occlusion between sperms.
Figure 16 shows the Case 3 disconnected object in grayscale and binary images as well as
model of intersected disconnected object. This figure shows that in the initialization of motile
sperm tracker stage, five coordinates are detected and defined as sperm. However, only four
of the detected coordinates are the disconnected objects (i.e. objects L and M as well as

objects O and P) that should be attached to represent motile sperms.



(a) (® (©)

Figure 16 Case 3 disconnected object in (a) grayscale (b) binary (c) model of intersected
disconnected object where angles between center and end objects are measured

There are 10 possible coordinate combinations as shown in second example of Table 2.
However, combinations between objects L and O as well between objects L and P are
eliminated since both have 4x; + Ay; more than 100. For Case 3, two parameters namely
angle between center and end coordinates (Figure 16 (c)) and distance between end
coordinates (Figure B1, Appendix B) are introduced. Figure B1 shows the model of
intersected object where the distances of the end coordinates are calculated. The distances
between end coordinates are calculated from the other coordinates (i.e. black circle) with
respect to its reference end coordinate denoted in red circle. This figure attests that small
distance can be observed between objects L and M, objects O and P and objects L and N.

However, the disconnected object can only be attached to its own unique combination
that has similar orientation. In other words, if object of Candidate 1 is horizontal, thus its
combination of Candidate 2 must have horizontal orientation or vice versa. Therefore, to

avoid non-unique coordinate combinations of objects L and M as well as objects L and N,




another parameter is measured. The angle between center and end of the disconnected objects
are measured as shown in Figure 16 (¢). The intersected disconnected objects are attached to
their particular combination only if two conditions are satisfied; i) distance between end
coordinates is minimum and ii) maximum angle between center and end coordinates that
have similar orientation. If the angle of the centre and end coordinates is not equal to
maximum, the coordinate combination is ignored since it is most likely to represents different
orientation.

After the accurate coordinate combinations are identified, the disconnected objects are
attached to their own combination for detection process. Misidentification of the five
coordinates that are initially detected is rectified by connecting these objects using equations
(27) and (28). The resulted motile sperms detected coordinates are presented in Figure 17.
Connecting disconnected object with correct combination ensures that the intersected or
collided sperms are successfully identified, thus eliminating the overestimated and

underestimated motile sperm detection problems as often encountered in available CASA

instruments.

Figure 17 Implementation of Case 3 of disconnected objects



2.3.4 Case 4

Figure 18 shows the example of Case 4 of the disconnected objects in grayscale and
binary images. It can be observed from this figure that two sperms are moving very close to
each other. However, due to their fast motion of the sperms, proximal region in the midpiece
of the sperms are less visible than their heads. This situation caused problem in the
segmentation process where the less visible regions are not properly segmented which

resulted in the disconnected objects as shown in Figure 18 (b).

(©) (d

Figure 18 Case 4 disconnected object in (a) gray scale image (b) binary image (c) and (d)
model of combined disconnected object where angle between center of the disconnected are
measured




This figure shows four disconnected objects namely objects E, F, G and H, thus based
on equation (24), there are six possible coordinate combinations of the disconnected objects.
The possible coordinate combinations are combination between objects E and F, E and H, E
and G, G and H, G and F, and objects F and H. The figure depicts that object F is closer to
object G compared to its correct combination (i.e. object E), likewise, object G is apparently
closer to object F than its correct combination of object H.

Therefore, another parameter is measured and acts as another criterion to be considered
to find the correct combination of the disconnected object. Angle between two centers is
computed for each possible coordinate combination as shown in Figure 18 (c) and (d). This
angle is calculated in clockwise direction where the angles between two centers are computed
for each possible coordinate combination with respect to object G and E respectively.

As an addendum to the measured angle between two centers, the distance between
center and end of object is also computed as shown in Figure B2, Appendix B. This figure
shows how the distances between center and end objects are calculated for all possible
coordinate combinations. The correct combination of the objects is indicated by having a
minimum distance between center and end of the object and minimum angle between two
centers. Objects are classified as combination of coordinates to be connected if those criteria
are fulfilled as shown in Figure 18 and Figure B2. These criteria are made based on the
assumption that two disconnected objects must have similar orientation to be considered as
one object (i.e. sperm). The smallest angles are obtained from combination of objects G and
H (Figure' 18 (c)) as well as combination of objects E and F (Figure 18 (d)). The results are
also supported by the measured distance between center of object E and end of object F
(Figure B2 (a)) or vice versa as well as distance between center of object G and end of object

H or vice versa (Figure B2 (g)).



The correct combination of objects E and F as well as combination of objects G and H
are then attached to each other using a line plotted based on the coordinates generated using

equations (27) and (28). The implementation of connecting the combined disconnected

objects is illustrated in Figure 19.

Figure 19 Implementation of Case 4 of disconnected objects

When the disconnected objects cases are solved and objects are successfully attached to
their pair coordinate combination, final center coordinates of the sperms are identified. Table
4 summarises utilized criteria to solve each case of the disconnected object.

3 Results and Discussions

The performance and robustness of the proposed system are presented in this section.
Table 5 summarises the experimental environment used in this analysis. The proposed system
consists of three major contributions which are the pre-processing stage where the visibility
of the image sequence frame is improved and sperm features are enhanced. Then, the

unwanted debris are removed from the image sequence frame and sperm features are

detected. The disconnected objects problems also resolved the occlusion cases that might

occur in the sperm motility video.



Table 4 Criteria for each disconnected objects

Case Parameter to be calculated to Parameter chosen to solve each
solve each case case
Case 1 o Ax+Ay *No criteria to be chosen since

the disconnected objects are far
from other objects

Case 2  Angle between two center eminimum angle between two
centres
Case 3 e Distance between end eminimum distance between end
coordinates of object coordinates of object

* Angle between center and end e maximum angle between center

coordinates of object and end coordinates of object
Case 4 ¢ Angle between two center eminimum angle between two
centres
eDistance between centre and eminimum distance between
end coordinates of the object centre and end coordinates of
the object

Figures 20 to 22 show the sperm motility detection obtained by the proposed systems.
The proposed system I consist of unenhanced image sequence frame while debris is removed
and sperm features are detected. The proposed system II enhanced by fuzzy based histogram
equalization (FHE) (Sheet et al., 2010) while debris removal and sperm features processes are
conducted similar as previous system. Meanwhile in the proposed system III, the image
sequence frame is enhanced by fuzzy quantitative measure (FQM) (Hanmandlu et al., 2009).
In the proposed system IV, the image sequence frame is enhanced by the proposed AFIM and
debris is removed as discussed in Section 2.1. Additional detection analysis is also presented
in Appendix C in Table C1 to C2. The comparison with the other enhancement techniques is
conducted to assess the enhancement role in sperm detection process. Both techniques are
chosen for comparison analysis since they employed the fuzzy approach which is similar to

our approach and dealt with the intensity vagueness that occurs in the converted image

sequence frames.



Table 5 Experimental Environment

Elements Environment

CPU Intel ® Core™ i7-2600 CPU @3.4GHz
Memory 4GB
Software Matlab R2011a
Camera Pixelink P1B68 Microscope Camera
Resolution 689x602 (grey scale)
Frame/sec 30
Image Format JPEG
Number of Frame/video 150frames/video
Number of sperm motility 100 videos
video

The results presented in this section focus on the performance of the sperm detection
process where the four metrics are employed to address the accuracy, sensitivity and
specificity of the proposed system. These metrics include true positive (TP), true negative
(TN), false positive (FP) and false negative (FN). All TP, TN, FP and FN values are
calculated based on whether the system is able to detect the motile sperms with the aid of
enhancement process. The effect of the enhancement process on the sperm detection is
analysed. The detection is classified as TP or TN if the system correctly defines the immotile
sperms or the systems correctly defines the motile sperms respectively. Meanwhile, FN
represents the total number of the sperms that should have been classified as immotile sperms
according to the physician, however classified wrongly by the system. FP is defined as the
total number of motile sperms which according to the physician does not belong to the motile

group however classified falsely into the group. These four classes are summarised in Table

6.
Table 6 TP, TN, FP, and FN cases
Detection by proposed system Detection by physician
Motile Immotile
Motile TN FN
Immotile FP TP




The accuracy, sensitivity and specificity of the system are calculated using equations (30)

to (32).
Accuracy = -mT_:zI% x100% (30)
Sensitivity = TNoTie 100% €2))
Specificity = % x100% (32)

Accuracy denotes how close the proposed system achieved accurate detection in accordance
to the detection manually made by physician. Meanwhile the sensitivity measures the
proportion of positives which the system correctly identified as immotile sperms according to
physician. Specificity measures the proportion of negatives which the system correctly
identified as motile sperms according to physician.

Figure 20 shows an example of sperm detection analysis for sample 1 video where in
this frame, actual numbers of motile and immotile sperms are nine and seven respectively.
This video is one of the examples where the debris occupied in most regions of the image
frame while significant sperm features are lower in number than debris. Motile sperms are
marked in green while the immotile sperms are marked in red. Numbers of TP, TN, FP and
FN are also presented in this figure. As it is seen in the figure, the proposed method is
successfully improve the overall brightness of the image frame and able to enhance important
features in the frame (i.e. sperm). Even though the frame is dominantly filled with debris,
with the aid of debris removal process, only important features are considered and thus
accurate detection can be performed. It has been observed in Figure 20 (c), although the

brightness of the original image frame is improved by the proposed system III, the uneven




and non-uniform illumination is still unsolved and center to top right regions appear darker.

Thus sperm features are not highlighted properly which caused the false detection.

(@) (b) (e) @
TP=7 TN=8 FP=1 FN=0  TP=7 TN=4 FP=5 FN=0  TP=6 TN=0 FP=0 FN=1 TP=7 TN=9 FP=0 FN=0

*No. of motile sperms = 9; No. of immotile sperms =7

Figure 20 Sperm detection analysis on sample I (a) proposed system I (b) proposed system 11
(c) proposed system III (d) proposed system IV

Meanwhile the enhanced image frame by the proposed system II is dominated by
noise. Insignificant features are highlighted. Although object features (i.e. edges of sperm and
edges of debris) are highlighted, the enhancement process by the proposed system II
enhances the existing noise contains in the image frames and thus causes the over-saturation

in left bottom region and under-enhanced in the right region of image frame. The under-




enhanced problem induced by the proposed system II gives significant impact on detection
process where only four from nine motile sperms are detected as shown in Figure 20 (b). The
intensity values near sperm and debris edges also contributed to the low detection rate by the
proposed system II. This is because, the intensity values of sperm and debris edges are
oversaturated (which resulted from FHE process) and it is difficult to obtain homogeneous
segmented image frame during image conversion process. The non-homogeneous segmented
image frame affects the initial trackjng process and thus eventually reduces the detection rate.

The percentage of accuracy, sensitivity and specificity rates are plotted for overall
frames in the sample 1 video and presented in Figure C1 in Appendix C. The figure shows
that the proposed method’s performance in overall is better than other methods in terms of
accuracy, sensitivity and specificity. It is attested from this figure that the detection
performance is improved if the original image frame is enhanced by the proposed method as
compared to enhanced frame by FQM in the proposed system III. The FHE has worsened the
detection performance which the accuracy plot is accumulated approximately near 60% as
can be seen in the proposed system II.

The proposed system IV in Figure 20 shows that the image sequence frame is
successfully enhanced. The significant features of the motile sperms are highlighted and
debris are successfully removed. The proposed system IV attains' accurate detection of
immotile and motile sperms with 7 and 9 sperms respectively.

Figure 21 shows another type of example where the number of debris and number of
sperms is almost similar. Number of motile sperms consists in this sample 2 video is 17 while
number of immotile sperms consists in this video is 9. The figure also depicts the occlusion
case where two or more sperms are intersected or collided with each other. Since the
proposed system addressed this type of issue in the Disconnected-intersect (case 3) case, the

occlusion case is solved and the sperms are successfully detected as shown in Figure 21 (b)




and (c). The visibility of the significant sperm feature is enhanced as shown in Figure 21 (b)
(i.e. as shown in left red box). By using the fuzzy approach, the vague pixels (the pixels are
hardly interpreted as bright or dark pixel) which have low intensity values that accumulated
at the sperm shown in left red box of Figure 21 (b) are handled. These pixels are enhanced

locally as discussed in subsection 2.1 thus the sperm that is not detected in original frame is

successfully detected.

@ (b) © )
TP=8 TN=15 FP=2 FN=1 TP=8 TN=6 FP=3 FN=9 TP=9 TN=13 FP=4 FN=0 TP=8 TN=17 FP=0 FN=1
*No. of motile sperms = 17; No. of immotile sperms = 9

Figure 21 Sperm detection analysis on sample 2 (a) proposed system I (b) proposed system II
(c) proposed system III (d) proposed system IV

Although the FQM and FHE are both implementing the fuzzy approach in their
enhancement algorithm, both techniques under-enhanced or over-enhanced certain regions

which resulted in the false detection. These results are also supported by the graph plotted for



accuracy, sensitivity and specificity of the overall performance of the detection system for
sample 2 video in Figure C2, Appendix C. The enhanced images by FHE (i.e. the proposed
system II) and FQM (i.e. the proposed system III) are defeated by the proposed method (ie.
AFIM) in overall performance for frame 1 to 150. However the percentage of accuracy for

enhanced image frames by the proposed system III is better in most frames than the

unenhanced image frames.
The proposed system IV successfully detects the motile and immotile sperms including
the occlusion case. The intersected of motile and immotile sperms are detected as shown in

| the highlighted area (bottom rectangular). This is because, the intersected case is addressed

and handled as discussed in Subsection 2.3.3(Case 3).

(a) (®) (c) (d)
TP=8 TN=16 FP=8 FN=0 TP=8 TN=19 FP=5 FN=0 TP=8 TN=21FP=3 FN=0 TP=8 TN=24 FP=0 FN=0
*No. of motile sperms = 24; No. of immotile sperms = §

Figure 22 Sperm detection analysis on sample 3 (a) proposed system I (b) proposed system I
(c) proposed system III (d) proposed system IV




In addition to the results presented in Figures 20 and 21, another example of detection
analysis is presented in Figure 22 and Figure C3 in Appendix C. In Figure 22, total number of
sperms is more than the total number of debris. Most regions in the image sequence frame are
occupied by the motile sperms. The figure depicts that the debris size in this frame is smaller
than those encountered in Figure 20. Thus, the debris are easily eliminated using the process
presented in subsection 2.2.1 which can be seen in the majority cases either the image
sequence frame is enhanced by proposed AFIM or other methods. However, when the
brightness of image sequence frame is decremented, the detection process is bothered,
therefore false detection is inevitable as shown in Figure 22 (c) and (d). Nonetheless, results
show in Figure 22 attested that the enhancement process either by the proposed or other

methods increases the TP rate compared with the unenhanced image sequence frame in
Figure 22 (a). The sensitivity and specificity rate obtained by the enhanced image sequence

frames by proposed method are higher in most frames as illustrated in Figures C3(b) and

C3(c).
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Figure 23 The average percentage of accuracy, sensitivity and specificity for 100 sperm
motility video




The performance of the sperm detection analysis is also presented in Figure 23. In this
figure, the average percentage of accuracy, sensitivity and specificity are plotted for 100
sperm motility videos. The average and standard deviation results for these 100 sperm
motility videos are also tabulated in Table 7. In addition, the statistical paired t-test analysis is
also performed to investigate the significant difference between unenhanced sperm motility
video and the effect of the proposed enhancement technique implementation. The null
hypothesis that has been set in this study is associated with the enhancement process by the
proposed or other methods are significantly improved the accuracy of detection. Meanwhile
the alternative hypothesis associated with the possibility of the observed difference l.aetween
enhanced and unenhanced image frames are not likely have difference in terms of their
accuracy of detection. The best results presented in Table 7 are made bold.

The proposed enhancement method is successfully enhanced the sperm motility video
and attains the highest accuracy, sensitivity and specificity as tabulated in Table 7 and
illustrated in Figure 23. The proposed method is also significantly different with p-value of
0.00072 from the unenhanced sperm motility videos. The proposed system III ranked the
second highest which the accuracy of 80.06 % which is approximately 5% higher than the
unenhanced sperm motility video (p-value of 0.005 84). Meanwhile the proposed system II is
ranked the lowest with the accuracy, sensitivity and specificity of 68.67%, 61.98% and
68.92% respectively with p-value of 0.00623.

Table 7 The average percentage and standard deviation of accuracy, sensitivity and
specificity for 100 sperm motility videos

Accuracy (%)  Sensitivity  Specificity (%) p-value

(%) (<0.005)
Proposed System I 75.62+21.03  71.85+19.63  72.36+20.35 N/A
Proposed System II 68.67+21.65 68.92+34.58  61.98+39.65 )
Proposed System IIl  80.06+23.58  82.83+29.63  77.94%24.78 V
Proposed System IV~ 82.67+12.39  92.34+13.62  90.63+14.68 )

*N/A — Not Applicable. The t-test and p-value rows are marked “N/A” because the comparison
analysis is only conducted between the original frames with other enhancement methods. A V' is
given in the ‘p-value’ row if the computed p-values are less than 0.005 for significant test.
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The results presented in Figures Cl to C3 and in Appendix C prove that the
enhancement process plays a major role in detecting the motile sperms. Presented results also
proved that although the debris is successfully removed from the image frame and
disconnected object issues are solved, the false detection is inevitable if the image frame is
not properly enhanced. The capability of the proposed system in removing debris that
occupies in most regions of the image frame as shown in Figure 20 is attested by the

increment in total number of TN for most cases compared to original image frame.

4 Conclusions
The automated sperm-feature based sperm motility analyzer is proposed in this paper.
The proposed system consists of three major contributions in which new enhancement
process is proposed to enhance significant sperm features. In addition, the debris removal
process is conducted to remove the unwanted debris occupied in most of the regions in the
image frame. Problems encountered due to the fast moving sperms are solved where the
disconnected objects are correctly attached. The occlusion case and sperms intersected with
each others are solved where each individual sperm is identified thus overestimation and
underestimation of motile sperms are avoided. The enhanced image sequence from the
proposed enhancement technique (i.e. proposed system IV) provides an advantage in overall
detection performance which the proposed system achieved 82.67% accuracy, 92.34%
sensitivity and 90.63% specificity. As an addendum to the aforementioned positive results,
the enhanced image by the proposed method is significantly different from the unenhanced
image sequence frame which is attested by the statistical paired t-test analysis. The promising
results presented in this paper can lead to real time sperm motility tracking where the

occlusion cases are successfully handled to ensure accurate sperm motility detection.
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Appendix A
Optimization of the Fuzzification Factor

The fuzzification factor differs for different input images or image sequence frames as
discussed in the previous section. Instead of manually selecting a, this study proposes the
automated approach on finding the optimum a. This procedure is performed to ensure the
selected @ will produce the most pleasant fuzzified image where the illumination are
uniformly distributed.

a is selected based on the parameter value that yields the maximum image quality
index, Q. Q is a new universal objective image quality index proposed by Zhou and Bovik
(2002). This quality index measures any distortions as a combination of three different factors
namely loss of correlation, luminance distortions and contrast distortions. These three
components are derived as in equation () where the first component is the correlation
coefficient while second and third components are luminance and contrast distortions

respectively.
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In this study, the original and fuzzified images are assumed to have signals of m = [m,, |
y=12..Z] and F = [Fy | y = 1,2...Z] respectively. m, and F, are the intensity levels of the
original and enhanced images, respectively. Q is computed by measuring local statistical
features and then using a sliding window approach. It starts with the top-left corner of the
image, a sliding window of size 3x3' moves pixel by pixel horizontally and vertically through
all the rows and columns of the image until the bottom-right corner is reached. If there are

total of H steps to reach the bottom-right corner, then the overall quality index is given by:

H
>0, (A7)

1
Q:—_
Hia

where Oy is the local quality index.

Q is in the range of [-1 1] and the best value of Q (i.e. ‘1°) is achieved if and only if m
is equal to F. Thus, it is concluded that the optimum a must be selected if it can produce
image with highest Q that closest to ‘1°. O that closest to ‘1’ indicates the fuzzified image
attains homogeneous intensity distribution where the mean luminance error between fuzzified
and original images is minimum. It demonstrates that the non-uniform illumination issue in
the original image is solved by obtaining more homogeneous intensity distribution without

causing any distortion in terms of contrast and luminance.

! The smallest sliding window of 3x3 is chosen in this study to ensure more accurate local statistical features can
be measured.




The optimal procedure for selecting a is described as follows. For a given input image
(i.e., original image sequence frame), the value of a is varied from a minimum of 1 to a
maximum of 30. For each value of o, the following automated tuning procedures are
performed:

i.  Apply the algorithm presented in Section 2.1 to generate the fuzzified images
ii.  Calculate Q using equation (A1)
iii.  Select the parameter value that produces the maximum Q as the optimum value of a,
after the two aforementioned steps.

Final output of fuzzified image is generated by adopting the optimum a. Simulations
are performed on 100 standard images and 100 sperm motility videos that suffer from non-
uniform illumination and low contrast problems to attest this automated optimization of
fuzzification factor procedure.

Examples of fuzzification factor optimization on three non-uniform illumination images
are shown in Figure A1. The plots of Q in Figures Al (a), (b), and (c) illustrate the changes in
Q as a is varied from 0 to 30. The automated tuning is conducted until a homogeneous image
is obtained. The homogeneous image is attained when Q reaches its maximum value. Figure
A shows that Q reaches its highest value when alpha is 8, 5, and 4 as circled in Figures Al

(@), (b), and (c), respectively.
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Figure Al (a) — (c) images with non-uniform illumination and their optimization graphs of O




Appendix B

(d) ()

Figure B1 Distance between end coordinates with respect to (a) Object L (b) object N (c)
object M (d) object O and (e) object P
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APPENDIX C

Table C1: Comparison on effect of different types of enhancement process on sperm
detection. The video sample used in this table contains almost similar total number of debris
and total number of sperms

Proposed
system I

Proposed
system II

Proposed
systemIII

Proposed
system IV

*The motile sperms are marked in green color while immotile sperms are marked in red color



Table C1 (cont.) : Binary image from previous table

Proposed
system I

Proposed
system II

Proposed
system ITI

Proposed
system IV
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Table C2: Comparison on effect of different types of enhancement process on sperm detection. The
video sample used in this table contains has more debris compared to sperms

Proposed
system I

Proposed
system IT

Proposed
system III

Proposed
system IV

*The motile sperms are marked in green color while immotile sperms are marked in red color




Proposed
system I

Proposed
system I1

Proposed
system III \:

Table C2 (cont.) : Binary image from previous table
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Figure C3: Percentage of detection analysis for video of sample 1 (a) accuracy (b) sensitivity (c)
specificity
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Figure C4: Percentage of detection analysis for video of sample 2 (a) accuracy (b) sensitivity (c)
specificity
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Abstract—This study develops an evolving output-context fuzzy system (EOCFS) that initiates
the evolving process with a single fuzzy rule in which consequent and antecedent parts cover the
whole output and input domains respectively. The EOCFS further evolves the output domain and
adds more fuzzy rules to achieve an effective rule base. The proposed model is an online self-
organizing method that can automatically identify prominent distinct data in the output domain
for a new fuzzy rule. Thus, the EOCFS constantly evolves by reducing the model error. In
addition, the evolving process is realized on the output domain while the self-adaptive process is
achieved on the output domain and its associated input domain. The evolving termination index
and uncertainty controller of the self-adaptive process are dynamically attained from past and
current knowledge. Therefore, effective rule base is the balanced fuzzy model of the
approximated system. To illustrate the effectiveness of the proposed algorithm, synthetic and
real-world data are considered with low to high dimension inputs. Results show that the

proposed EOCFS achieves better performance than the existing models with regard to accuracy

and number of rules.

Index Terms—output-context fuzzy system, information granule, evolving system, dynamic

constraint




1. Introduction

Information granularity and its relation to fuzzy systems exhibit the descriptive and functional
representations of a global concept [1-2]. The level of abstraction conceived by humans from
global knowledge implies interpretability and, hence, information granules. The interpretability—
accuracy tradeoff of fuzzy models is essential, although this contradicting objective is still an
open problem. Changing the level of abstraction conceived by humans enables this tailored
approach to address the interpretability—accuracy tradeoff of the fuzzy model [3]. However,
while the definition of accuracy in a specific application is uncomplicated, the definition of

interpretability is relatively problematic.

A fuzzy granular model with conditional or context-based clustering was proposed by
Pedrycz [3]-[5S]. In earlier research on output-context clustering, the main theme was to define
the output-context partition and then cluster the corresponding inputs. In Pedrycz’s method, the
number of contexts and the number of clusters per context are predefined and fixed. Hence, the
computational model of the fuzzy system is manually designed by human experts [6].
Nevertheless, using an arbitrary number of output structure and input cluster is ineffective. The
number of output context and its corresponding input clusters are based on the distinct nature of
the data and, hence, local distribution. Given the prior knowledge in designing the fuzzy model
and considering the limited competence of humans, the result is often highly prejudiced and
uncertain. Furthermore, in Pedrycz’s method [3], realization of the output context and its
corresponding input clusters is fully independent, thus requiring refinements and refocus. Hence,
the stability—plasticity dilemma [6]-[7] in Pedrycz’s method divests the fuzzy system from
incorporating past and future knowledge.

Existing models to overcome the aforementioned limitations are well documented in
literature. Numerous algorithms to model the adaptive neural fuzzy systems and evolving fuzzy
systems have been developed [6] - [20], such as evolving-construction scheme for fuzzy systems
(ECSFS) [17], simplified structure evolving method (SSEM) [18], output-constrained cluster
approach [19], semantic cointension (SC) [26), self-adaptive fuzzy inference network (SaFIN)
[6], self-constructing neural fuzzy inference network (SONFIN) [9], and evolving neural-fuzzy

semantic memory (¢€FSM) [7]. These fuzzy systems were used in attempts to design a consistent




and compact fuzzy rule-based system and thus ensure clear semantic meaning of fuzzy

partitions/clusters with reasonable accuracy.

This study focuses on integrating the evolving and self-organizing system in a manner that it
can be considered as an interpretability-accuracy tradeoff and a stability-plasticity dilemma.
Unlike the grid partitioning discussed in [3], achieving some distinction points in the output
domain to attain reasonable accuracy is significant [23]-[24]. A semantic rule base [6]-{20] is
also important to enhance accuracy in a manner that it can be competently handled by humans
[26]. In this paper, the evolving output-context fuzzy system (EOCFS) is proposed to solve the

aforementioned problem.

The remainder of this paper is organized as follows. Section 2 describes the current trend of
evolving fuzzy systems. Section 3 elaborates on the EOCFS methodology and its motivation and
algorithms. It also describes the self-adaptive localized learning with some definitions and
mathematical explanations. Section 4 covers several experiments to evaluate the performance of
the proposed model. Both synthetic and real-world data sets are considered for evaluation.
Section 5 discusses the main features of the proposed EOCFS compared with the existing

methods. Section 6 summarizes the paper.
2. Current trend of evolving fuzzy rule-based systems

ECSFS [17] and SSEM [19], which are considered as error-reducing evolving methods, were
proposed by Wang et al. In ECSFS and SSEM, the structure of fuzzy rule-based systems evolves
by reducing the errors to fit the changes within the given systems, and this evolving process
continues until it achieves the desired threshold accuracy. The termination criteria of ECSFS and
SSEM are achieved through the global threshold accuracy. However, desired threshold and
global threshold make these methods unintelligent. In addition, extremum and inflexion points
are computed by the least square mean (LSM) method to obtain the highest accuracy in the next
step, which leads to higher complexity in the algorithm. In ECSFS and SSEM, learning methods
are based on global learning for the rule-consequent parameters and on localized learning for the
rule-antecedent parameters. Lack of localized learning in the consequent part may cause under-
fitting or over-fitting and, therefore, an unbalanced partition. The existing ECSFS and SSEM
models divest the fuzzy system from incorporating past and future knowledge. Therefore, the



stability—plasticity dilemma is not addressed in the existing evolving models, and ECSFS and

SSEM may select the noise data as an extremum or inflexion point.

Output-constrained cluster approach [18] and SC [26] were proposed to consider the output
domain for partitioning the input data. In the output-constrained cluster approach [18], first, the
output space is roughly partitioned by fuzzy c-means, and then data within each output constraint
are further refined based on “separability,” which refers to the connectivity of the inputs. Prior
knowledge for rough clustering in the output space makes a fuzzy system unintelligent. The
results in [18] and [26] are highly subjective and uncertain because prior knowledge for
designing the fuzzy system comes from users with limited competence. The output domain is
evenly partitioned as in Pedrycz’s method [3] and thus ignores the local distribution of the input
data. An evenly partitioned output domain may also cause under-fitting or over-fitting, thus

leading to an inaccurate performance.

SONFIN [9], SaFIN [6], and eFSM [7] are self-organizing models that ensure online learning.
Stability—plasticity dilemma is considered in these models, such that previous knowledge and
new information are integrated with each other. Adaptation is made at the consequent and
antecedent parts independently. Therefore, structure learning includes pruning the inconsistent or
identical rules and deleting the orphaned rules. SONFIN and eFSM use the uniform coverage
criterion (i.e., threshold) during structure learning. Rational partitions highly depend on the
distribution of the output data. Hence, the threshold causes uncertain partitions in both models.
In SaFIN, the clustering approach effectively addresses the stability—plasticity condition. SaFIN
integrates new and old knowledge, such that a distinct cluster is formed simply by averaging the
centers of left and right neighbors. Therefore, SaFIN also uses the uniform coverage criterion of
each cluster because the spread and center of a cluster remain constant. Hence, a dynamic

uncertainty function is needed to achieve a compact, consistent, and effective rule base.
3. Methodology
3.1 Motivation

The aforementioned limitations of the existing methods (as presented in Section 2) are
employed in several propositions that motivated us to design an evolving fuzzy rule-based

system. The incorporation of past and future knowledge is effective to avoid the evolving

4



threshold, which makes the methods more intelligent. A theoretical framework that considers the
evolving process and self-organizing method can significantly achieve prominent distinction
points on the output domain and hence address the interpretability—accuracy tradeoff and
stability-plasticity conditions of the fuzzy model. Unlike the uniform coverage criterion (i.e.,
threshold) during structure learning [6]-[7], [9], a dynamic uncertainty function is important to

achieve a compact and consistent fuzzy rule base.

—_—

Initial output-context
structure

Evolve the output: domain
as output-cantext structures

|

Adaptatien in output-
context structure and
its coresponding input

]

Fig. 1. Flowchart of the proposed EOCFS

The proposed EOCFS is an error-reducing evolving method. The main goal of this method is
to achieve prominent distinctions in the output domain. The EOCFES partitions the output domain
at a higher error region. Hence, the evolving process proceeds toward a lower error region.
Figure 1 shows the flowchart of the proposed system. Each distinction point (or output context)
and associated inputs form a structure, which is called the output-context structure. Refinements
are made concurrently in the output-context structures and its associated input clusters in a
manner that previous knowledge in the system and new knowledge from the training data are
incorporated in the system and provide an accurate representation of the fuzzy model. The
partitioning and evolving processes are continued until a termination criterion to obtain an
effective rule base is fulfilled.

Consider a modeling problem with n input variables and N data samples. In addition, consider

the ith training data as [x, d];, where x; is the input vector and d; is the corresponding output.
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Let [x, d]; belong to an output-context structure (s), which encodes an IF-THEN Mamdani-type

fuzzy rule at t evolving stage as follows:
RS IF x; is A%, and x, is A5, ... ... ,and x,, is A:,'(s), THEN y is Ct(), )

where C*) is the consequent part associated with the sth output-context structure and At ) i

the sth antecedent part associated with the pth input variable. A Gaussian membership function
is described for each antecedent and consequent part, where ¢ and o are the center and width

respectively, as expressed in Eq. (2):
u(c,a:x) = e~(x=c/a?), )

The model output of the proposed EOCFS is defined for the sth rule (or sth output-context
structure) based on Mamdani-type fuzzy systems. The model output is achieved using the center

of averaging method [6,8,17], which is applied as follows:

t,
A1(25) 2% redomaing 3
G0 3)
Ax,z,...,p,,,.,n(x) Ixedomains

where c®(®) is the center of the sth consequent part of the output-context structure (C*()) and

AL 2@ = Taomaim (159 (1)) = [T (1 (7). )

Given that the sth output context and associated inputs form the sth output context structure,
the width a3 of the pth input dimension is adapted to cover all input data associated with the

sth output structure domain. Therefore,

t'
Al.(zs,?..,p,...,n(x)IxEdomains =1 %))

Consequently, the output model of Eq. (3) can be rewritten as

t,
0= Al,(z?..,p,...,n(x) X Ct'(s)lxedomains. (6)

Hence, as shown in Eqgs. (5) and (6), the accuracy of the model output depends on the tuning
process of the output domain, and a balanced partition of the output context structure is needed

to obtain the effective number of fuzzy rules with reasonable accuracy.
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3.2 The proposed method
3.2.1 Initial output-context structure

The EOCFS employs the Mamdani-type fuzzy system and starts with an initial domain of
output-context structure (or first fuzzy rule) by translating the knowledge of the global output
domain. The formation of the first consequent part (when ¢ = 1, s = 1) of the output-context

structure Ct=2() can be described as
et = d; and ol = OJglobals @)

where d; is the output of the ith training data and dg;opa; is the spread of the output domain for
the initial fuzzy rule. d; and ogepe Of the Gaussian function are embedded in C%. The

formation of the antecedent part of the input cluster associated with the output-context structure

A;,'(l) can be described as

A;'(l) (x) |xedomains=1 = Hdomains=1 (Ilt'(l)(xp)) and

C;.(l) (1) - a}i’np‘ ®)

- t
= xp and oy,

where a:;"p is the spread of the input cluster at the pth input dimension and is taken arbitrarily.

a';,"p will be adapted with an uncertainty controller to cover all the input data at the pth
dimension and to ensure that the input clusters have clear semantic meaning (which will be

explained in Section 3.2.3).

Remark I: The proposed EOCFS is based on a self-reliant and automated design from each
training data. The concept of a self-organizing system [6]-{11] is used in the proposed EOCFS
system to integrate the self-organizing numerical methods and the learning methods of the
proposed system. A similarity measure (SM) of two consecutive Gaussian-shaped fuzzy levels
has been described in [16]. SM — 1 shows more similarities while SM — 0 shows more
dissimilarities between the two consecutive Gaussian-shaped fuzzy levels. A similarity threshold
(B) is considered to identify the similarity between output-context structure and presented value.

If the similarity measure between output-context structure and presented value exceeds the




threshold value (SM > f), then a prominent distinction is observed. Conversely, SM < B shows

the similar linguistic meaning between the output-context structure and presented value.

Global width (0g10pa1) is required to form the initial output-context structure shown in Fig. 2.

The step-by-step process for the initial output-context structure is referred to as Algorithm 1.

Algorithm 1: Initial output-context structure
Requires: Minimum 0yg;,pq; value is arbitrarily taken.
Step I: Initial fuzzy term for consequent part C1(1) as (7).
Step 2: FOR each training data [x, d);

Define p for new incoming d; using (2) and (7).

IF SM < B between new data and existing consequent part(s),

then CONTINUE with Step 2.

ELSE return to Step I by increasing ogopq;.
Step 3: Global sigma value: Final Oglobat is required to form the initial fuzzy rule (or
initial output-context structure) using (7) and (8).

Fig. 2. Algorithm for the initial output-context structure
3.2.2 Evolving output-context partition and adding fuzzy rules

After defining the initial output-context structure (or first rule), the EOCFS starts evolving the
output-context structure by partitioning the output domain. The spread of the output domain of
the previous evolving stage (afn'i}) decreases at a constant rate ggyope t0 Obtain a new balanced
partition. The constant width Ggpeyye is taken arbitrarily, such that the output partition slowly
increases. Figure 3(a) shows the initial rule in which the EOCFS locates the data sample with the
largest error. Then, the evolving process starts and the EOCFS splits the output domain and adds
rules/output context to reduce the training error, as shown in Figs. 3(b) and 3(c). The spread of
the output domain of the previous evolving stage (of;;) is the basis for the next step of the
evolving process. All the parameters are locally optimized for each evolving stage. This evolving
output-context partition is self-determined from the training data set, in contrast to the greedy
algorithm used in [17]. Evolving (described in this section) and adaptation (which -will be
described in Section 3.2.3) are carried out concurrently for each evolving stage to obtain the
effective rule base. Afterward, testing data are applied to this effective rule base to obtain

reasonable accuracy.
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Fig. 3. Output-context structure (or rule) creation for the proposed EOCFS. y* = f(x) =
f(x1,x3, ..., x,), where y° symbolizes the output context of the sth partition (s =1, 2, 3, ...) and

x represents the corresponding input feature space.

To describe the evolving process, we consider ¢t = 1; thus, s = 1 means that at the first
evolving stage, only a single rule exists and more fuzzy rules and terms should be added. The
concept of a self-organizing system [6]-[11] is used for self-determination of the fuzzy levels
from each training data. Consider the ith training data [x, d];, where x; is the input vector and d;
is the corresponding output. At evolving stage t = 2, the formation of the first output-context
structure (c%(") where more than one rule generation (s > 1) is considered can be expressed as

follows:
2,(1) = 2 = gk, =0}
M = d; and 02 = 0%y, = Ofnir — Tevotve: ®

Recall that 0,,01ve is taken arbitrarily such that the output partition slowly increases. The
formation of the antecedent part of the input cluster associated with the output-context structure
(A,z,'m) can be described by Eq. (10). Recall that 0:,"" is the width of the input cluster at the pth
dimension and will be adapted to cover all inputs at the pth input domain associated with the

output-context structure, expressed as follows:

2(0) _ inp (10)

2,(1) _ =
¢y =Xpand 0, =0y

By assuming that an output-context structure exists, the EOCFS then proceeds with
computing the similarities between the presented value and existing output-context structures.

The similarity match between the output d; of the ith training data [x, d]; and an existing output-
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context structure (Ct)) is expressed as SM(d;, C#)) = ut©(ct), ¢44); d;). A similarity
threshold (f) is considered to identify the best matched output-context structure with the
presented value, which is described in Remark 1. If SM > B, then a prominent distinction is
observed and the EOCFS forms a new distinct output-context structure at evolving stage t, which

is expressed as follows:
t(s+1) — S+1) — 4t — =1 _
D = d; and oD = Oinit = Oinit — 9evolve- (1

Conversely, if SM < 8, then the EOCFS determines the best matched output-context structure
denoted as C*C"), where s* = arg maXsy<p SM (di, C t'(s)). Therefore, the best matched output-
context structure can give a satisfactory description of the presented value. Consequently,
merging, adjustment, and refinement are applied to the best matched output-context structure

(€%, as shown in Eq. (12), to adapt the presented value. Therefore, at evolving stage t,
Ccts) = L(Ct,(s’)' o.t.(s'); Ct.(l.z,...St))’ (12)

where function L(.) defines the linguistic meaning in association with the uncertainty control

and will be described in Section 3.2.3. Previous output-context structures are defined as

ct(12--5°) where St is the total number of existing output-context structures at stage t. Figure 4
shows a nonlinear function f(x) in black line that should be approximated, where f(x,y,2) =
(1 + x5 4 y~1 + z715)2_ A description of this nonlinear function will be explained in Example
3 in Section 3.3. At the first evolving stage (t = 1), the EOCFS starts with a single rule and
locates the data sample with the largest error. The evolving process is then continued and is
determined to be an effective rule base when the number of rules equals four. The EOCFS
determines four distinct center points and forms four new distinct output-context structures.
Therefore, four distinct input domains associated with the distinct output structures are formed.
References [17], [23], and [24] previously described the selection of splitting points to reduce
approximation errors. However, unlike ECSFS [17], where the LSM algorithm is used to select
splitting points, the proposed EOCFS evolves and self-determines the distinct output-context

structures to obtain an effective rule base.

Remark 2: The terms adaptation and evolving are used in the proposed EOCFS algorithm.
Adaptation is used to regulate the new output knowledge and the existing output structures. It is

10
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also used to regulate new input knowledge and existing input clusters. The proposed EOCFS
algorithm is a novel self-adaptive fuzzy system that employs the automated formulation of fuzzy
rule base. Hence, a linguistic function L(.) with an uncertainty controller is needed to regulate
and adapt the output-context structures within the output domain. Similarly, regulation and
adaptation are preferable for the input clusters within the input domain. Therefore, a localized
learning or adaptation of the fuzzy system is conducted to keep the semantic meaning and
accuracy of the proposed EOCFS algorithm. A more detailed description of linguistic function,
adaptation, and refinement is presented in Section 3.2.3. In contrast, the EOCFS also uses the
evolving system to evolve the output structures by adding fuzzy rules and terms. The goal is to

determine the effective rule base from the training data set through the evolving method.

Standard root mean square error (RMSE) of the tth evolving stage is expressed in Eq. (13) by
comparing the model output 0(x;) and the desired output des; of the ith training data:

Error function, E(t) = \ﬁ-Z?’:l(o(xi) — des;)2. 13)
— fix,y:2)
301 center 4
ce#(er?l I
® center 1 Lll “ “
oh ater 29| 111 VLI \
] 50 Dﬂ;ﬁ:'y'z 150 200

Fig. 4. Evolving selection of the center points shows the distinct output-context structures (rules)

3.2.3 Fuzzy partitions by dynamic constraints: introducing pseudo-sigma

This section discusses localized learning with adaptation and refinement. In the proposed
EOCFS, dynamic constraints are considered for each output-context structure and its associated

input cluster. Recall that each output-context structure depicts a single rule.
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A. Partition of the output-context structure

The EOCFS uses the dynamic constraints for uncertainty control if, and only if, the similarity
measure SM < B is determined between any existing output-context structure and the presented
value (see Remark 1 and Section 3.2.1). Assuming that C neW js the new consequent fuzzy level

for d;, where training data [x, d];, the new fuzzy level for d; is defined as
c"¥ = d; and 6" = Oy, (14)

where ¢ and g™¥ are the center and spread of the new fuzzy level (C™") respectively. We
assume that EOCFS determines the best matched output-context structure denoted as C (") (see
Section 3.2.2). Therefore, dynamic constraints for the output-context structure are used to adapt
and refine C#¢") with the presented value C™®". Definition 1 describes the conditions that should

be considered while adapting between two consecutive fuzzy labels.

Definition 1: Given that C t(s*) is the best matched output-context structure for the ith training
data [x, d];, the immediate left and right neighbors of C t(") are denoted as CtC~1 and CtG+D
respectively. Let s, = (s — 1) and sg = (s+ 1) be the left and right indexes of neighbors
respectively. The adaptation and refinement can be classified into four cases:
a. If 46" is the first and initial output-context structure (i.., s, = sg = NULL), then the best
matched output-context structure is updated without any constraint.
b. If €6 has no left neighbor (i.e., s, = NULL), then the uncertainty constraint depends
only on the right neighbor g&¢+1,
c. If €6 has no right neighbor (i.e., sg = NULL), then the uncertainty constraint depends
only on the left neighbor ot:¢—1),
d. If C%G") has both left and right neighbors, then the uncertainty constraint depends on both
left neighbor o*~1) and right neighbor ¢+,

From Definition 1, we may obtain the left neighbor index s, and the right neighbor index sg

with respect to the best matched output-context structure (C*¢? < ct67, gt67 >) as follows:

NULL if ¢¢7) == min, . st ¢

s, = . . else, ’ (1)
L arg mlnct,($)<ct.($')|ct'(s ) ct,(s)l fori<s<St
NULL if 7 == max, .5t ¢
Sp = else, . (16)

; oot o808
arg min et 0| “ltor1 <5 <5t
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Therefore, the adaptation and refinement of the best matched output context structure (C t(s%)y

with the uncertainty control is expressed in Eq. (17) as follows:

( 66D jfs, = sp = NULL

Cavg
“ L(P},agéf,") if s, = NULL
O't’ S' = { * ’ 17
L (Pt ogg ) if s = NULL a7
(L (P}‘R. ,i,f;)) otherwise

where a;:g) is the average width between the best matched output-context structure and the new
training data [x, d];. Function L(.) defines a linguistic function to maintain the fuzzy model as a
consistent rule-based system. Assuming that [a, by, ¢;] € C#C7) and [az, by, c2] € €Y, where
C™e¥ is the new fuzzy level for training data [x, d];, the points [ay, by, ¢1] and [az, by, cz] denote

the left support, right support, and center, respectively. Therefore, the points are a; = et —

actSVInZ, by =) + aoctCNn2, ¢ =ct), and a; =™ - ao™®¥Vin2, b, =
ce¥ + qo™¥In2, ¢, = c™". Here, a > 0 is a minimum membership threshold where
universe of discourse (UoD) is significantly covered. A detailed description of the minimum
membership threshold is presented in [15]. Therefore, the average width a:',fz') between the best

matched output-context structure and the present data d; can be written as Eq. (18):

. 1 .
a;;ff,) = 575 (max(by, b,) — min(a,, az)}. (18)

Linguistic function L(.) controls the uncertainty of the output-context structures,
where L (Po, aé;f;')) = min (P(,, az;f;')). Pseudo-sigma P, is used as a parameter in the function
L(.) to keep the semantic meaning within the output-context structures and within the input
clusters. F, and Fy are the left and right factors for P, respectively. These factors are

dynamically updated for each set of training data, resulting in a dynamic constraint toward a

balanced fuzzy model. Pseudo-sigma in Eq. (17) is calculated using Definition 1, which is
expressed below as Egs. (19) to @27).

(1) Dynamic constraints for PR: At the state of s, = NULL, the dynamic constraint of Pseudo-

sigma depends on the right neighbor, and thus the right factor (Fg).

13




Fg = _:_ {ct6¥D) 4 (ct6+D) — gty Z)} 19

Fp = minalect,(s‘)'azecnew(311 az) (20)

R , (FL—FR)?

(2) Dynamic constraints for PL: At the state of s = NULL, the dynamic constraint of Pseudo-
sigma depends on the left neighbor, and thus the left factor (FL).

FL = % {Ct.(s—l) + (Ct,(s-l) + agtS=In 2)} 22)

FR = maxbiect,(s')'bzecnew (blt bZ) (23)

~Fgr)?
#PL= /‘(F—Ll:—) 4

(3) Dynamic constraints for PR : The states sp # NULL and s, # NULL indicate that both left

and right neighbors exist. Therefore, the dynamic constraints of Pseudo-sigma depend on both

the left and right neighbors.

FL= -:-{ct'("'l) + (G- ¢ agt-D\mn2)} (25)
Fg = _;_{Ct,(s-l-l) + (Ct,(s+1) - aat'(s“)x/m-)} (26)
. pL_ |_ (FL-Fr)?

Py = \J Ina @7

Figure 5 shows the dynamic constraints of Pseudo-sigma, which depicts a more semantic
meaning and interpretability of the proposed EOCFS. These constraints also maintain a rational
partition to obtain an effective rule base. The computation of the dynamic constraints for Pseudo-
sigma (Py) is shown logically in Eqs. (19) to (27). Taking the condition s, = NULL into account,
the dynamic constraint depends only on Fg and is computed as half of the center and left
supports, as indicated in Eq. (19). Questions may arise regarding this computation which is

shown in Theorem 1.
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Theorem 1: Lateral positions may differ for F, and Fp to adjust the adaptation in the EOCFS.

Proof- The EOCFS performs the adaptation in the width (46" of the output-context structure
rather than in the center (c%¢7), as defined in Egs. (19) to (27) and Fig. 5. Therefore,
considering the width of the output-context structure, and consequently the dynamic constraints,
is necessary. If only the center is considered to compute the dynamic constraint, then the EOCFS
will not be adaptive. Therefore, the lateral positions of Fy, and Fr may vary, but the transparency
of fuzzy systems should be considered. This finding ends the proof. o

y3 X3 X2 X3
Fr @
(-9
2 .
y X X Xa £
FL @ g
1
y Xy X2 X3

Output-context structure. s =3

OQutput-context

Fig. 5. Dynamic constraints in the output-context structure y? (left) and its membership function

(right)
B. Input cluster to ensure interpretability

The EOCFS is an output-context fuzzy system, and the clustering of the input data depends on

the output context.

Definition 2: A;;(s) < c;'(s), a;‘(s) > is the antecedent part of the pth input variable (p =

[1,2,...n]) and is associated with the sth output-context structure. A:,'(s) is refined using the

immediate left (A:,'(_sl_ 1 and right (A;,'S_sf Dy neighbors. p, = (p — 1) and pg = (p + 1) are the
left and right indexes of the neighbors respectively. The refinement can be classified into four
cases.
a) If input variable n = 1 means that A:,‘(s) is the only input cluster (i.e.,p, =pgr =
NULL), then Af,'(s) is adapted without any constraint.

b) If A;,'(s) has no left neighbor (i.e.,p, = NULL), then the uncertainty constraint only

depends on the right neighbor ars.
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c If At'(s) has no right neighbor (i.e., pr = NULL), then the uncertainty constraint only
t,(s)

p—l

d At ) has both left and right neighbors, then the uncertainty constraint depends on both

the left neighbor o pfsl) and the right neighbor ;_,(_sl)

depends on the left neighbor o

From Definition 2, we obtain the left neighbor index p, and the right neighbor index pg with
respect to A:,'(s), as shown in Egs. (15) to (16). Therefore, the adaptation and refinement of the

pth antecedent part A;,'(s) using the uncertainty control are expressed in Eq. (28)

ra't'(S)(xp)I:’t.'p(-idomai'ns if p, = pr = NULL
0 o
o9 ) = | L (PR, 0% (x,)) if p, = NULL "
p 9] = L () T
L (P 037(x,)) if pg = NULL
\ L(P}R, ISS)(xp)) otherwise

The computations of Pseudo-sigma (P,), F., and Fg are the same as indicated in Eqgs. (19) to
(27), which were described in Section 3.2.3A. Again, the first condition L) (%p)|x,edomain, is

computed from Eq. (18). Therefore, the factors are dynamically updated for each training data as

well as each dynamic constraint to ensure interpretability. The adaptation and refinement in the

pth input cluster A;'(s) () also show the same properties described in Theorem 1 and Fig. 5.

3.2.4 Algorithm for EOCFS

The proposed EOCFS is an output-context, self-reliant, and fully data-driven approach that is
used for the automated formulation of fuzzy rule base. This evolving approach ensures an
effective rule base (or model) that can adequately represent the application environment. At first,
the EOCFS forms an effective rule base or model from the training data set, and then verifies the
model using the test data set. Based on the explanations given in Sections 3.2.1 to 3.2.3, a
detailed algorithm for creating an effective rule base from a training data set is illustrated in Fig.

6. The step-by-step process for the proposed EOCFS is referred to as Algorithm 2.
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Algorithm 2: EOCFS

Step 1) Initial output-context structure from Algorithm 1 (Section 3.2.1): The EOCEFS starts
from this initial rule base.

Step 2) Evolving partition of the output domain and adding fuzzy rules: The width of the output
domain from the previous stage o5, = Ofmir — Oevolve is updated.

Step 3a) For each training data [x, d];, merging, adjustment, and refinement are then applied to
the training output (d;) and the best matched output-context structure (€%©") according to Eq.
(12).

Step 3b) If d; represents the distinct information, then a new output-context structure (Cts+1)y
is formed according to Eq. (11).

Step 4a) Associated with the output structure (Step 3a), merging, adjustment, and refinement
are then applied to the input data x; and input cluster (A:;(s)), as shown in Section 3.2.3B.

Step 4b) If d; represents the distinct information (Step 3b) associated with the new output-
context structure (CtG*1), then the new input domain (A%¢+) is created.

Step 5) Termination criteria: The evolving process is terminated if the Rational Partition Error
(RPE) index exceeds the limit such that RPE > 1. Otherwise, Step 2 is repeated and the
evolving process and addition of fuzzy rules are continued.

Step 6) Effective rule base: The termination criterion is found at the (e + 1) evolving stage.
Therefore, at evolving stage e, the effective rule number S® represents the fuzzy model for
obtaining reasonable accuracy.

6(x*)t = ct*), x € [a, be), k= 1,2,...,s"

Fig. 6. Algorithm for the proposed EOCFS

An important feature of the proposed EOCFS is that it partitions the output domain at a higher
error region (distinct point). Therefore, the evolving process proceeds by reducing the model

error, and is proven in Theorem 2.

Theorem 2: Let f(x) be a linear/nonlinear continuous function and o(x") be the best matched
output model. Then the accuracy at tth evolving stage is higher than the previous stage, therefore

E(t) < E(t — 1) and which is true for both the worst and best approximations.

Proof: Let St and St~ be the number of rules (or output-contexts) at evolving stages t and (t —
1) respectively. Therefore, without loss of generality, S t > §t=1 (detailed in Fig. 1 and
Algorithm 2). The new set of training data [x,d]; and the linear/nonlinear continuous
function f(x) are then considered. We suppose that at ¢t stage, the best matched output-context
structure Ct*") is found for the desired output (d;). Let 6(x*) be a constant function for the best

matched output model o(x*) that needs to be approximated using f (x). At the evolving stage t,

(29)
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where a; = min(at*"), b = max(¢®*"), and < c®*),6t*") > are the center and widths of
Ct*), respectively. To achieve the worst approximation accuracy, the worst value of
parameter c**") = q; (or b,) means that data are located at the border of the kth output
partition. Similarly, if the best approximation accuracy is considered, then ¢**") = (b, + a,)/2.
Therefore, the worst approximation errors in the kth interval and at the tth evolving stage can be

given by
If(x) -6t =a. k=1,2,..,st

If the approximation error is intended as E(t) using (13), then the above equation implies that

E(t) = J(f(x) — 6(x*)")? (30)

Given that f(x) is a linear/nonlinear continuous function and a; = f(a;) = by, the whole

output domain [a, b] is expressed as
erdomainst [a,b] = X¥=q ax (31)

Therefore, from (30) and (31), the worst approximation error in the whole output domain [a, b]

is expressed as

% xedomain ¢ [, b] =2521‘/52ﬁ=1 @2 =St E(f) (32)

Similarly, for the best approximation errors in the kth interval and at the tth evolving stage,

the same approximation for the whole output domain [a, b] is given by

|F () — 6(x")t| = 2% (33)
or erdomainst[av b] = Z§;1 J ',%,' Ellg=1(2k:ﬂ)z G4
or erdomainst [a,b] = S* + E(t) (35)

Therefore, the approximation errors are the same for both the worst and best cases. Again, if
the previous (t — 1) evolving stage is considered, then the approximation error for the whole

output domain [a, b] is given by
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erdomainst[a' b]=S t=1«E -1 (36)

Nevertheless, St = St~1 for t and (t — 1) evolving stages. Furthermore, if SM > 3, then a
prominent distinction is observed and the EOCFS forms a new rule (see Algorithm 2), which
means that the proposed EOCFS adds a new rule to reach a lower error region while evolving
proceeds. Therefore, these two propositions may be written in the form of the inequality
E(t) < E(t — 1) while the number of rules is S* = S¢~. This implication is true for both the

worst and best cases. This finding ends the proof. 0

Remark 3: In Algorithm 2, an evolving index, the RPE index, is used for the termination criteria
in Step 5. In Theorem 2, as the evolving stage proceeds, training error E (t) is expected to be
reduced. However, in practice, two issues arise in the proposed EOCFS that cause the output
structure partition to become unbalanced, namely, over-fitting and under-fitting. In the EOCFS,
the basic idea is to tune the width of the output structure for each evolving stage according to Eq.
(6). We begin from the initial evolving stage where a single rule exists and use the EOCFS to
locate the data sample with the largest error. Afterward, evolving proceeds by partitioning the
output domain, which means adding more fuzzy rules (detail in Section 3.2.2). This initial rule-
based system is in an under-fitting state with a high approximation error. As the evolving stage
proceeds, the EOCFS partitions the output structure, reduces the error (Theorem 2), and then
adds more fuzzy rules. Evolving continues and will reach a condition wherein E W =Et-1),
which then contradicts Theorem 2. We define this condition as the over-fitting state and analyze
the reason behind this state. As the evolving stage proceeds, the width of the output structure
becomes small and the EOCFS leads to very fine partitions in the output domain. At a specific
evolving stage, the width of the output structure becomes extremely small, resulting in an
unbalanced state, which cannot properly represent the data. Therefore, this unbalanced state
leads to a fuzzy system with a large number of rules and causes over-fitting (i.., the data fit is

very close because of the small width of the output structure).

The strategy used in Theorem 2 is discussed in Remark 3. The RPE index is used to handle
situations from the under-fitting to the over-fitting. RPE is a straightforward index used to

recognize an unbalanced situation in the evolving process and to prevent the algorithm from

further evolving.

19



E(t
RPE(t) = E(c(T)ﬁ (37)

where E(t) and E(t — 1) are the functions [as in Eq. (13)] of the approximate training error at ¢

and (¢ — 1) evolving stages respectively. The characteristics of the RPE index are as follows:

1) According to Theorem 1 and Eq. (37), RPE < 1 shows a balanced partition in the output

domain. The characteristics of the equation for RPE at ¢ evolving stage are as follows:

>0 ifE() <E(t-1)

>1 ifE@®) = E(E—1) (38)

RPE(t) = {
The estimation of RPE is fully online, is not a predefined threshold, and is approximated
from the current and previous evolving stages. During initialization, RPE(1) = 0 is

implied as a base value.

2) If RPE(t) holds the first criteria according to Eq. (38) and Theorem 2, then the evolving
process continues. The evolving process partitions the output domain at a higher error
region (i.e., distinct data at the center for a new output structure), therefore reducing the
error, and the EOCFS proceeds to the rational partition to obtain optimum accuracy. At a
specific evolving stage, the RPE index exceeds 1, holds the second criteria according to Eq.
(38), and contradicts Theorem 2. Index RPE =1 means that the continuation of the
evolving process will cause an over-fitting in the model and should be terminated. A fuzzy
system with an effective rule base is thus obtained. Global learning using the RPE index
can find an effective rule-based fuzzy system with the lowest approximation error and has
reasonable accuracy for testing data. The effective rule base is defined according to

Definition 3.

Definition 3: If RPE =1 is found at evolving stage (e + 1), then the termination criteria are
fulfilled for the EOCFS algorithm. Therefore, the effective rule base R®* is found at evolving
stage e. Hence, if j denotes the number of evolving stages and s denotes the number of output-

context partitions, then
e €R®S, e=12,..,e/(e+1),..,jand E(e) = min(E(1),E(2), ..., E(e))
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3.3 Data samples and analysis

In this paper, similarity threshold (8) represents the similarity between two consecutive fuzzy
levels, and @ > 0 is the minimum membership value that strongly covers the UoD. In the
following examples, the threshold § = 0.8 means that 1 - 0.8 = 0.2. Hence, a distinct fuzzy level
is formed when the similarity among consecutive fuzzy levels is less than 20%. Furthermore, a =
0.5 is considered to strongly cover the UoD and to keep the average semantic meaning in the

EOCES model. The evolving constant Geyove is taken arbitrarily to ensure that the rule number

slowly increases.

To evaluate the performance, the proposed EOCFS is compared with existing methods in
terms of rule and error; the lower the error, the better the performance. Again, lowering the
number of rules enhances model performance, thereby reducing model complexity [13]. This

paper compares with the existing models regarding error analysis using Eqs. (13) and (42).

Example 1: A function approximation problem of one-dimensional data is used to show the

performance. We consider 200 data points from the following single-input-single-output

nonlinear function:
y = 0.6 sin(nx) + 0.3 sin(3mx) + 0.1 sin(5mx) (39

where x € [—1,1]. These 200 data points are then randomly divided from the universe of

discourse x: 100 for training and 100 for testing.

Example 2: The function approximation problem involving two-dimensional data is used to show
the performance. We consider 200 data points from the following two-input-single-output

nonlinear function:
y = f(xy,%2) = 0.6 + 0.2x; + 4x; + 0.5x,x + 25 sin(0.5x,x2) (40)

where x, € [-4,6] and x, € [—2,4]. These 200 data points are then randomly divided from the

universe of discourse x; and x,: 100 for training and 100 for testing.

Example 3: Considering the following three-dimensional (3D) function approximation [20]:
f(x, Y, Z) = (1 + x0.5 + y-l + Z—I.S)Z (41)
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with x € [1,6], y € [1,6], and z € [1,6], where 216 training data samples are generated with the
step size 1 over this 3D Cartesian product. The test data samples are produced while x,y, and z €
[1.5, 5.5], 125 test samples are taken. Average percentage error (APE) is computed and

compared with those of the existing models:

_ 1 Niese [0G)—dyl 0
APE = Neese “=1 Idyl x 100% 42)

where Nies; is the number of test data samples, and O(x;) and d; are the model and desired

outputs respectively for the ith testing data.

Example 4: A well-known real-world data, Automobile Miles Per Gallon (MPG), is used [21] to
evaluate the performance. The output is the fuel consumption of an automobile expressed in
miles per gallon; seven input variables are used to distinguish the actual output. For evaluation,
we randomly divide the data set into training (60%) and testing (40%) data sets from 316

observations.

Example 5: This data set deals with real estate in the Boston area [22]. It contains 13 input
variables with 506 observations; the median value of the house is considered as an output
variable. We randomly divide the data set into training (60%) and testing (40%) data sets for

evaluation.

4. Results and discussion

Tables I and II show the evaluation of Example 1. In Table I, the RPE index shows the
effectiveness of each partition, specifically, whether the partition is balanced or over-/under-
fitting. The EOCFS evolves the output-context structures (or rules), and Oeyore = 0.005 is taken
arbitrarily to slowly increase the formation of the fuzzy rules. The termination point RPE > 1 is
found at the evolving stage, where af,;; = 0.05. Therefore, an effective rule base is found at the
evolving stage with a minimum approximation error. Hence, in Table I, the EOCFS finds the
effective rule base for nonlinear function (39) when the number of fuzzy rules is eight. Testing
data are then applied to the effective rule base. Table II shows that the proposed EOCFS is more
accurate than ECSFS [17] and linguistic modeling [3]. Only eight effective rules are found, and

the testing accuracy for this effective rule base is 0.087. Therefore, the evolving and localized
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adaptation in the EOCFS is mathematically significant with respect to the existing models. In
Table III, the EOCFS determines the number of effective rules for function (40) to be eight,

which is a more accurate determination than those of the existing models.

TABLE I: EVOLVING PROCESS OF THE EOCFS TO OBTAIN AN EFFECTIVE RULE BASE FOR EXAMPLE 1

Number of Training Testing

Otrnie rules/neurons RMSE RPE (1) RMSE
0.4820 0 0.4796

0.2191 0.4545 0.2038

0.2189 0.9990 0.2037

0.2068 0.9447
0.1263

TABLE II: PERFORMANCE COMPARISON IN RMSE OF EXAMPLE 1
H

Model/Algorithm Number of Training Testing
fuzzy rules

Linguistic modeling [3] 6 0.180 0.189
8 0.150 0.153

ECSFS [17] 4 0.130 0.122
5 0.116 0.117
6 0.108 0.117

Proposed EOCFS 6 0.126 0.096
8, effective 0.124 0.087

TABLE III: PERFORMANCE COMPARISON IN RMSE OF EXAMPLE 2

e

Model/Algorithm Number of Training Testing
fuzzy rules

Linguistic modeling 3] 6 20.69 20.86
8 15.66 16.08
10 14.64 15.67

ECSFS (17] 6 16.93 17.77
8 16.72 17.90
10 14.46 16.05
12 13.52 16.13

Proposed EOCFS 7 13.01 17.05
8, effective 11.42 15.63
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The proposed EOCFS performance is better than the Takagi-Sugeno type fuzzy rule in terms
of parameter and number of fuzzy rules. In Table IV, the number of fuzzy rules and parameters
in Example 3 are significantly reduced. APE is also more reasonable than the existing evolving
models [10]-[11], [20]. Although the APE performance index of FLEXFIS [20] is lower than
that of EOCFS, the proposed method is reasonably accurate and uses fewer rules and parameters.
In Fig. 4, the interpretability issues are addressed in the EOCFS, where four distinct centers are
realized automatically. Hence, four fuzzy rules are formed. Figure 7 shows the semantic
significance of the proposed EOCFS given that the output-context structures are self-organized
by the proposed algorithm. The knowledge embedded in the set of fuzzy rules is highly
methodical, that is, four output-contexts (LOW, MED, HIGH, and VERY HIGH) are realized by
the EOCFES. Therefore, Fig. 7 shows that the output contexts demonstrate the excellent self-
adaptation and self-organizing abilities of the proposed EOCFS model.

TABLE IV: APE PERFORMANCE COMPARISON FOR EXAMPLE 3

s —

ModeV/Algorithm Rule type Number of Parameter Testing
rules/ neurons APE
GDEFNN [10] Takagi-Sugeno 10 64 1.540
SOFNN [11] Takagi-Sugeno 9 60 1.124
FLEXFIS Var A [20] Takagi-Sugeno 31 - 0.257
FLEXFIS Var A [20] Takagi-Sugeno 43 - 0.209
Proposed EOCFS Mamdani 1 1 0479
4, effective 4 0.479
101 L-Low ~
M-MED
H-HIGH
VH - VERY HIGH

/ u *».\ ‘VH
/ ) \\(4)

e e

f(x.v.2)

Fig. 7. Membership functions of the output-context structures in Example 3. Numbers 1, 2, 3,

and 4 show the sequence of the self-organizing partitions.

24



Two real-world data sets are considered for evaluation as Examples 4 and 5. For the
Automobile MPG data [21], the rational partition on the output domain is valid (i.e., RPE < 1)
until the number of output-context partition is 11; further partition causes over-fitting. Hence, the
fuzzy model cannot represent the data properly if the output-context structure exceeds 11. The
EOCEFS then establishes an effective rule base for the Automobile MPG data, where the effective
number of fuzzy rules is 11. The proposed EOCFS is compared with the existing models in
Table V. Again, the EOCFS is more accurate in establishing an effective rule base. The Boston
area [22] data are also used to evaluate the EOCFS in Example 5. In Table VI, the results are
compared with those of recently published existing methods. The proposed EOCFS is again
shown to be more accurate in establishing an effective fuzzy rule base. The effective number of

fuzzy rules used to represent the Boston data is 17.

TABLE V: PERFORMANCE COMPARISON IN RMSE OF EXAMPLE 4

pu— —
Model/Algorithm Fuzzy rules/ Training Testing
hidden neurons
Linguistic modeling [3] 36 2.86 3.14
RBFNN_CFCM [25] 15 3.1 3.19
9 3.07 341
RBFNN_FKNN [25] 9 0.21 2.77
Output-constrained [18] 8/12 2.98 2.57
711 2.52 2.78
SSEM [19] 8 2.99 2.79
16 2.93 2.82
24 2.86 290
Proposed EOCFS 8 3.7 2.75
11, effective 3.06 2.73

TABLE VI: PERFORMANCE COMPARISON IN RMSE OF EXAMPLE 5

Model/Algorithm Number of Training Testing
fuzzy rules
RBFNN 36 5.52 6.91
+ constriction free clustering [3]
Linguistic modeling [3] 36 4.12 5.32
SSEM [19] 8 3.68 4.64
16 343 4.67
32 3.18 4.69
Proposed EOCFS 6 3.73 3.7
12 2.84 348
17, effective 2.76 4.11
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5. Features of the proposed EOCFS

Current trends in evolving fuzzy rule-based systems and their limitations are discussed in Section
2. However, unlike existing methods, such as ECSFS [17], SSEM [19], output-constrained
cluster approach [18], dynamically constrained GFS [15], SaFIN [6], SONFIN [9], and eFSM
[7], the main features of the proposed EOCEFS are as follows.

1) The proposed EOCFS follows an output context, is self reliant, and is a fully data-driven
approach used to automate the formulation of an effective fuzzy rule base. The proposed EOCFS
automatically observes the prominent distinction point on the output domain by measuring the
similarity of two consecutive fuzzy levels. Hence, the evolving process partitions the output
domain at higher-error regions (distinct points) with the distinct data as the center of the new
output-context structure. The evolving process always proceeds by reducing the model error. The
proposed EOCFS proceeds to the rational partition until an effective rule base that ensures

reasonable accuracy is established.

2) The evolving process is terminated depending on the RPE index. RPE estimation is fully
online, does not follow a predefined threshold, and is approximated from the current and
previous evolving stages. The EOCFS starts the evolving process in an under-fitting condition
with a high approximation error; evolving then proceeds toward an over-fitting state by
increasing the number of fuzzy rules. The RPE index recognizes the unbalance partition of the

output domain during over-fitting and terminates the algorithm from further evolving.

3) The proposed EOCFS algorithm is also a novel self-adaptive fuzzy system that can be used for
localized learning. Adaptation and refinement are performed in the existing output-context
structures and the associated input clusters. A linguistic function L(.) with an uncertainty
controller is used to regulate and refine the output-context structures within the output domain.
Similarly, adaptation and regulation are desirable for input clusters within the input domain.
Therefore, the EOCFS shows more of the semantic meaning of its output-context structures and

associated input clusters.

4) The EOCFS increases the number of rules by partitioning the output domain, thereby
transforming the level of abstraction conceived by humans to achieve a reasonable accuracy. An

interpretability—accuracy tradeoff is considered to establish an effective rule base that ensures
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the linguistic fuzzy model in the proposed EOCFS model. Furthermore, localized learning with
uncertainty control is continued such that the previous information in the system and new
information from the training data can coexist in the system and provide a more semantic

representation of the fuzzy model. This localized learning addresses the stability—plasticity
dilemma of the proposed EOCFS.

6. Conclusion

EOCFS learning is based on the global learning of rule-consequent parameters and further
localized learning in both consequent and antecedent parameters respectively. Hence, the
proposed EOCFS learning addresses both interpretability-accuracy tradeoff and stability—
plasticity. The evolving process is also realized in the output domain, whereas the self-adaptive
process is realized in both the output domain and its associated input domain. As a result, more
semantic rules are formed in the EOCFS. Using the dynamic uncertainty controller L(.) allows

the proposed EOCFS model to establish a compact, consistent, and effective rule base.

The EOCFS incorporates new information into past knowledge while the uncertainty
controller prunes highly noisy data. However, when dealing with highly noisy data, the EOCFS
evolves the system until rational partitions are found. Therefore, the effective rule base is
realized at a larger value. Hence, when learning from noise data, the EOCFS achieves reasonable

accuracy with the effective rule-base having a larger value.

The features of the proposed EOCFS are described in this paper and compared with those of
existing models. The proposed EOCFS is evaluated using both synthetic and real-world data.

These evaluation results show that the proposed EOCFS has a more accurate effective rule base

than the existing models, and is therefore effective.
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Abstract

Nowadays infrared thermography technology is being utilized in various applications including
faults diagnosis in electrical equipment. The thermal abnormalities are diagnosed through
identification and classification of hotspot condition of electrical components. In this article, a new
recursively constructs output-context fuzzy system is proposed for characterising the condition of
hotspot. An infrared camera is initially utilized to capture the thermal images of components with
hotspot and intensity features are extracted from each hotspot. Finally, recursively construct fuzzy
system (RCFS) is applied which automatically realizes and formulates the conditions of the thermal
abnormalities. According to the priority level, the conditions of hotspots are categorized as normal,
warning and critical. The proposed RCFS realizes the prominent distinctions in the output domain
using self-organizing method. The termination of the recursive algorithm finds an effective rule base

to achieve the well representation of the datasets. The evaluation of the thermographic diagnostic

shows the significance of the proposed intelligent system since its automatically identifies the limits

of the conditions of hotspots which are rationally acceptable and therefore, establish an intelligent

constructs output-context fuzzy system for infrared thermography based non-



defect analyzing system. Again, the proposed system realizes less number of fuzzy rules with

reasonable accuracy and shows the significance of the system.

Keywords- Electrical hotspots; condition monitoring; infrared thermography; recursive

construction; fuzzy system

1. Introduction

Heat energy is an important factor in electrical equipment for increasing operational reliability.
Electrical current passes through a resistive component and generates heat. Thermal energy generated
from an electrical component is directly in proportional to the square of the current passing through it
and resistance (I’R Loss). Therefore, an increase of resistance results in an increased in heat. Over the
time, condition of the electrical components will begin to deteriorate due to various reasons. The
reasons include poor or dirty connections, overloading, insulation problems, load imbalances,
corrosion and wiring mistakes etc [1]. As components deteriorate, their resistance increases and also
generates more heat. The increase in heat energy can cause electrical equipment to fail and also fire
may break out. The faults due to the abnormal heating effect are largely preventable if heat is detected

at the early stage by an effective screening and then adequately necessary steps are taken,

Infrared thermography (IRT) senses the heat produced in the electrical components. The thermal
profiles of different electrical components and connectors are captured by using IR camera. Thermal
profile called thermogram consists of heat picture and scale of temperature value of equipment. The
different colours of temperature scale represent the different temperature zones in the equipment.
Then thermographers analyze the thermal images, classify the condition of hotspots according to the

priority level of repairing and comment for further actions. Finally, the equipment are followed, tested

and repaired on priority basis [2].
To date, both manual and automatic feature extraction methods are employed for intelligent
classification of thermal condition of equipment based on thermography. Almeida et al. proposed an

intelligent faults diagnosis system based on thermography for lighting arrestors using two kinds of

variables as inputs of neuro-fuzzy network. Thermographic and identification variables were used to
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classify faults and the results obtained about 90% of accuracy [3]. In one study, RGB colour scale
data and temperature data were used as input features of artificial neural network to detect internal
faults [4]. The experiment obtained 99.38% of testing accuracy. Smedberg and Wretman proposed an
intelligent classification system based on ANN for diagnosing three-phase fuses and different forms
of connections problems [5,6]. The four input parameters of ANN were used which are absolute max

temperature, relative max temperature, mean temperature difference compared to the other regions of

the image and histogram distance to the other regions of the image. The test error rate using all four
feature parameters as input of ANN was 9.5% and the error rate using only the histogram distance as
input was 31.2%. The set of data was 74 infrared images. One of the disadvantages of working with a

small data set is that the reliability of the results can sometimes be questionable.

On the other hand, several researches have been done based on automatic feature extraction
method and intelligent classification system. Nazmul Huda et al. proposed a semi-automatic system
for electrical thermography which used 15 statistical features and multilayered perceptron (MLP)

network to classify thermal conditions as normal, warning and critical and achieved 78.5% of

accuracy [7]. An intelligent system to detect faults of electrical equipment in ground substations based

on support vector machine (SVM) as a classifier and 22 image features of Zernike moments was
proposed in a research. The diagnosis was able to obtain 68.42% of accuracy [8]. In one study, 10
statistical features and MLP network were employed to differentiate between normal and defected

condition. The system achieved 82.40% [9]. In another study, six statistical features and MLP

network were used to find the overheated component and it reached to 79.4% of accuracy [10].

In the current study, in order to develop more robust and reliable system, the use of a new
recursively construct fuzzy system (RCFS) is introduced to classify the of conditions of hotspots in
components. The proposed system employs automatic feature extraction and proposed intelligent
classification system. The greyscale images of infrared thermal images of components are segmented
using manual thresholding technique. Then automatic feature extraction (AFE) system automatically
extracts six intensity features (i.e. maximum, minimum, mean, median, standard deviation and

variance). The RCFS is a self-automated system and automatically realizes the conditions of
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components which formulate the abnormalities of electrical equipment into classes like normal,
warning and critical. In this work, the RCFS is an output-context fuzzy system which recursively form
fuzzy rule base by realizing the prominent distinction on output domain. The termination criterion for
recursive algorithm is not threshold as like [11], it realizes from previous and present stage of

evolving. Hence, the computational model of the fuzzy system is automatically designed by the RCFS

rather than human experts.

Neural fuzzy systems are hybrid systems that capitalize on the functionalities of fuzzy systems and
neural networks [12]. The black-box nature of a neural network can be resolved by injecting the
interpretability of a fuzzy system into the connectionist structure [12-13]. Furthermore, introducing
the leamning powers of a neural network into a fuzzy system enables the system to automatically refine
its parameters [13). Output-constrained cluster approach [14] and SC [15] were proposed to consider
the output domain for partitioning the input data. In the output-constrained cluster approach [14], first,
the output space is roughly partitioned by fuzzy c-means, and then data within each output constraint
are further refined based on “separability,” which refers to the connectivity of the inputs. Prior
knowledge for rough clustering in the output space makes a fuzzy system unintelligent. The results in
[14] and [15] are highly subjective and uncertain because prior knowledge for designing the fuzzy
system comes from users with limited competence. The output domain is evenly partitioned as in
Pedrycz’s method [16] and thus ignores the local distribution of the input data. An evenly partitioned
output domain may also cause under-fitting or over-fitting, thus leading to an inaccurate performance.
The aforementioned limitations of the existing models are considered in the RCFS. The RCFS is a
self-organizing process and evolving proceeds by considering both input and output space. Evolving

process continue until the termination fulfills the criteria and the RCFS realizes an effective rule base.

The remainder of this paper is organized as follows. Section 2 describes the necessity of IRT for
fault diagnosis. Section 3 discusses the methodology of thermographic diagnosis. Section 4 covers
automatic feature extraction technique. Section 5 elaborates the RCFS and its algorithms. Section 6
evaluates the expert system for thermographic diagnosis of electrical components. Section 7

summarizes the paper.



2. Necessity of IRT for fault diagnosis

The infrared camera is a device to display surface temperature of an object by detecting the
infrared energy radiated from the surface of an object. IRT technique is an early internal and external
faults diagnosis system of electrical components and provides various advantages over the
conventional thermal condition and faults diagnosis tools [17]. Some of the advantages of IRT

diagnostic system are described as follows:

a) Preventive /Predictive Maintenance

Typically for maintaining electrical equipment, two types of approaches, either run-to-failure or
preventive maintenance are used. The run-to-failure approach is simple and straightforward, where
there is no outflow of money on maintenance purpose before equipment eventual failure. The
approach waits for equipment failure before any maintenance action is taken. Therefore, the method is
more expensive. Thermography based diagnosis system allows preventive/predictive maintenance for
early prevention of equipment failure without interrupting running operation and thus saves money.
According to the historical data in USA [18], effecﬁve use of the preventive/predictive maintenance

will reduce about 33% to 50% of the maintenance cost that are wasted by the most manufacturing and

production plants.

i) Preventive Maintenance PM)

Maintaining electrical equipment according to the statistical or historical information of operating
capacity, failure history, mean-time-to-failure (MTTF) instead of tracking equipment performance is
referred as preventive maintenance. Preventive maintenance program schedules the repairing and
rebuilding activities for electrical equipment. Suppose, an electrical equipment normally runs 10
months before needed any repair. Using preventive technique, the equipment will be removed from
service and rebuilt after 10 months of operation. In this example, the schedule of repairing of
equipment is predefined which is determined by maintenance personnel. Now, if there is no need to
rebuild after 10 months. Then, there would be wasted of labor and material. Again, if the equipment

fails before 10 months, then it is necessary to fix problems after failure which is usually more

5




expensive than schedule maintenance. This is a just random decision, not supported by any kind of

realistic data.
ii) Predictive Maintenance (PdM)

Maintenance of electrical equipment based on the direct monitoring of the actual operating
condition, regularly collecting measurements, efficiency, heat distribution and other indicators instead
of depending on statistical or historical data is called predictive maintenance. The program schedules
all maintenance activities based on the factual data and if necessary, repairs before the equipment
failure [19]. Early detection of imminent equipment failures and preventing them can significantly

reduce downtime, costs for maintenance and maximize uptime.

¢) Fire Prevention

According to the reports of Fire and Rescue Department of Malaysia about the causes of fire in
buildings [20], about 2,317 fire related incidents have occurred between January 2012 and June 2012,
making the average number of incidents around 387 a month. In this report, 1049 fires were caused by
electrical problems. This was about 46% of the total causes of fire in building and mainly involved the
electrical wiring problems (809 cases) and failure of electrical equipment (240 cases). Failure of
electrical distribution equipment can potentially produce an ignition and fire. One of the causes of
ignition is excessive ohmic heating in electrical distribution. The causes of excessive ohmic heating
can be subdivided into gross overloads, excessive thermal insulation, stray currents, ground faults,
overvoltage and poor connections [21]. These conditions can occur especially for old buildings with
outdated electrical wiring that is deteriorating, inappropriately amended or insufficient for the

electrical load. However, the new constructions are also not excluded from these conditions [22, 23].

d) Reduction of Energy Loss

Frequent monitoring of thermal condition of electrical equipment is also necessary for reducing the
heat loss which occurs by elevated surface temperatures. The thermal insulation survey of a 460 MW
thermal power station in India reveals that about 0.426768 million K/hour heat losses occurs due to

bare surfaces, inadequate/damaged insulation or open cladding condition in all four units. This is




equivalent to a coal loss of about 1847 MT per annum. Further analysis shows that if these faulty
insulated areas are attended by monitoring their thermal condition, there would be financial saving of

around 59,052 USD per annum giving a simple payback period of about one month [24].

¢) Reduced Maintenance Cost

Identifying fault quickly before critical condition, scheduling the follow-up inspection, repair and
diagnosis the fault within appropriate period is the most efficient and cost effective way to increase
the reliability of system. By thermographic inspection, it is easy to identify the potential problems,
quantify potential energy savings, schedule interventions and set priorities for preventive and

predictive maintenance or the need for immediate service to minimize the risk of failure and

maintenance cost.
f) Avoiding Unnecessary Repair

Thermographic inspection can see the actual area of defect in equipment. Thus, it reduces
disassembling, rebuilding, repairing or unnecessary replacement of good components which is
pointless, expensive, time consuming issue. By applying infrared thermographic inspection, the extent
of the defect or failure could be identified and this enables repair to be undertaken quickly. Thus

maintenance costs are reduced and the revenue is increased.

g) Increased Production & Safety

The diagnosis system allows early avoidance of equipment failure which significantly decreases
unscheduled outage and equipment damage. The system can diagnose the faults without interruption
or shutdown of the service which results in an increase of production. Additionally the failure of

electrical components could be catastrophic, injuring or even killing employees, maintenance

personnel or the public.
h) Increased Life Time

The power rating of the equipment indicates the amount of energy the equipment can conduct
without being damaged. Before the equipment failure, it is operated at excess power level which

resists the electricity flow and generates heat. Therefore, the equipment is overheated and operating




efficiency is decreased. Utilization of thermography can increase the life time and efficiency of
equipment by pinpointing the heat earlier.
3. Thermographic diagnosis methodology
3.1 Image capture

An infrared camera is used to capture the thermal image of the targeted electrical equipment. In
this work, a total of 253 hotspots from 139 infrared images were captured from the main switch
boards (MSB). The Fluke Ti25 thermal camera with fusion technology is used to capture the images.
Table 1 shows the specifications of Fluke Ti25. For capturing the image, the thermal imager
orientation is directly facing to the target equipment in order to get an accurate measurement. The
distance between the target equipment and the thermal imager was in the range of 0.5-1.0 m. The
emissivity value was set at 0.95 as recommended for most of electrical equipment thermography. It

was noted that the ambient temperature around the equipment is between 30-33°C during the

inspection.
Table 1. Fluke Ti24 camera specifications (Source Fluke Ti25 system, 2010)

Temperature range -20°C to +350°C Infrared lens type 20 mm F=0.8 lens

Accuracy £2°C or 2% Image frequency 9 Hz refresh rate

Visual camera 640 x 480 resolution Focus Manual

Detector type 160 x 120 focal plane array | Minimum focus distance | Thermal lens:15 cm (6

(FPA) in); Visible (light) visual

lens: 46 ¢cm (18 in)

Field of view 23°x 17° Spatial resolution 2.5 mRad

Spectral range 7.5t0 14 pm Thermal sensitivity <0.1°C at 30°C
(100mK)

3.2 Typical condition monitoring using IR technology

Manual calculation of component condition is based on comparative temperature analysis between
hot and reference spots. This technology is simply called qualitative AT factor analysis. After
capturing thermal images, the hotspot and reference area are identified visually by analyzing color
map. The hotspot supports maximum temperature of faulty component and reference is the minimum
temperature of same type, load or same repeated component of the equipment. Then, the difference

between the hotspot and reference spot temperature is determined as AT factor which is used as the
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decision making parameter about the condition of overheated component. AT factor can be directly
interpreted from RGB data. Several standards for measuring AT are found such as InterNational
Electrical Testing Association (NETA) [25] and American Society for Testing & Materials (ASTM)
[26] etc. The technique is widely used for electrical thermography due to its simplicity and minor
influencing by the emissivity. The main drawback of this technique is that it does not work, if in a
three phase system, all phases show overheating at the same time which is very infrequent condition

in electrical system. Fig. 1 shows the flowchart of IRT inspection of three phase electrical system.

Based on our survey of 253 detect regions 37 hotspots are AT(°C) 215, 63 spots are 5< AT(°C)
<15 and 153 spots are AT(°C) <5. All these conditions of components (i.e. AT(°C)) were evaluated
manually using infrared image analysis software. Some examples of the conditions are illustrated in

Fig. 2. Whereas, brighter (more red) regions show the defect compared to the same repeated less

Compare temperature
pattern between phases

4

Trace conductor path for
any phase

!

Compare thermal images
between two phases

!

Camera display heat
pattern between phases

!

Verification of finding
hotspots

!

Interpretation of data analysis
of hotspot condition

Fig. 1. Flowchart of the infrared thermographic inspection [27]

bright region.
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Fig. 2. (a) Hotspots in phase A & C, (b) hotspot (Phase C) seems as warning condition compared
with (a), and (c) hotspot (Phase C) appears as critical condition compared with (a) and (b)

4. Hotspot detection and feature extraction

4.1. Hotspot detection

In this section, daime software version 1.3.1 which is a digital image analysis tool was used to detect
defects in equipment and to extract quantitative features from defect image [28]. Segmentation is done
to find the hotspots of electrical components. Daime can segment the hot region based on the
thresholding value. In this study, custom thresholding technique (i.e. manually thresholding) value is
set to generate an image of defect. The image of defect was produced by setting the threshold value, T
manually. The value of T at which the original grey scale image shows the hotspot clearly, was
selected as the threshold value for finding defect of image. After that the image is segmented

according to the thresholded image.
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In the present work, two cases were considered for selecting the desired hotspots. First, the highest
pixel intensity objects and secondly, the object having area of equal to or greater than the half of the
maximum area object. As the maximum temperature region of an image carries maximum intensity
value so the component of maximum area is generally the highest pixel intensity region and in some
cases there is more than one hotspot in the selected image. Some of the fake hotspots are generated
due to the reflection from the sun. Using the object editor the hot defects are manually selected while

the spurious defect and back ground were removed. Fig. 3 shows the different steps of defect

detection in electrical equipment.

() (b) (c)
Fig. 3. Typical load imbalance problem (a) Thermal image (b) Greyscale image (c) Segmented
image (T=163)

4.2, Automatic feature extraction

A total of 6 intensity features were computed using the pixel intensity values of connected
components of the image. The features are maximum intensity, minimum intensity, average intensity,

median intensity, standard deviation and variance of intensity values. The extracted features are

defined as follows

Meximum intensityzmaxiqp(q) (1)
g=0
i-1
Minimum  intensity = min y_qp(q) (2)
g=0
(3

1-1
Mean intensity, u =ZLqu( q)
q g=0
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Variance, o* =L§( a-1)*p(q) )

Zq q=0

Standard deviaﬁon=\)ilz-l)(q—u)’p(q) )

Zq =0

where g is the number of distinct grey level in the object image. p(g) is the histogram of the pixel
intensity of object and / is the possible intensity level of the object. Mean intensity is the average
pixels value which is determines the brightness or darkness of the defined object image. Maximum
and minimum intensity define the maximum and minimum pixel intensity value of the object image
respectively. Variance determines the dispersion of grey level pixels from the mean and standard
deviation of pixel intensities is as like as variance, but different in value. If the intensity values are

arranged in ascending order, then middle value is defined as median intensity value.

S. Characterisation of hotspots: Recursively constructs output-context fuzzy approach

5.1 Preliminaries: distinct points and effective rule-base

The main feature of the RCFS is to realize the prominent distinction points in the output domain
and construct the effective rule-base. Fig. 4 depicts the realization of the prominent distinct points in
the output domain. Authors [11], [29] and [30] previously described about selection of splitting points
to reduce the approximation errors. However, unlike ECSFS [11], where LSM algorithm is used to
select splitting points, the RCFS is evolved and self-determined the distinct output-context in order to

obtain an effective rule-base.

Consider a modeling problem with n input variables and N data samples. Let us assume an input
vector of ith training data [x,d]; where input vector x; and corresponding outputd; and x =
(x1,%2, ..., Xp, .., X5, ) belongs to an output-context (s) which encodes an IF-THEN Mamdani-type

fuzzy rule at t evolving stage as follows

R'S: IF xy is AP, and xy is A5, ...... .., and x, is AS®) THEN y is C4) (6)
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where C%() is the sth consequent part associated with the sth output-context and A:,‘(s)is the sth

antecedent part associated with the pth input variable. A Gaussian membership function is described

for Ct%) and it’s corresponding A;,‘(‘).

= e~ ((x=c)/a) (7

_ [ @bi?
Ay ®

where, ¢ and & are the center and width of the membership function. a; (or by) means that data are
located at the border of the kth output context. @ > 0 is a minimum membership value [22] and is

also defined as a distinguishability factor that keeps the semantic value for the output-contexts.

— +
Membership x
functions

Fig. 4. Realization of the prominent distinct points by the RCFS. c*®), c*®, ct©), ¢t and

c'(©) depicts the distinct centers at t evolving stage.

Flowchart of the recursive procedure to construct the output-context fuzzy system depicts in

Fig. 6. The RCFS employs the Mamdani-type fuzzy system and starts with an initial domain of
whole output space. Then further partitions of the output domain to realize the prominent

distinction point(s) and evolves; also adapts its corresponding input clusters. Each output-context
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and associated inputs are formed a structure and called output-context structure. Previous
knowledge in the system and new knowledge from the training data are incorporated in the
system and provide more accurate representation of the fuzzy model. Recursive partitioning and
evolving processes are continued until a termination criterion to get an effective rule-base is

fulfilled.

Base step: first fuzzy rule-
-base by translating. whole
output domain

Effective
rule-base
A
Recursively realized the End
prominent distinct points in the
-output domain
Y
Construct: output-context
fuzzy system

Fig. 6. Flowchart of the RCFS

The output model of sth domain of the RCFS is defined for the sth rule (or sth output-context)

based on the Mamdani type fuzzy systems and it uses the center of averaging method [13-14, 32].

0= A;(ZS)»P ----- n ()% redomain s
A;:(Zs,?..,p ..... n (*)1xedomain s

®

where ¢t/(®) is the center of the sth consequent part of the output-context (C ¢()) and
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A:'.(Zs.?..,p.....n(x) = Maoman [(17F (%)) = [[[=a (1" (%)) (10)

The input cluster is adapted to cover all input data associated with the sth output-context.

Therefore (10) can be represented as

A;'.(Z;?--.P,...,n(x)lxedomain s = 1 an

Consequently, the output model of equation (9) can be re-written as

0= A;',(Zs,?..,p,..,,n (x) X ¢*)| redomatn s (12)

Therefore, accuracy of the model output depends on the tuning process of the output domain, C**)
that is depicted in (12). Hence, if proper tuning points (distinct points) are found in the output domain,
then a balanced partition of the output domain is realized with an effective rule-base having

reasonable accuracy.

5.2 Base step: knowledge of the whole output domain

The RCFS begins with first fuzzy rule by translating the knowledge of the global domain, the
formation of the first consequent part (when t=1, s =I) of the output-context, C*="(*=1) which can be

described as

c*=H6=D = d; and =MD = Ggiopa (13)
where d; is the output of 1* training data and oypa; is the spread of the output domain for initial
fuzzy rule. Both dy and ggope Of the Gaussian function embedded in c1(), Again, the first

antecedent part associated with the pth input variable can be written as Eq. (14):

A:J‘(l) (x) |xedomain s=1 = ndomain s=1 (utl(l) (xp )) (14)

Remark I: The RCFS is a self-organizing method. Similarity measure (SM) of two consecutive
Gaussian-shaped fuzzy levels has been described in [31]. SM — 1 shows the more similarities and
SM — 0 shows the more dissimilarities between the two consecutive Gaussian-shaped fuzzy levels
[31]. A similarity threshold (B) is considered to identify the best matched output-context with the
presented value. If the similarity measure between the output-context and presented value exceeds the
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threshold value (i.e. SM > B) then a prominent distinction is observed and the RCFS forms a new
distinct output-context. Conversely, if the similarity measure between the output-context and
presented value not exceed the threshold value (SM < B) then RCFS finds the best matched output-
context denoted as C%G") wheres* = argmaxgy <g SM(d,, C"(‘)). Therefore, the best matched

output-context structure is being able to give a satisfactory description of the presented value,

Merging process is then applied to the presented value and best matched output-context.

The step-by-step process for base step is referred to as Algorithm 1. In base step, the goal is to
realize a single fuzzy rule by translating the whole output domain in self-organizing way. Therefore, a
prominent distinction is undesirable for base step (Algorithm 1) and hence SM » B is required to

continue the self-organizing process that depicts in step 5.

Algorithm 1: Base step
OUTPUT: Base value Ogtobar that covers whole output domain.
REQUIRES: Minimum Ogloba Value is arbitrarily taken.
1. INITIALIZE the first consequent part , C(1) using (13).
2. FOR each training data [x, d);
3. Define u for new incoming d; using (7).
4. Similarity measure (SM) between new data (step 3) and existing consequent part (s).

5. IF SM < 8 then CONTINUE with step 2. ELSE continue from the beginning (step 1) by
increasing Oglobal -

6. Base value: Final 6,55, is taken as base value for the initial fuzzy rule.

5.3 Recursive construction of the output-context fuzzy system

RCFS begins with an initial rule and Tgiobar is the width of the output domain in the first rule that
covers whole output domain. After that, evolving process starts by decreasing the Oglobal at a constant

rate Ggyo1e and therefore adding more fuzzy rules and terms. The constant width 6,y is taken
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arbitrary such that the creation of the output partitions slowly increases. Consequently, this evolving

process adds more fuzzy rules and terms in order to find the optimum accuracy at a rational partition
of the output-context.
At evolving stage t=2, formation of the first output-context (C%M) where more than one rule

generation (s > 1) is considered

¢*W = d; and 0% = o'i%u‘t = a.i%lit = Ocvolve (15)
Recall that, Geporpe is taken arbitrary such that the creation of the output partitions slowly

increases.

By assuming that there is an existing output-context and the RCFS then proceeds with computing
the similarities between the presented value and existing output-context structures. The similarity

match (see Remark I) between the output d; of the ith training data [x,d]; and an existing output-

context (C*) is given as
SM(d;, Ct.(s)) = #t.(s) (c"(‘),o‘-(‘); d;) (16)
If SM > B, then a prominent distinction is observed and RCFS forms a new distinct output-context

at evolving stage, t.
ct4s+D = d; and g%C*D) = of;, = Ol — Oevolve (17)
Similarity measure for self-organizing system describes in Remark 1. Merging process is done
only for the sigma (width) between two consecutive membership functions as [32]. Assuming that
[ay, b1.c1] € C exist and [ay, by, c;] € C™*¥, where Ce¥ist and C™¥ are two fuzzy level for training
data [x, d];, respectively. The points [a;, by, c;] and [az, by, c;] denote the left support, right support,
t.(

and center, respectively. Therefore, the average width oa,,;) between the best matched output-context

structure and the present data d; can be written as Eq. (17):

1 .
oul) = 57 (max(by, bz) — min(ay, a2)} (18)
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Recursive construction of the output-context fuzzy system depict in Algorithm 2. Balanced

number of rules (BNR) index is introduced to terminate the recursion and it will be discussed in

Remark 2.

Algorithm 2: Recursion procedure

OUTPUT: Prominent distinction points in the output domain which depicts the center of the

consequent part of the fuzzy system and its corresponding input cluster.

REQUIRES: Base step (Algorithm 1) to find the base value, Ggiopai - Geyolve » @ COnstant width

which taken arbitrarily, ensures the rule number slowly increases.
INITIALIZE: single fuzzy rule by translating the whole output domain using (13) and (14).
Initialize o7 = 0yope and BNR=0.
FUNCTION RCFS(af,;, , Ct*))
1.WHILE recursive termination not occur as BNR » 1
2.FOR each training data [x, d];
3. Define u for new incoming d; using (7).
4. Similarity measure (SM) between new data (step 3) and existing consequent
part(s) using (16).

5.1F SM > B, THEN a prominent distinction is observed as an.

ELSE SM <f THEN merge and adapt using (18) for both consequent and

antecedent part.
6. Update for the next stage. o, = a7} — Guyorve » €Xisting consequent

- 2
part(s) C*) and BNR, = {Re—tRe-t).
t

7. FUNCTION RCFS(af,;, , Ct().
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8. IF step 1 not true, RETURN distinct points (C*)) and 475 ().

Remark 2: In Algorithm 2, a recursion index called balanced number of rules (BNR) index is used
for the termination criteria. As the evolving stage proceeds, the width of the output-context (or gy, )
becomes small. At a specific evolving stage, the width of the output-context becomes so small and

hence unbalanced that it cannot represent the data properly. Therefore, it leads a fuzzy system with a

large number of rules and causes the over-fitting (i.e. fit very close data because of the small width of
output structure).

Balanced number of rules (BNR) index is used to handle the situation from the unbalance
partitions or over-fitting that clarifies in Remark 2. BNR, is a straightforward index to recognize the
unbalance situation in the recursive process at ¢ evolving stage and terminate the algorithm from

further evolving.

- 2
BNR, = {rret (19)

where NR, and NR;_; are the number of rules at ¢ and (t — 1) evolving stage, respectively. The
characteristic of the BNR index as follows:

1) According to (15),BNR€ [0,1]is showed the balanced partition in the output domain.
Characteristics equation for BNR as follows:

=0 balanced partition 0)

BNR, = { >1 unbalanced partition

The estimation of BNR is fully online, not predefined threshold, approximate from the current and

previous evolving stage. At initialization, assume that BNR,=; = 0 imply as a base value.
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2) If BNR, holds the first criteria from (16), then evolving process will proceed and the RCFS
proceeds to the rational partition in order to obtain optimum accuracy. At a specific evolving stage,
BNR index becomes greater than 1 and hence it holds the second criteria from (20). Index BNR, > 1

means that further evolving process will cause the unbalanced/over-fitting to the model and it is right

time to terminate.

Therefore, we will get a fuzzy system with an effective rule-base. Thus, this Global learning by
BNR index find the effective rule-base fuzzy system with lowest approximation error and hence

reasonable accuracy for testing data. Standard root mean square error (RMSE) of tth evolving process

is given as:

Ee = (R4 (00x) — des,)? @n

where N is the number of training data and, 0(x) and des; are the model output and desired output of

the ith training data.

If BNR,>1 is found at evolving stage j, then termination criteria is fulfilled for the RCFS

algorithm. Therefore, an effective rule-base is found at evolving stage e as (6) where minimum error

is found.

e={L2 ..., j}and E, = min(Ey,E; ..., E,,.. E) (22)

5.4 Characteristics of the RCFS

The main aspects of the RCFS are as follows:

1. The RCFS automatically observes the prominent distinction point on the output domain.

2. The evolving process is terminated depending on the BNR index which is fully online, does not

follow a predefined threshold, and is approximated from the current and previous evolving stages.

3. The RCFS uses number of rules (which means number of distinct points/output-contexts) for

termination. Nevertheless, the realization of the effective rule base uses both feature (input) and
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output space since it consider minimum error using (21) and (22). Hence, more accurate

representation of data can be achieved in the effective rule base.

6. Thermographic diagnostic of electrical components

Automatic feature extraction for thermographic diagnosis of electrical components has been
discussed in Section 4 and its actual output data AT depicted in Fig. 6. Seven attributes exists in this
datasets including six input feature and its corresponding output AT. At first, all datasets are used to
realize the effective rule base as described in Algorithm 2 (Section 5.3). After that, 10-fold cross

validation is used to train and test the data.

In this paper, similarity threshold (B) represents the similarity between two consecutive fuzzy

levels, and @ > 0 is the minimum membership value that strongly covers the UoD [13]. In the

following example, the threshold f = 0.8 means that 1 — 0.8 = 0.2. Hence, a distinct fuzzy level is
formed when the similarity among consecutive fuzzy levels is less than 20%. Furthermore, @ = 0.5 is
considered to strongly cover the UoD [13] and to keep the average semantic meaning in the RCFS
model. The evolving constant Ggyome i taken arbitrarily to ensure that the rule number slowly
increases.

30 4

25 -

20 A

10 1

Output, AT

0 35 70 105 140 175 210 245
No. of data

Fig. 6. Actual output data, AT(°C) for thermographic diagnostic of electrical components.

The RCFS begins with first fuzzy rule by translating the knowledge of the global domain and
Ogtobal = 7.5 is found from Algorithm 1 (Section 5.2) as base value for the initial fuzzy rule. The

RCFS evolves the output-contexts (or rules) as Algorithm 2 (Section 5.3), and Geyorwe = 0.5 is taken
21




arbitrarily to slowly increase the formation of the fuzzy rules which depicts in Table 2. The
termination point BNR > 1 is found at the evolving stage, where Ofnie = 2.5. Therefore, an effective
rule base is found at the evolving stage with a minimum error. Hence, in Table 2, the RCFS finds the
effective rule base for thermographic diagnostic of electrical components when af,;, = 6.5 and the
number of fuzzy rules are two. Fig. 7 depicts the consequent parts which are realized by the self-
organizing way and distinct points show the semantic interpretability. Distinct points for
thermographic diagnostic of electrical components show AT values which is used as the decision
making parameter about the condition of overheated component. Therefore, Evolving process

recursively construct the fuzzy system (Table 2) and finally realize an effective rule base with two

distinct points (Fig. 7).

Table 2: Evolving process of the RCFS to obtain an effective rule base for thermographic

diagnostic of electrical components

1.5 1 18.3974 0 45 2 4.3824 0
7.0 2 4.4896 0.5 4.0 2 43824 0
65 | 2 4.3824, minimum | 0 35 2 43824 0
6.0 2 4.3824 0 3.0 2 4.3824 0
5.5 2 4.3824 0 25 | 4 3.2737 1.0, termination
5.0 2 4.3824 0
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Fig. 7. Two distinct points AT(°C) = {23.8,7.1} as the center of consequent parts shows the

semantic interpretability.

The main feature of the RCFS is to realize the prominent distinct points (i.e. AT points) in the
output domain and consequent parts are formed by considering the distinction points as center
(Section 5.1 and Fig. 7). Therefore, two prominent distinct points AT(°C) = {7.1,23.8} are realized
by the RCFS. However, the condition of overheated component (i.e. AT) might be required the
distinction point(s) lower than 7.1 since it is expected to ensure the highly predictive automated

system. This highly predictive method will enhance the acute diagnostic of electrical equipment.

Therefore, further recursion of Algorithm 2 might be required.

Table 3: Further recursion of Algorithm 2 to obtain an effective rule base

Olnte no. of rules Training error in RMSE BNR
2 4 . 29472, minimum 0
1.5 4 3.2241 0
1 9 2.9671 2.77, terminate
1.5 15 3.1304 24
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Fig. 8, Further recursion and o, = 2. Four distinct puints AT(°C) = {23.8,7.1,0.3, 16.6} as the

center of consequent parts shows the semantic interpretability.

Further recursion of Algorithm 2 evolves the output-contexts and hence increases the fuzzy rules

which depicts in Table 3. The termination point BNR > 1 is found at the evolving stage,

where o'isu't

1. Therefore, another effective rule base is found at the evolving stage with a minimum error. Hence,

in Table 3, the RCFS finds the effective rule base with four distinct points (Fig. 8) for thermographic

diagnostic of electrical components when of,;, = 2.

We get o, = {6.5, 2} to realize the effective rule base and now ready for performance analysis in

terms error and number of rules. Table 4 shows the performance analysis in RMSE for thermographic
diagnostic of electrical components. Recall that, 10-fold cross validation is used to train and test the

data.

Table 4: Performance analysis in RMSE for thermographic diagnostic of electrical components

Rule base No. of rules Training error Testing error
Effective rule base, o, = 6.5 2 439 6.72
Effective rule base considering 4 3.02 5.97
further recursion, af,, = 2
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Since prominent distinction points for AT are realized by the RCFS, we might get classification of
conditions of electrical components depicts in Table 5, 6 and 7. Limit of the conditions depicts in Fig.
7 and Fig. 8. In Table 5 and Table 6, The RCFS realizes two recommended class namely defect and
no defect. Furthermore, three recommended class can be realized by the RCFS (Table 7) namely
defect, waming and o defect. These classifications of  conditions  for
AT, therefore, an intelligent condition monitoring and an automatic defect analyzing system which
improves the defect detection technique of electrical equipment abnormalities. Therefore, this expert
system for thermographic diagnosis incorporate the automatic feature extraction (Section 4), classify

the condition of hotspots according to the priority level of repairing and comments for further actions.

Classification accuracy for test data reduces (Table 5 and 6) but testing error in RMSE decreases
(Table 4) while considering further recursion. Again, in Table 6 and 7, classification accuracy
decreases if classification of conditions increases. We analyze the reason behind these two matters as

follows: datasets are highly noisy data (ill-defined input space) and Fig. 6 shows the variations on

output data, AT. Hence, accuracy decreases when classification of conditions are applied to the

datasets. Another reason is further recursion (ofy, = 2 and rule = 4) after first termination and this

shows the effectiveness of BNR index. Remark 2 and Eq. 20 discusses about the overfitting state
means that this situation can not represent the input data properly. We may compare the proposed
RCFS with well known classifier MLP in terms of accuracy that depicts in Table 8 (MLP is used
because of its availability in MatLab although its uses multilayered algorithm). The purpose of the

comparison in Table 8, however, shows the reasonable accuracy that is achieved by the RCFS.

Table 5: Classification of conditions of electrical components realized by the RCFS when number

of rules are 2 and gf,;, = 6.5

Class AT(°C) Recommended actions Classification
accuracy on

test data (%)
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Defect AT > 153 Major discrepancy; repair immediately

Priority 1 92
No defect AT <15.3 Minor overheating; warrants investigation

Priority 2

Table 6: Classification of conditions of electrical components realized by the RCFS when number

of rules are 4 and of,;, = 2

-

Class AT(°C) Recommended actions Classification
accuracy on
test data (%)

Defect AT > 12.8 | Major discrepancy; repair immediately

Priority 1
No defect AT <38 Minor overheating; warrants investigation 84
Priority 2

Table 7: Classification of conditions of electrical components realized by the RCFS when number

of rules are 4 and of,;, = 2

Class AT(°C) Recommended actions Classification
accuracy on
test data (%)

Defect AT > 128 Major discrepancy; repair immediately

Priority 1
Warning 3.8 <AT < 12.8 | Probable deficiency; repair as time permits

Priority 2 80
No defect AT <38 Minor overheating; warrants investigation

Priority 3

26




Table 8. Comparison of the classification accuracy on test data between MLP network and the

proposed RCFS
Class Classifier Accuracy (%)
Defect and No defect. MLP with LM 73.26
Conditions of AT from Table 6 Proposed RCFS 84.00
Normal, warning and critical. MLP with LM 64.35
Conditions of AT from Table 7 Proposed RCFS 80.00

7. Conclusion

In this study, early detection of hotspots and thermal condition monitoring based thermographic
fault diagnosis of components is proposed for maintaining reliable and uninterrupted operation of
power system which allows predictive and preventive diagnosis before the major failure occurs. Six
intensity features (i.e. maximum, minimum, mean, median, standard deviation and variance) were
extracted from each hotspot. Then, the extracted features fed to the RCFS. The RCFS automatically
realizes the conditions of components which formulate the abnormalities of electrical components into
classes like normal, warning and critical. The RCFS is an output-context fuzzy system and recursively
construct the fuzzy system by realizing the prominent distinction in the output domain (AT). The
termination of the recursive algorithm is fully online, not depend on threshold and this termination
find an effective rule base for the datasets. Therefore, well representation of the datasets can be

achieved by the effective rule base. Hence, effective rule base is the balanced fuzzy model of the

diagnostic system since it avoids the over-fitting condition.

The characteristics of the expert system (including automatic feature extraction and the RCFS) are
described in this paper and evaluated with the datasets of the thermographic diagnostic of electrical
components. The evaluation intelligently realizes the limits of the AT (i.e. conditions of components)
which are acceptable in the sense and therefore, an automatic defect analyzing system which improves
the defect detection technique of electrical equipment abnormalities. Furthermore, the proposed expert

system realizes less number of fuzzy rules or distinct AT with reasonable accuracy, hence shows the

27




significance of the expert system. For feature work, more efficient image processing method and

classifiers will be employed to acquire better performance of the intelligent system.
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Abstract—This paper presents a fuzzy grayscale enhancement
technique for low contrast image. The degradation of the low
contrast image is mainly caused by the inadequate lighting
during image capturing and thus eventually resulted in
nonuniform illumination in the image. Most of the developed
contrast enhancement techniques improved image quality
without considering the nonuniform lighting in the image. The
fuzzy grayscale image enhancement technique is proposed by
maximizing fuzzy measures contained in the image. The
membership function is then modified to enhance the image by
using power-law transformation and saturation operator. The
qualitative and quantitative performances of the proposed
method are compared with the other methods. The proposed
method produced better quality enhanced image and required
minimum processing time than the other methods.

Keywords-nonuniform  illumination; fuzzy; grayscale;
enhancement; overexposed image; underexposed image

L. INTRODUCTION

Good contrast images with preserving details are required
for many important areas namely machine vision, remote
sensing, dynamic and traffic scene analysis, biomedical
image analysis and autonomous navigation. However most
of the recorded images suffer from poor contrast which is
due to the inadequate lighting during image acquiring, wrong
setting of aperture size and shutter speed as well as nonlinear
image intensities mapping.

Difficulties in controlling the lighting conditions during
image acquisition process have resulted in variability in
image illumination. The captured images turn out to be low
contrast and contained underexposed and overexposed
regions.

Thus, image enhancement has been employed to increase
the quality of the image. Image enhancement is a
fundamental task applied in image processing to improve
interpretability and appearance of the image. It provides
better input image for further image processing task.

Image enhancement can be clustered into two groups
namely frequency domain and spatial domain methods. In
the frequency domain method, the enhancement is conducted
by modifying the frequency transform of the image.
Meanwhile in the latter method, image pixels are directly
modified to enhance the image. However, computing the
enhancement in frequency domain is time consuming
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process even with fast transformation technique thus made it
unsuitable for real time application [1].

Numerous contrast enhancement techniques normalized
the image intensities and often fail to produce satisfactory
results for a broad range of non-uniform illumination image.
The image is characterized by the fact that the amplitudes of
their histogram components are very high at one or several
locations on the grayscale, while they are very small, but not
zero, in the rest of the grayscale. This makes it difficult to
increase the image contrast by simply stretching its
histogram. The high amplitude of the histogram components
also often prevents the use of the histogram equalization
(HE) techniques. Most of the HE techniques could cause a
washed-out effect on the appearance of the enhanced image
and/or amplify existing noises [2].

In addition, due to the poor and low contrast nature of the
acquired image, vagueness and ambiguity are introduced and
have led to the increment of uncertainty in the image
information. This vagueness in the image appears in the form
of imprecise boundaries and intensities during image
digitization.

Therefore, fuzzy sets theory [3] has been proposed as a
problem solving tool between the precision of classical
mathematics and the inherent imprecision of the real world.
The imprecision possessed by the acquired image can be
perceived qualitatively by human reasoning. However, there
is no specific quantification to describe the imprecision and
thus machine may not understand them. Realizing this
limitation to a great extent, fuzzy logic tools empower a
machine to mimic human reasoning.

In the image enhancement field, the fuzzy set theory has
been widely utilized by other researchers [1, 4-17]. Pixel
property such as gray tone intensity is modeled into a fuzzy
set using a membership function. The image is considered as
an array of fuzzy singletons having a membership value that
denotes the degree of belonging to specific property.

The conventional method of fuzzy enhancement is
conducted by using contrast intensification (INT) operator
[3). In this method, dynamic range of image is possible to be
obtained since the INT operator will increase and decrease
the membership degree above and below threshold valye
respectively. However, the INT is solely depended on the
membership function and it needs to be applied continuously
on the image to attain desired enhancement.
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This limitation is then improved by [7] using new
intensification operator (NINT) which utilized sigmoid
function. The NINT does not change uniformly because the
membership function is marginally changing, thus
computational time can be reduced as compared to the INT.

The other enhancement approach is conducted using
fuzzy rule-based technique [18-20] which human intuition is
incorporated to make soft decisions on each condition. This
method suffers from high computational time and thus made
it difficult to automatically generate fuzzy rules. In addition,
prior threshold selection needs to be done for each condition
and therefore made choosing the optimum threshold could be
challenging.

Image enhancement is also done by measuring
information contained in the image [11, 13, 21, 22]. The
membership function is chosen based on the measured
quantity such as image entropy or index of fuzziness. An
optimum quantitative measure has to be determined in order
to achieve best enhancement quality.

In addition, attempts have been made to enhance the
image locally [6, 12, 23]. In this technique, local contrast in
small regions is enhanced while at the same time preventing
an increase in global contrast. Fine edges which are
neglected in global enhancement are enhanced and clarity of
the enhanced image is improved. However, noises and
artifacts might also be enhanced during the enhancement
process.

In this paper, a new contrast enhancement technique has
been proposed by minimizing fuzziness in the image without
requiring complex procedure and long computational time.

Il. THE PROPOSED TECHNIQUE

The original image of size M x N has intensity levels m;;
in the range of [0 L-1] can be considered as a collection of
fuzzy singletons in the fuzzy set notation.

1=U{/l(mi,j)}={ﬂi,j /"'i,/} 1)
i=12,.,M;j=12,...N
where u(m;y) or u,/m;; represents the membership or grade

of belonging u;; of my; being the grayscale intensity at the
(ij) th pixel.

A. Fuzzy Measures

Let / be a set with randomly gray level values {m;; at (i,j)
th pixel} and {pop;, p.....pL1} are respective probabilities of
gray level values. The fuzzification of set / induced two
kinds of uncertainties. The first part of uncertainties induced
by the random nature of the image given by:

H= —zﬁspk log(p;) 2
k=0

Meanwhile second uncertainty arises from the fuzziness of
the fuzzy set related to the ordinary set given by:

J == log(u)—(1-p ) log(1- 4 ) G)
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Therefore, the total entropy, E is expressed by:
E=H+J C))

The index of fuzziness (IOF) is calculated using equation
(5) as follow:

2 M-IN-l |
IOF =W Eo Eomm{p,.j,(l—]’;,j)} ®)
where
NE: (
p,.,=srm[;x(1—’;—m':3)] ©

B. Membership Function Calculation

The shape of S-function is commonly used for the
representation of the degree of brightness or whiteness of
pixels in the grey levels images. The S-function was
originally introduced by [2] and the definition of more
flexible S-function was proposed by [23]. The flexible S-
function has been adapted in this study to fuzzify the original
image. '

— 0 form<a
m—~a
m fara<me
#m)=< 2 )
(m9” forb<m<c
(c-b)(c-a)
L 1 Jormzc

where m is the intensity of the image and a, b and c are
parameters that determined the shape of the S-function. The
parameters a, b and ¢ are specified to ensure the membership
function maximizes the information contained in the image.
It is done by incorporating two fuzzy measures namely fuzzy
entropy and index of fuzziness.

Therefore parameters a, b and c are given by equations
(8) to (10).

a=0Ey,, 3
b= BlIOF ey — Eqn] ©)
€= POF gy (10)

where @ , f and y are the membership factors that are

chosen to obtain optimum S-membership function if
fuzzified image. IOF,., and E,, are maximum index of
fuzziness and maximum entropy respectively.

The calculated membership function transformed the
image intensity levels from the spatial domain to fuzzy
domain. The original image has been transformed and most
of the regions in the image contained mixed region of
overexposed and underexposed regions. Therefore, a
parameter called ‘exposure’ is introduced to denote
percentage of the image gray levels is underexposed and

i
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Therefore, further recursion of Algorithm 2 might be required.
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The main feature of the RCES is to realize the prominent distinct points (i.e. AT points) in the
output domain and consequent parts are formed by considering the distinction points as center
(Section 5.1 and Fig. 7). Therefore, two prominent distinct points AT(°C) = {7.1,23.8} are realized
by the RCFS. However, the condition of overheated component (i.e. AT) might be required the
distinction point(s) lower than 7.1 since it is expected to ensure the highly predictive automated

system. This highly predictive method will enhance the acute diagnostic of electrical equipment.

Table 3: Further recursion of Algorithm 2 to obtain an effective rule base

Ofnie no. of rules Training error in RMSE BNR
2 4 2.9472, minimum 0
1.5 4 3.2241 0
1 9 2.9671 2.77, terminate
1.5 15 3.1304 24
23
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Fig. 8. Further recursion and i = 2. Four distinct points AT(°C) — {23.8,7.1,0.3, 16.6} as the

center of consequent parts shows the semantic interpretability.

Further recursion of Algorithm 2 evolves the output-contexts and hence increases the fuzzy rules
which depicts in Table 3. The termination point BNR > 1 is found at the evolving stage, where o, =
1. Therefore, another effective rule base is found at the evolving stage with a minimum error. Hence,

in Table 3, the RCFS finds the effective rule base with four distinct points (Fig. 8) for thermographic

diagnostic of electrical components when Oty = 2.

We get a5, = (6.5,2} to realize the effective rule base and now ready for performance analysis in

terms error and number of rules. Table 4 shows the performance analysis in RMSE for thermographic

diagnostic of electrical components. Recall that, 10-fold cross validation is used to train and test the

data.

Table 4: Performance analysis in RMSE for thermographic diagnostic of electrical components

Rule base No. of rules Training error Testing error
Effective rule base, o, = 6.5 2 439 6.72
Effective rule base considering 4 3.02 5.97
further recursion, gf,, = 2
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Since prominent distinction points for AT are realized by the RCFS, we might get classification of
conditions of electrical components depicts in Table 5,6 and 7. Limit of the conditions depicts in Fig.
7 and Fig. 8. In Table 5 and Table 6, The RCFS realizes two recommended class namely defect and
no defect. Furthermore, three recommended class can be realized by the RCFS (Table 7) namely
defect, waming and no  defect.  These classifications of  conditions  for
AT, therefore, an intelligent condition monitoring and an automatic defect analyzing system which
improves the defect detection technique of electrical equipment abnormalities. Therefore, this expert
n 4), classify

system for thermographic diagnosis incorporate the automatic feature extraction (Sectio

the condition of hotspots according to the priority level of repairing and comments for further actions.

Classification accuracy for test data reduces (Table 5 and 6) but testing error in RMSE decreases

(Table 4) while considering further recursion. Again, in Table 6 and 7, classification accuracy

decreases if classification of conditions increases. We analyze the reason behind these two matters as

follows: datasets are highly noisy data (ill-defined input space) and Fig. 6 shows the variations on
output data, AT. Hence, accuracy decreases when classification of conditions are applied to the
datasets. Another reason is further recursion (0, = 2 and rule = 4) after first termination and this
shows the effectiveness of BNR index. Remark 2 and Eq. 20 discusses about the overfitting state
means that this situation can not represent the input data properly. We may compare the proposed
RCFS with well known classifier MLP in terms of accuracy that depicts in Table 8 (MLP is used
because of its availability in MatLab although its uses multilayered algorithm). The purpose of the

comparison in Table 8, however, shows the reasonable accuracy that is achieved by the RCFS.

Table 5: Classification of conditions of electrical components realized by the RCFS when number

of rules are 2 and 0}, = 6.5

Class AT(°C) Recommended actions Classification
accuracy on

test data (%)
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Defect AT > 15.3 Major discrepancy; repair immediately

Priority 1 92
No defect AT <15.3 Minor overheating; warrants investigation

Priority 2

Table 6: Classification of conditions of electrical components realized by the RCFS when number

ofrules are 4 and o, = 2

Class AT(°C) Recommended actions Classification
accuracy on
test data (%)

Defect AT >12.8 | Major discrepancy; repair immediately

Priority 1
No defect AT <38 Minor overheating; warrants investigation 84
Priority 2

Table 7: Classification of conditions of electrical components realized by the RCFS when number

of rules are 4 and o, = 2

Class

AT(°C)

Recommended actions Classification
accuracy on
test data (%)

Defect AT > 128 Major discrepancy; repair immediately
Priority 1
Warning 3.8 <AT < 12.8 | Probable deficiency; repair as time permits
. . 80
Priority 2
No defect AT <3.8 Minor overheating; warrants investigation
Priority 3
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Table 8. Comparison of the classification accuracy on test data between MLP network and the

proposed RCFS
Class Classifier Accuracy (%)
Defect and No defect. MLP with LM 73.26
Conditions of AT from Table 6 Proposed RCFS 84.00
Normal, warning and critical. MLP with LM 64.35
Conditions of AT from Table 7 Proposed RCFS 30.00

7. Conclusion

In this study, early detection of hotspots and thermal condition monitoring based thermographic
fault diagnosis of components is proposed for maintaining reliable and uninterrupted operation of
power system which allows predictive and preventive diagnosis before the major failure occurs. Six
intensity features (i.e. maximum, minimum, mean, median, standard deviation and variance) were
extracted from each hotspot. Then, the extracted features fed to the RCFS. The RCFS automatically
realizes the conditions of components which formulate the abnormalities of electrical components into
classes like normal, warning and critical. The RCFS is an output-context fuzzy system and recursively
construct the fuzzy system by realizing the prominent distinction in the output domain (AT). The
termination of the recursive algorithm is fully online, not depend on threshold and this termination
find an effective rule base for the datasets. Therefore, well representation of the datasets can be

achieved by the effective rule base. Hence, effective rule base is the balanced fuzzy model of the

diagnostic system since it avoids the over-fitting condition.

The characteristics of the expert system (including automatic feature extraction and the RCFS) are
described in this paper and evaluated with the datasets of the thermographic diagnostic of electrical
components. The evaluation intelligently realizes the limits of the AT (i.e. conditions of components)
which are acceptable in the sense and therefore, an automatic defect analyzing system which improves
the defect detection technique of electrical equipment abnormalities. Furthermore, the proposed expert

system realizes less number of fuzzy rules or distinct AT with reasonable accuracy, hence shows the
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significance of the expert system. For feature work, more efficient image processing method and

classifiers will be employed to acquire better performance of the intelligent system.
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overexposed. The exposure denotes an amount of intensity
exposition is given by [1]:

an

where L is number of gray levels of the image meanwhile
p(m) and m are histogram and gray level values of the image
respectively. The exposure is normalized in the range of [0
1]. If the value of exposure is less than 0.5, it denotes that the
image contains more underexposed region than overexposed
region.

nghe threshold is determined to divide the image into two
parts. The threshold is given by equation (12)

(12)

where T and @ are threshold and exposure operator
respectively. The exposure operator, @ is defined to obtain
optimum threshold for enhancement. The threshold, T which
is in the range [0 L-I] divides the gray levels into two
regions which are [0, 7-1] for underexposed region and [T,
L-1] for overexposed region.

The membership function (i.e fuzzified image) is then
modified to further enhance the fuzzified image.

T= OL(1-Exposure)

B Jau(m) Sor um)<T (13)
Heb ™ lum)P for pm) 2T

where 1 is the enhancement factor that is used to enhance the
image.

It is known that the gray levels of the image are heap
near the maximum gray level and minimum gray level for
overexposed and underexposed regions respectively. A
power-law transformation operator is defined for the
improvement of the overexposed region of the image. The
intensities of the membership function in overexposed regio.n
are improved by modifying their membership function in this
region.

glMeanwhile. the underexposed regions have the exposure
values less than 0.5 and thus only need a gradual amount of
saturation enhancement. The membership function is
modified using saturation operator of square root as given by
equation (13). Modification of saturation restores the
pleasing nature for such images.

III. DATA ANALYSIS

The proposed method has been implemented on Intel
Core 2 CPU 2GHz using Matlab R2010b. 100 standard
images (size: 400x264) obtained from California Institute of
Technology database which consist of underexposed and
overexposed regions are considered as test images.

n3

The enhanced image is analyzed in terms of its output
quality and quantitative analysis such as index of fuzziness
(IOF), image contrast (C) peak signal to noise ratio (PSNR)
and processing time.

In addition, the performance of the proposed algorithm is
compared qualitatively and quantitatively with other state of
the art methods namely conventional approach of NINT [3],
application of fuzzy IF-THEN rules (fuzzy rule-based) [17],
fuzzy quantitative measure [10] and fuzzy local enhancement
[5] are widely used in image enhancement. The techniques in
those literatures are selected since they involved in
enhancing image contrast in fuzzy domain. Each of method
has been discussed in Introduction part.

For the subjective evaluation in terms of the image
quality, the enhanced image is expected to be brighter than
the original image without overenhancing overexposed
region and/or underenhancing underexposed region.

Furthermore, the applied enhancement method should
minimize the uncertainty in image information. Thus, JOF is
employed to measure the degree of fuzziness (ie
uncertainty) in the image. A smaller JOF indicates a better
performance of image enhancement. In addition, the method
should not significantly amplify the noise level and thus a
high value of PSNR is required. Furthermore, the enhanced
image must obtain optimum image contrast (C) to
distinguish between the object and the background. The
contrast for enhanced image ought to be close to the contrast
of the original image to attain good image quality. The PSNR
and C are calculated using equations (14) to (15)
respectively. The JOF is calculated using equation (5).

PSNR =10log,o (L —1)*/ MSE (14)
L1 2
m=0
where
MN
> z(/‘ll,j "”’l./)2
MSE === (16)

M*N

IV. RESULT AND DISCUSSIONS

The enhanced images produced by the proposed and
other methods are presented in Figures 1 to 4. For the
subjective qualitative analysis of processed image
appearance, the test images namely ‘Man 1°, ‘Woman’,
‘Man 2’and ‘Man 3’ are shown in these figures. The original
images have poor brightness in the underexposed regions
and brightness is higher in the overexposed regions.

The NINT (Figures 1(c), 2(c), 3(c) and 4(c)) and fuzzy
quantitative measure (Figures 1(d), 2(d), 3(d) and 4(d))
underenhanced the original image and thus resulted in darker
image as compared to the original image. The processed
images by both methods tend to underenhanced the region at
the center of the image. This is because the both methods
processed the whole image without taking into consideration




the information (i.e exposure) contained in the image.
Therefore it has led to the uneven and unnatural enhanced
image

e

(c) IOF = 0,643, C=90.351,
PSNR= 12.33
==

(d) IOF=0.788, C= 83.278,
3.036

(e) IOF=0.661, .595, (DIOF=0.587, C=79.790,
PSNR=19.867 PSNR=16.797
Figure 1: (a) original image (Man 1), enhanced image with (b) proposed
method (c) NINT (d) quantitative measure (e) fuzzy rule-based (f) fuzzy
local enhancement

Meanwhile the fuzzy rule-based and local fuzzy
enhancement overenhanced the original image and thus led
to the unnecessary increment in brightness around man’s or
woman’s face.

In addition, the figures depict that the fuzzy-rule based
and fuzzy local enhancement produced the overenhanced
regions mostly at the center of the images. The fuzzy local
enhancement has increased the contrast in local
neighbourhoods in the images and revealed the fine details in
the image. Furthermore, the fuzzy local enhancement able to
avoid intensity saturation as compared to the fuzzy rule-
based technique. The fuzzy rule-based technique caused the
intensities saturations near Man 1’s face and Woman’s hair
in Figures 1 () and 2(e) respectively. Thus, enhancement of
those images may contain additional noises due to the
unnecessary saturation.

The enhanced images (i.e Figures 1(b), 2(b) and 3(b))
obtained by the proposed method are more pleasant and the
brightness of the image is improved accordingly with their
respective regions. In the proposed method the intensities of
the underexposed regions are increased by saturation
operator and thus made it brighter than the original image.
Meanwhile the intensities of overexposed regions are
decreased by power-law transformation and resulted in

decrement in intensity values. Therefore dynamic range of
enhanced image is obtained and image contrast is preserved.

(d)IOF=0.521, C=96.694,
PSNR=28.286

(c) IOF=0.453, C=104.435,
PSNR=14318 _

B A "" e
(e)IOF=0.380, C=79.720, (f) IOF=0.489, C=90.563,
PSNR=19.289 PSNR=16.861

Figure 2: (a) original image (Woman), enhanced image with (b) proposed
method (c) NINT (d) quantitative measure (e) fuzzy rule-based (f) fuzzy
local enhancement

The enhanced images by proposed method are quite
similar to the enhanced images by fuzzy rule-based.
However, the fuzzy rule-based has overenhanced existing
overexposure region at the top corner of the original images
as shown in Figures 2 (e) and 3 (e). The proposed method
seems able to identify the existing overexposed region and
thus reduce the pixel value by using power-law
transformation.

The qualitative analysis presented in the Figures 1 to 4
can be supported by quantitative analysis presented in Table
1. The average analysis for 100 standard images of proposed
method, NINT, fuzzy rule-based, fuzzy quantitative analysis
and fuzzy local enhancement presented in Table 1 are
discussed. For each analysis, the best results obtained are
made bold.

Table 1 indicates that the proposed method has the best
performances in terms of smallest JOF, highest PSNR and
obtained good contrast. However, in terms of the average
execution time, NINT has the fastest processing time
because NINT is less complex and treated the whole image
as mixed region without considering overexposed and
underexposed regions.
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Figure 3: (a) original image (Man 2), enhanced image with (b) proposed
method (c) NINT (d) quantitative measure (€) fuzzy rule-based (f) fuzzy
local enhancement
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(b)IOF=0.503, C=4
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(c) IOF=0.564, C=90.541,
PSNR=8.013

(d)IOF=0.675, C=76.819,
PSNR=13.758

.n.’a’ﬁ 1 A T
(e)IOF=0.651, C=49.310, (HIOF=0.511, C=53.015,
PSNR=22.210 PSNR=16.680
Figure 4: (a) original image (Man 4), enhanced image with (b) proposed
method (c) NINT (d) quantitative measure (e) fuzzy rule-based (f) fuzzy
local enhancement

The fuzzy-rule based needs the longest time to be
executed since the decision can only be made if the previous
condition is performed. Besides that, the fuzzy local
enhancement required longer time to be executed since
enhancement process is done locally using overlapping
window over entire image.

The proposed method attained smallest /OF which
indicates that the degree of fuzziness in the enhanced images
is lowest as compared to the other enhanced images
produced by other methods. The enhanced images by
proposed method became more interpretable since the JOF
of the enhanced images is decreased from the J/OF of the
original images (i.e average value of JOF obtained from
original images = 0.461).

In addition, the proposed method achieved highest PSNR
among other methods which concludes that the proposed
method does not amplify existing noise in the original image.
Even though the NINT only requires minimum time to be
executed, it has increased the existing noises and artifacts
possessed by the original image and thus resulted in the
lowest value of PSNR.

TABLE L. QUANTITATIVE ENHANCEMENT ANALYSES FOR 100
STANDARD IMAGES (AVERAGE VALUES)
Method\Analysis Processing  IOF PSNR C
Time, t(s) (dB)
Proposed Method 0.062 0.349 22.039 71.969
NINT 0.050 0.443 13.947 88.391
Fuzzy rule-based 11.921 0.367 19.096 78.793
Fuzzy Quantitative 0.063 0.410 15417 82.654
Measure
Fuzzy Local 11.163 0.584 19.063 81.929
Enhancement

Table 1 also indicates that the image contrast of the
proposed method is the lowest and closer to the average
contrast of original images which is 55.814. The absolute
difference between the average of image contrast by
proposed method and the average of those original images
contrast is the smallest as compared to the other methods.
This is because the produced images by proposed method are
better in preserving the contrast of the original images. Thus,
it can be concluded, the enhanced image from the proposed
method is more natural and image intensities are not
saturated.

V. CONCLUSIONS

The new enhancement technique using fuzzy set theory
has been developed for grayscale non-uniform illumination
image. Findings signified that the proposed method produced
better image quality and defeated other methods in terms of
image contrast and measure of fuzziness without enhancing
existing noise in the image. The proposed algorithm only
required minimum processing time (i.e approximately 62ms)
and thus made it as suitable approach to be used in the real
time application.
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Abstract— This paper presents a fuzzy grayscale enhancement
technique for nonuniform illumination of microscopic Sprague
Dawley rat sperm image. The microscopic images extracted from
the sperm motility analysis video are low in contrast and having
nonuniform lighting. Most of the developed techniques enhanced
the microscopic image without considering nonuniform
brightness in the image. Thus, overenhanced or underenhanced
phenomena in the processed image are inevitable. The fuzzy
grayscale image enhancement technique is proposed to overcome
the aforementioned problems. The enhancement process of
sperm images is conducted according to predetermined
overexposed and underexposed regions. The proposed method
has attained optimum fuzziness measures and the quality of the
sperm image is improved. In addition, the proposed method
required minimum processing time as compared to the other
methods.

Keywords-fuzzy; enhancement; non-uniform illumination;
underexposed image; overexposed Image; grayscale

L INTRODUCTION

Male infertility cases have been largely reported in recent
years [1-6] and have led to myriad researches in diagnosis and
prognosis of these problems. The male infertility are mostly
induced by defective sperm functions which include problems
in sperm motility, membrane integrity and sperm morphology.

A study of 1085 sperm samples from infertile men
conducted by [2] found that 81% of the samples had defects in
motility while 19% had asthenozoosperma (i.e reduced in
sperm motility) without any malfunction and problem in sperm
number and morphology. The sperm motility is crucial during
fertilization and thus assessment of sperm motility should be
improved.

The sperm motility is a critical indicator of semen quality
and fertility potential, because it is required for penetration of
cervical mucus. Although there are widely used threshold
values for normal semen measurements, published by the
World Health Organization (WHO), the available norms for
sperm concentration, motility, and morphology fail to meet
rigorous clinical, technical, and statistical standards.

The analysis of sperm motility is conducted by recording a
sequence of microscopic image frames to trace sperm
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movement in a specified period of time. The sperm velocity is
then calculated to distinguish between noma‘l)e and abnor?n:x]
sperm.

Most commonly, recorded microscopic images suffered
from inadequate illumination and thus resulted in low contrast
image as well as decrement in image quality. In the past twenty
years much effort has been spent in developing the image
enhancement algorithm for application such as robot vision,
medical scanning system and video surveillance. However, the
development of the enhancement algorithm specific to
microscopy images has been neglected. Several enhancement
algorithms are often applied successfully but they fail to fully
exploit the information contained in the microscopic images. In
addition, misinterpretation of enhanced image is seldom
occurred since the information contained in the image is not
fully extracted.

Hence, various image enhancement techniques have been
proposed to improve appearance of the image. These
techniques are conducted by increasing certain features and
decreasing ambiguity between different regions of the image.

Some information might be loss during image recording,
due to the mapping from 3-dimensional moving object (i.e.
sperm) space to 2-dimensional image and thereby uncertainty
is occurred in the image. The uncertainty exists due to the
variability of gray level image since the contrast and boundary
in the image are vague in nature. In addition, human
understanding system is never crisp or precise.

Therefore, to defeat the uncertainty and vagueness
encountered in the recorded image, the fuzzy set theory has
been employed by researchers for grayscale image
enhancement [7-12). The fuzzy set theory has been widely
used as a problem solving tool between the precision of
classical mathematics and the inherent imprecision of the real
world. The imprecision possessed by the acquired image can be
perceived qualitatively by human reasoning. However, there is
no specific quantification to describe the imprecision and thus
machine may not understand them. Realizing this limitation to
a great extent, fuzzy logic tools empower a machine to mimic
human reasoning.



The most popular conventional method of fuzzy contrast
enhancement is using new intensification operator (NINT) [13]
which has been improved from the intensification (INT)
operator proposed by [14]. In this technique, a Gaussian type of
fuzzification function that contains a single fuzzifier is utilized
to enhance the image. The fuzzifier is obtained by maximizing
the fuzzy contrast. The NINT does not change uniformly
because the membership function is marginally changing, thus
computational is reduced as compared to the INT.

Despite the conventional method by NINT, fuzzy rule-
based has been utilized by [7, 11, 15-17] to enhance image
quality. In fuzzy rule-based, human intuition is incorporated to
make soft decisions on each condition. A set of conditions are
defined on image pixels for enhancement purposes and these
conditions will form the antecedent part of the IF-THEN rules.
This approach incorporated with human intuition to make soft
decisions on each condition. However, it suffers from high
computational time and it is difficult to generate fuzzy rule. In
addition, the consequent part of the rule will only be executed
if the prior rule is accomplished and thus made it difficult to be
implemented in the real time application.

In addition, image enhancement is also conducted by
measuring the quantitative information in image quality such as
entropy, index of fuzziness, and intuitionistic fuzzy [9, 18-23].
This method can avoid trial and error approach of selecting
suitable membership function for enhancement purposes.
However, this technique requires complicated optimization
procedure that might be conducted repeatedly to obtain more
pleasing image.

Apart from global enhancement, fuzzy local enhancement
algorithm is also applied in image enhancement by [8, 12, 24,
25]. An S x R neighbourhood window is selected which is
moved at each pixel location and the enhancement is performed
locally until the whole image is scanned. In this technique, fine
edges which are neglected in global enhancement are enhanced
and clarity of the enhanced image is improved. However,
noises and artifacts might also be enhanced during the
enhancement process.

Since the most acquired microscopic images possessed non-
uniform illumination, applying available aforementioned
techniques will result in overenhanced or underenhanced
regions. Up to date, only few publications address the issue of
non-uniform illumination which applied for color image
enhancement [26, 27]. Inspired from findings published in {14,
27], an automatic non-uniform illumination image
enhancement approach is proposed for grayscale microscopic
images. This paper presents the new fuzzy grayscale
enhancement technique on non-uniform illumination
microscopic images specifically used in sperm motility
analysis.

II. THEPROPOSED TECHNIQUE

The recorded video of sperm movement is extracted to
sequence of image frames, and each frame is enhanced to
improve image quality and illumination. The original image of
size M x N has intensity levels m; in the range of [0 L-1] can
be considered as a collection of fuzzy singletons in the fuzzy
set notation.

I =Ulp(m; )y ={s; ;1 my 3}

1
i=12 M;j=12,.... N 0

where .y(m,- ) or u;/m;, represents the membership or grade of
bglo?gmg #;; of m;; being the grayscale intensity at the (7j) th
pixel.

Most of the recorded microscopic images suffer from low
contrast and the images appear nonuniform in terms of their
illumination. These conditions can be seen in their histograms
which do not occupy the whole dynamic range of the image.
The histogram may occupy only in certain area in lower or
upper parts in of the total range. When the intensity distribution
is mainly accumulated in the lower part of the histogram, the
image appears darker meanwhile if the intensity distribution
accumulated in the upper part of the histogram, the image
appears brighter. In both cases the image is considered as
blurred and having nonuniform illumination. It is often
encounter in the image that the brightness is uneven. Due to
that, the bright and dark regions can exist in the image and thus
make it challenging to linearly stretch the intensity to attain
enhanced image.

In the dark region areas, which neighbourhood pixels are
close to the least of the available dynamic range is often called
as an underexposed region while the bright region areas that
occupy in the highest of the available dynamic range is known
as overexposed region. In addition there are certain areas in
the image that contain both underexposed and overexposed
regions in the same image

Therefore intensity exposure has been proposed by [27] to
categorize the image into groups of bright and dark regions.
The exposure is calculated using equation (2):

L
Zp(m)*m
m=1

L
2. p(m)
m=1

Ex, =—
posure =

@)

where L is number of gray levels of the image meanwhile p(m)
and m are histogram and intensity of the image respectively.
The exposure is normalized in the range of /0 1]. The threshold
is determined to separate the image into two groups namely
underexposed and overexposed regions.

B= aL(1-Exposure) (€))

where B and a are threshold and exposure operator
respectively. The exposure operator, @ is defined to obtain
optimum threshold for enhancement in each region. The
threshold, B which is in the range [0 L-1j divides the gray
levels into two regions which are [0, f-1] for underexposed
region and /B, L-1] for overexposed region.

In this study, the original image is fuzzified using a
modified Gaussian membership function for underexposed and
overexposed regions as given by equations (4) and )
respectively.

Underexposed region:

- (mm-m,,g-m)r]

H,(m)= form<p (4)

27




Overexposed region:

ﬂa(m)=\ex{_ (R ;@-m»r]_m\fowﬁ
h

®

where y, and g, are the membership function of underexposed

and overexposed regions respectively. Mpax s Mmin and m, are
the maximum, minimum and average intensities of the original
image respectively. f is a fuzzifier and its value is calculated

using equation given by:

L=
mz.:o[(mmax - am) - m]4 p(m)
=20 ©®
g(mmx - Um) - m]Z P(m)

where g,, is standard deviation of the original image.

The calculated membership function for underexposed and
overexposed regions (i.e in equation (4) and (5)) transformed
the original image intensity levels from the spatial domain to
fuzzy domain. In the fuzzy domain, the fuzzified image
consists of three regions namely underexposed, mixed and
overexposed regions. All gray levels below 77 is assumed to lie
in the underexposed region and all gray levels above T2 is lie in
the overexposed region. The remaining pixels lie in the mixed
region.

The membership function (i.e fuzzified image) is then
modified to further enhance the fuzzified image.

Underexposed region:
1
Henh = ?{l—-‘_?,,—'(—,,,)‘] for u(m) < Tl )
Mixed region:
Henn = H(m) for T1 <p(m)<T2 3)
Overexposed region:
1
Henh = '{———l ~ e""('")] for u(m)>712 )
where
1= g = B (10)
2= pue ~(ts + A an

From equations (7) to (11), 7 anddare enhanced factors that
are used to enhance the fuzzified image, Umar aNd Havg arC
maximum intensity of fuzzified image, and average intensity of
fuzzified image respectively. B, isa threshold of fuzzified
image calculated using similar equation as (3). The enhanced

membership function is then defuzzified to transform
back to spatial domain.

The enhanced image is analyzed qualitatively and

quantitatively and their results are compared with other state of

the arts methods namely NINT operator [14]), fuzzy rule-based
[15], fuzzy quantitative measure [9] and fuzzy local

enhancement [8].

Even though the NINT approach [14] enhanced the image

in color model, they are worth to be considered since this
method is designed to work best in the nonhomogeneous
brightness images. Hence, we select this method in literature
which improved the image brightness in nonuniform
illumination image.

Meanwhile, the fuzzy rule-based [15) and the fuzzy local

enhancement [8] are relevant to be compared with our
proposed method since both literatures dealt with enhancement
of grayscale images. The fuzzy quantitative measure [9] is also
considered as comparison with our method since this literature
optimizing information from fuzzy measures (i.e in this case,
index of fuzziness has been used) to enhance the image.

As for the quantitative analysis, the enhanced image is

analyzed in terms of index of fuzziness, (IOF), peak signal-to-
noise ratio (PSNR), image contrast (C) as well as processing
time.

The applied enhancement method in the sperm motility

analysis should minimize the uncertainty in image information.
Thus, the JOF is employed to measure the degree of fuzziness
(ie uncertainty) in the image. A smaller JOF indicates a better

rformance of image enhancement. In addition, the method
should not significantly amplify the noise level and thus a high
value of PSNR is required. Furthermore, the enhanced image
must obtain optimum value of C to distinguish between the
sperms and the background. In addition, the contrast for
enhanced image ought to be close to the contrast of the original
image to attain good image quality. The IOF, PSNR and C are
calculated using equations (12) to (14).

2 MoINL |
mF:TJN_ Eo Eomm{pu,(l—p,'j)} (12)
PSNR =10log,o(L—1)>/ MSE 13)
C-\Fi'(m—m )? p(m) a4
=z vg)’ P )
where
p,,,=sim[§x(1———f;'2)] (15)

%%(/‘u ""1.1)2

i=1 j=l
M*N

MSE = (16)

III. RESULTS AND DISCUSSION

The proposed method has been implemented on Intel Core
2 CPU 2GHz using Matlab R2010b. 100 microscopic images
of sperm movement (size: 336x320) which consist of
underexposed and overexposed regions are considered as test
images.

Figures 1 to 4 show the comparison of enhanced images
using the proposed and other methods for the 3%, 4, 5™ and 6™
microscopic sperm image frames respectively. These figures
depict that the original image frames (L.e Figures 1(a), 2(a) 3(a)
and 4 (a)) have non-uniform illumination which center of the
image is brighter meanwhile image is darker at the corner.



It is observed in these figures that the enhancement process
by other methods namely NINT, fuzzy quantitative measure,
and fuzzy local resulted in overenhanced region at the center of
the image (i.e existing overenhanced region). This is because
the other methods processed the whole image without
considering the image consists of underexposed and
overexposed regions. The illumination of enhanced images
from other methods became more uneven and unnatural.

(a) IOF =0.849, C=8.145

A SR T e

(d) IOF=0.655, PSNR=8.168,
C=34.131

s =

(f) IOF=0.704, PSNR=9.317,
C=16.502

Figure 1: (a) original image (frame 3), enhanced image with (b) proposed

method () NINT (d) fuzzy quantitative measure (e) fuzzy rule-based () fuzzy
local enhancement

(¢) IOF=0.748, PSNR=15.158,
C=23.128

The fuzzy rule based (i.e Figures 1(e), 2(¢), 3(e) and 4 (¢))
underenhanced the original image frames and thus resulted in
darker image as compared to the other methods. The intensities
of the fuzzy rule based enhanced image are saturated at the
corner of the image and the processed images are unnatural.
Thus enhancement of sperms in the image may contain
additional noises due to the unnecessary saturation. Meanwhile,
the proposed method attained more pleasant image and
visibility of the object of interest (i.e sperms) is improved than
the other aforementioned methods.

The enhanced images obtained from the fuzzy local
enhancement (i.e Figures 1(f), 2(f), 3(f) and 4 (f)) has increased

the contrast in local neighbourhood in the images and thus
revealed the fine details in the image. Furthermore, the fuzzy
local enhancement is able to prevent intensity saturation unlike
the fuzzy rule based enhancement.

(a) IOF=0.866, C=8.092

(b) IOF=0.593, PSNR=15.176,
C=9.911

~

(d) IOF=0.654, PSNR=6.880,
C=33.467

o

Ak

NR=8.447,
1
Figure 2: (a) original image (frame 4), enhanced image with (b) proposed

method (c) NINT (d) fuzzy quantitative measure (e) fuzzy rule-based (f) fuzzy
local enhancement

1]

(£) IOF=0.659, PS

(e) IOF=0.754, PSNR=15,038,
C=23.074 C=1593

The enhanced images by the proposed method are quite
similar with the enhanced images from fuzzy rule based.
However, the fuzzy rule based requires longer computational
time and produced saturated regions at the corner of the image.

The average quantitative analysis for 100 sperm images of
the proposed method, NINT, fuzzy rule-based,
quantitative analysis and local fuzzy enhancement are tabulated
in Table 1. For each analysis, the best results obtained are made
bold. In terms of the average execution time, NINT has the
fastest processing time because NINT is less complex and
treated the whole image as mixed region without considering
overexposed and underexposed regions.
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noise in the image. The proposed algorithm only required
minimum processing time (i.e less than 55ms) and thus made it
as suitable approach to be used in the real time sperm motility
analysis.
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Abstract—This paper presents a fuzzy grayscale enhancement
technique for low contrast image. The degradation of the low
contrast image is mainly caused by the inadequate lighting
during image capturing and thus eventually resulted in
nonuniform illumination in the image. Most of the developed
contrast enhancement techniques improved image quality
without considering the nonuniform lighting in the image. The
fuzzy grayscale image enhancement technique is proposed by
maximizing fuzzy measures contained in the image. The
membership function is then modified to enhance the image by
using power-law transformation and saturation operator. The
qualitative and quantitative performances of the proposed
method are compared with the other methods. The proposed
method produced better quality enhanced image and required
minimum processing time than the other methods.

Keywords-nonuniform  illumination; fuzzy; grayscale;
enhancement; overexposed image; underexposed image

L. INTRODUCTION

Good contrast images with preserving details are required
for many important areas namely machine vision, remote
sensing, dynamic and traffic scene analysis, biomedical
image analysis and autonomous navigation. However most
of the recorded images suffer from poor contrast which is
due to the inadequate lighting during image acquiring, wrong
setting of aperture size and shutter speed as well as nonlinear
image intensities mapping.

Difficulties in controlling the lighting conditions during
image acquisition process have resulted in variability in
image illumination. The captured images turn out to be low
contrast and contained underexposed and overexposed
regions.

Thus, image enhancement has been employed to incn:ease
the quality of the image. Image enhancement 1s a
fundamental task applied in image processing to impl:ove
interpretability and appearance of the image. It provides
better input image for further image processing task.

Image enhancement can be clustered into two groups
namely frequency domain and spatial domain methods. In
the frequency domain method, the enhancement is conducted
by modifying the frequency transform of the image.
Meanwhile in the latter method, image pixels are directly
modified to enhance the image. However, computing the
enhancement in frequency domain is time consuming
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process even with fast transformation technique thus made it
unsuitable for real time application [1].

Numerous contrast enhancement techniques normalized
the image intensities and often fail to produce satisfactory
results for a broad range of non-uniform illumination image.
The image is characterized by the fact that the amplitudes of
their histogram components are very high at one or several
locations on the grayscale, while they are very small, but not
zero, in the rest of the grayscale. This makes it difficult to
increase the image contrast by simply stretching its
histogram. The high amplitude of the histogram components
also often prevents the use of the histogram equalization
(HE) techniques. Most of the HE techniques could cause a
washed-out effect on the appearance of the enhanced image
and/or amplify existing noises [2].

In addition, due to the poor and low contrast nature of the
acquired image, vagueness and ambiguity are introduced and
have led to the increment of uncertainty in the image
information. This vagueness in the image appears in the form
of imprecise boundaries and intensities during image
digitization.

Therefore, fuzzy sets theory [3] has been proposed as a
problem solving tool between the precision of classical
mathematics and the inherent imprecision of the real world.
The imprecision possessed by the acquired image can be
perceived qualitatively by human reasoning. However, there
is no specific quantification to describe the imprecision and
thus machine may not understand them. Realizing this
limitation to a great extent, fuzzy logic tools empower a
machine to mimic human reasoning.

In the image enhancement field, the fuzzy set theory has
been widely utilized by other researchers [1, 4-17]. Pixel
property such as gray tone intensity is modeled into a fuzzy
set using a membership function. The image is considered as
an array of fuzzy singletons having a membership value that
denotes the degree of belonging to specific property.

The conventional method of fuzzy enhancement is
conducted by using contrast intensification (INT) operator
[3]. In this method, dynamic range of image is possible to be
obtained since the INT operator will increase and decrease
the membership degree above and below threshold value
respectively. However, the INT is solely depended on the
membership function and it needs to be applied continuously
on the image to attain desired enhancement.
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This limitation is then improved by [7] using new
intensification operator (NINT) which utilized sigmoid
function. The NINT does not change uniformly because the
membership function is marginally changing, thus
computational time can be reduced as compared to the INT.

The other enhancement approach is conducted using
fuzzy rule-based technique [18-20] which human intuition is
incorporated to make soft decisions on each condition. This
method suffers from high computational time and thus made
it difficult to automatically generate fuzzy rules. In addition,

prior threshold selection needs to be done for each condition

and therefore made choosing the optimum threshold could be
challenging.

Image enhancement is also done by measuring
information contained in the image [11, 13, 21, 22]. The
membership function is chosen based on the measured
quantity such as image entropy or index of fuzziness. An
optimum quantitative measure has to be determined in order
to achieve best enhancement quality.

In addition, attempts have been made to enhance the
image locally [6, 12, 23]. In this technique, local contrast in
small regions is enhanced while at the same time preventing
an increase in global contrast. Fine edges which are
neglected in global enhancement are enhanced and clarity of
the enhanced image is improved. However, noises and
artifacts might also be enhanced during the enhancement
process.

In this paper, a new contrast enhancement technique has
been proposed by minimizing fuzziness in the image without
requiring complex procedure and long computational time.

II.  THE PROPOSED TECHNIQUE

) The original image of size M x N has intensity levels my;
in the range of /0 L-1] can be considered as a collection of
fuzzy singletons in the fuzzy set notation.

1=U{ﬂ(”’l,j)}={ﬂl,/ /ml,j} )
i=12,...M;j=12,...,N
where u(m,)) or p,/m;; represents the membership or grade

of belonging 4;; of m,; being the grayscale intensity at the
(i.j) th pixel.

A. Fuzzy Measures

Let  be a set with randomly gray level values {m;; af (i,j)
th pixel} and {pop, p:.....pL.1} are respective probabilities of
gray level values. The fuzzification of set J induced two
kinds of uncertainties. The first part of uncertainties induced
by the random nature of the image given by:

255
H =-% p,log(ps) @
k=0

Meanwhile second uncertainty arises from the fuzziness of
the fuzzy set related to the ordinary set given by:

J =—pt log(uy )= (1— g ) log(1—p1¢) (©))
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Therefore, the total entropy, E is expressed by:
E=H+J @

The index of fuzziness (IOF) is calculated using equation
(5) as follow:

1OF = 2 M-IN-l |

“MN Eo Jéomln{pl,j’(l—pi,j)} %)
where

= siml Fx (1 #m)
Piy —szm[ 5 x(1 = )] 6)

B.  Membership Function Calculation

* The shape of S-function is commonly used for the
representation of the degree of brightness or whiteness of
pixels in the grey levels images. The S-function was
originally introduced by [2] and the definition of more
flexible S-function was proposed by [23]. The flexible S-
fgnction has been adapted in this study to fuzzify the original
image.

r~ 0 Jorm<a
m-—a
—(b-a)(c—a) Jora<m<b
um=< ™
-—(c-b)(c-a) Jorb<m<c
1 formzc

where m is the intensity of the image and g, » and c are
parameters that determined the shape of the S-function. The
parameters g, b and ¢ are specified to ensure the membership
function maximizes the information contained in the image.
It is done by incorporating two fuzzy measures namely fuzzy
entropy and index of fuzziness.

Therefore parameters a, b and c are given by equations
(8)to (10).

a =0y ®)
b=ﬂl]0anx"Enmxl )
c=HOF (10)

where @, f and y are the membership factors that are

chosen to obtain optimum S-membership function if
fuzzified image. JOF,,, and E,, are maximum index of
fuzziness and maximum entropy respectively.

The calculated membership function transformed the
image intensity levels from the spatial domain to fuzzy
domain, The original image has been transformed and most
of the regions in the image contained mixed region of
overexposed and underexposed regions. Therefore, a
parameter called ‘exposure’ is introduced to denote
percentage of the image gray levels is underexposed and
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