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Abstract

Recently, researchers have started to explore the use of Artificial Intelligence

(Al)-based algorithms as ^-way (where t indicates the interaction strength) and variable-

strength testing sti-ategies. Many Al-based strategies have been developed, such as Ant

Colony, Simulated Annealing, Genetic Algorithm, and Tabu Search. Although useful,

most existing Al-based strategies adopt complex search processes and require heavy

computations. For tliis reason, existing Al-based strategies have been confined to small

interaction strengths (i.e., t<3) and small test configurations. Recent studies demonstrate

the need to go up to t=6 in order to captui*e most faults. This research presents the design

and implementation of a new interaction test generation strategy, known as the Particle

Swarm-based Test Generator (PSTG), for generating ^way and variable-strength test

suites. Unlike other existing Al-based strategies, the lightweight computation of the

particle swarm search process enablesPSTG to supporthigh interaction strengths of up to

/=6. The performance of PSTG is evaluated using several sets of benchmark experiments.

Comparatively, PSTG consistently outperfonns its AI counterparts and other existing

strategies as far as the size of the test suite is concerned. Furthermore, the case study

demonstrates the usefulness of PSTG for detecting faulty interactions of the input

components.

VI



CHAPTER 1

INTRODUCTION

Software testing is an activity that aims to evaluate the capability of a program as well

as to determine whether it meets its required results or not [1]. Owing to its usefulness

in the software development life cycle, software performance testing comprehends a

variety of activities, including stress, isolation, and configuration testing [2, 3]. In each

activity, test cases are used in an established test plan to run experimentsoccupyingthe

software system components. In large software systems, this process is limited by cost

because the addition of each test case leads to additional expenditures. This, in turn,

leads to the inability ofexhaustive testing in performing such a testing process.

Design of Experiment (DOE) has been used to aid the software performance testing [4].

Here, each component of the system is called a "factor," and each test case is called an

"experimental run." An experimental run represents a test case to comprehend the

systemcomponents, whereeach component is represented by its valid numeric value or

configuration [5]. When the system is tested exhaustively, the 'Tull factorial" design of

experiment is used [5]. However, when the system is large and the full factorial design

is not desirable, the "fi-actional factorial" design is used to reduce the experimental run

to a subset of the full factorial design. The fractional factorial design is used with

systems of numeric factors; conversely, systems with categorical factors cannot use this

method for experiments [6].



The D-Optimality design, on the other hand, has been used with systems, including

categoricalfactors, to reduce the experimental run by selectinga subset ofruns from the

full factorial [7, 8]. Instead of a purely randomselection of subsets of experimental runs

from the full factorial design, the use of the D-Optimality designmethod in experiments

leadsto the production of experimental runsthatare closerto full factorial design [4].

Recently, an alternative design based on Covering Array (OA) has been used for the

approximation of full factorial design [4]. Compared with D-Optimality, empirical

evidence demonstrates thatCAproduces better results than full factorial approximation

experiments [4, 8]. In such a design, each /-set of factors (or system components) is

covered by a set of experimental runs (at leastonce)to forma CA.

The use of CAs has proven to be adequate and effective in several applications,

including drug screening, regulation of gene expression, data compression, code

coverage and GUI testing [9-14]. Motivated by the effectiveness of CAs, a number of

recent studies have focused on the construction of CAs for combinatorial interaction

testing using /-way strategies, where / signifies the interaction strength of the

component. These strategies aim to optimally reduce the number oftest cases (i.e., the

number of rows in the CA) by ensuring that each test casegreedily covers the required

/-interactions (or /-set offactors) at least once for a typically large space ofpossible test

values. This mechanism uniformly covers /-interactions of the system components to

generate testcases. However, often, the interactions between parameter components are

typically non-uniform [15, 16]. As an example, a system with an overall component



values of two-way (pairwise) strength might have a subset of higher strength than the

component values for the test [17]. Therefore, the strength might vary and be non-

uniform during the testing process of the system componentvalues. Taking both cases

(i.e., uniform and variable interaction strength) as an NP hard computational

optimization problem [16, 18, 19], many strategies based on Artificial Intelligence (AI)

have been developed. Recent researches demonstrate that strategies based on Genetic

Algorithm (OA), Ant Colony Algorithm (ACA), Simulated Aimealing (SA), and Tabu

Search (TS) can effectively generate small-sized CAs.

1.1 Problem Statements

Although useful, most existing Al-based /-way testing strategies require complex

computations (i.e., in terms of the need to deal with mutations, crossovers, and the local

minima problem [17, 20-22]). For these reasons, existing Al-based /-way testing

strategies have been con&ied to small interaction strengths (i.e., /<3) and small test

configurations [15, 23-25]. To be effective, recent studies and empirical evidence

demonstrate the need to go up to /=6 in order to capture most faults in a software

module [10,26-28].

Particle Swarm Optimization (PSO) is known for the simplicity of its algorithm

structure over other optimization methods [29-32]. PSO is also requires lightweight

computations. In this research, we investigate the competitiveness of our proposed

Particle Swarm-based /-way Test Generator (PSTG) based on PSO for uniform and

variable strength CAgeneration. Unlike other existing Al-based /-way testing strategies,

9



the use of PSO leads to lightweight computation in PSTG, thus, enabling it to support

high interaction strengths ofup to t=6 [33,34].

1.2 Report Aim and Objectives

The aim of the research is to design, implement, and evaluate a new interaction testing

strategy, called Particle Swarm Test Generator (PSTG), for constructing t-way and

variable interaction strength test suites based on Particle Swarm Optimization. To

realize this aim, the following objectives are adopted:

i. To investigate the application of Particle Swarm Optimization for PSTG's

design and implementation in order to support /-way and variable-strength test

suites construction.

ii. To investigate and evaluate the performance of the PSTG strategy against other

computational and Al-based strategies interm ofthe generated test suite size.

iii. To investigate and evaluate the effectiveness of the test suites generated by the

PSTG strategy for interaction fault detection.

1.3 Methodology of the Research

Overall, the research's methodology is divided mainly into three phases.

10



i. Literature review: in this phase, the literature survey is undertaken to establish

the state-of-the-art on interaction testing. The literature starts by reviewing the

importance of the software testing in the software quality assurance process. By

establishing this importance, the existing sampling and test design techniques

are reviewed also and the importance of the interaction testing as

complementary technique in software test design is established. Then, the

existing literature of interaction testing strategies is reviewed to identify the

features and drawbacks of the strategies and techniques. Based on the literature

review survey, the requirement of the research is established in this phase. From

the requirement, how the PSO, f-way, and variable-strength algorithms will be

implemented is decidedhere.

ii. Design and Implementation: here, the adoption of PSO is established and the

required algorithms are decided. Then, the complete algorithms making up the

PSTG strategy are designed, implemented, and optimized in this phase. In

addition, the parameter tuning of the strategy is performed here also.

iii. Evaluation, Benchmarking, and Case study: experiments with well-known

benchmarking configuration as well as a case study are undertaken in this phase

to investigate andevaluate theperformance and effectiveness of the strategy.

11
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To illustrate how the aforementioned phases are related. Figure 1-1 summarizes the

research's activities.
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1.4 Report Outline

This rest of the report is organised into four otherchapters as follows.

Chapter 2 presents theoretical framework along with a survey of existing t-way

strategies. Towards the end of Chapter 2, an analysis of existing work is presented

which provides the requirements andjustification for the development of PSTG.

Chapter 3 discusses and justifies the detailed algorithms and implementation for PSTG

based onthe requirements from Chapter 2. Additionally, this chapter also elaborates on

tuning ofthe PSTG parameters.

In Chapter 4, a detailed account for evaluating PSTG ispresented. Here, PSTG will be

compared against existing strategies interms ofthenumber of generated testdata.

The conclusion of this work is given in Chapter 5, where the achievements,

contributions and problems are summarised. Conclusions are drawn from the

experience gained from this work and the significance of findings along with a

consideration for future work.
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CHAPTER 2

LITERATURE REVIEW

The previous chapter has established the needs for a new (uniform and variable

strength) strategy that is sufficiently lightweight in order to cater for high interaction

strength up to 6. In doing so, the previous chapter has also advocated the use of AI-

based strategiesbased on Particle Swarm Optimization(PSO) called PSTG.

In this chapter, the development of PSTG willbe further justifiedby giving an overview

of the theoretical jframework and a survey of existing literature. This survey and

analysis is then used to provide the requirements for PSTG. Finally, this chaptercloses

by providing a short summary.

2.1 Theoretical Framework

In order to illustrate the basic of t-way testing, there is a need to understand the

theoretical framework on Covering Arrays (CA). Originally, the CA has emerged to

complement Orthogonal Array (OA) limitations. An OAx (N; t, k, v) of strength / is

an array of size N and k components with v values, in which for every N'x-t sub-

array, the ^-interaction elements occur exactly k times, and X=N/v* [35, 36]. It has

been shown that the OA is often too restrictive because it requires the component

values to be uniform [9]. To complement the OA construction and to overcome its

limitation, the CA has been introduced. The notation CAx (N;t,k,v) represents an

array of size N with v values, such that every N^-t sub-array contains all ordered

subsets from the v values of size t at least Xtimes [16, 37], and k is the number of

15



components. To cover all /-interactions of the components, it is normally sufficient

to occur once in the CA. Therefore, with A=l, the notation becomes CA (N;t,k,v).

When the CA contains a minimum number of rows (TV), it can be considered an

optimal CA according to the definition in eqn. (1) [9].

CA (i.k,v)=minfN: 3CAx (N.tXv)} 0)

However, when the number of component values varies, this can be handled by the

Mixed Covering Array (MCA) (N;t,k,(vi,V2,...Vk)) [38]. The notation can also be

represented by MCA (N;t,k,v^).

With the availability of these notations, /-way test suites can effectively be abstracted.

For example, Figure 2-2 (a), represents an MCA (9; 2, 3^ 2^) ofsize 9 (i.e., nine test

cases) for a system with four components (two components having three values and two

components having two values) to covertwo-way interactions.

16
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Figure2-1TheRepresentationofUniformandVariableStrengthCAs

WiththeemergenceofdifferentapplicationsofCAandMCA,theVariableStrength

CoveringArray(VSCA)notationhasbeenintroducedasanothervariantofCAand

MCA[16,39].AVSCA(N;t,k,(vi,V2,Vk),C)isanCAorMCAofstrengtht

containingC,avectoroftheCAorMCA,andasubsetofthekcolumnseachwitha

strength>/[38].Asanexample,tocoverthethree-wayinteractionsamongB,C,and

D,weneedtoadd12moreteststothetwo-wayMCAinFigure2-2(a).However,when

usingthesetestcasesgeneratedforthetwo-wayMCA,weneedtoaddonlythreemore

testsforatotaloftwelve.ThelastthreerowsinFigure2-2(b)depictthesetestcases.

Therefore,theresultingVSCAcontinuestocoverthetwo-wayinteractionsamongA,

17
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B, C, and D, i.e., under the "main-config" bracket. In addition, the VSCA covers the

three-way interactions among B, C, and D, i.e., under the "sub-config" bracket.

Having described the notations, the following section presents a survey of existing

studies on constructing uniform and variable strength CAs in order to reflect the current

progress and achievements thus far in the literature.

2.2 Literature Review

Many strategies have been developed to construct uniform and variable strength CAs.

The construction methods of the uniform strength CAs came first. Based on those

construction methods, the ideas of constructing the variable strength CA have emerged.

The next sub-sections review these two construction methods.

2.2.1 Uniform-Strength Covering Array Construction

There are two main methods for the construction of CAs, namely: algebraic [9, 39] and

computational methods [39,40]. Algebraic methods arebased onthe construction of the

OA. The OA is derived fi-om the extensions of mathematical functions. Despite its

usefulness, the OA is too restrictive because it exploits mathematicalproperties, thereby

requiring the components and values to be uniform. To overcome this limitation, the

Mutual Orthogonal Array (MOA) [41] has been introduced to support non-uniform

18



}

values. However, a major drawback exists for both MOA and OA, i.e., a feasible

solution is only available for certain configurations [42].

In most cases, computational methods generate all possible interactions. Test cases are

then generated to cover these interactions. The method of generating candidate test

cases is the main differentiation among the generation strategies. There are two main

ways for constructing test cases computationally: one-test-at-a-time or one-parameter-

at-a-time [39, 40, 42]. In the former case, the strategy candidate a single or a set of

complete test cases per iteration then searches for the test case that covers most of the

generated interactionsfor the CA. Based on this framework, a number of strategieshave

been developed in previous studies. The most well-known strategies in this approach

are Automatic Efficient Test Generator (AETG) [43], mABTG [38], Pairwise

Independent Combinatorial Testing (PICT) [44], Deterministic Density Algorithm

(DDA) [45, 46], Classification-Tree Editor extended Logics (CTE-XL) [47, 48], Test

Vector Generator (TVG) [49, 50], Jenny [51], Test Configuration (TConfig) [52], and

Intelligent Test Case Handler (ITCH) [53].

In the case of one-parameter-at-a-time, the CA is constructed incrementally by

horizontal extension. Each time a component is added to the CA, the strategy performs

a coverage check and chooses the best value of the component. If the horizontal

extension is performed and some interaction elements have not been covered, the

vertical extension immediately begins to cover the uncovered interactions. The CA is

constructed completely when these two algorithms are performed. In-Parameter-Order-
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General (IPOG) [54] and its improvements, i.e., IPO-s [55], and IPOG-D [42] are three

of the most recent strategies that have adopted this approach for the construction of

uniform-strength CAs.

As a main partof the computational one-test-at-a-time construction method, significant

efforts have emerged to adopt Al-based strategies for CAgeneration. Thus far, SA, TS,

GA, and ACA have been successfully implemented forsmall-scale interaction strengths

[25,39, 56].

Stardom [56] first implemented SA, GA, and TS to support pairwise (two-way)

interactions. The experimental results showed that, because of its algorithmic

complexity infinding good solutions, the GA isthe least effective ascompared with SA

and TS. In addition, TS is effective in constructing test cases where thesearch space is

small, whereas SA performs better with larger search spaces. This implementation of

TS has also been used by K. Nurmela [57] for pairwise testing and has produced similar

results.

Cohen [38] later developed and implemented SA to support up to three-way

interactions. The results showed that, in comparisonwith the greedy search technique of

TCG and AETG, SA performed better in generating smaller-sized CAs for pairwise

interactions. However, in the case of strength three, SA did not perform as well as

compared with the existing algebraic approaches [17]. Hence, the results indicated that

20



. )

SA is more effective than other approaches for finding optimal sizes in cases of small

strengths.

Toshiaki et al [25] also developed and implemented the GA to support up to three-way

interactions. In addition, Toshiaki et al employed ACA to support up to three-way

interactions. In both cases, a "compaction algorithm" that merges the CA rows for

optimality, and further optimizes the resulting CA of the algorithm. Their results have

been compared with those from AETG, IPO, and SA. Although GA and ACA

outperform AETG, SA outperforms GA and ACA in all cases for strengths two and

three. Meanwhile, as demonstrated by Afeal et al. [17], it is noticeable that the results of

the GA did not match with those produced by Stardom [56]. This indicates that the GA

performs poorly for CA generation, although several attempts have been made to

modify the algorithm structure.

Although the existing Al-based strategies appear to perform well, a closer look reveals

some limitations in terms of complexify of both the search process and algorithm

structure. As an example, the large random search space and the update rule of SA

make the search process computationally intensive, leading to an increase in

computation time, especially when the interaction strength grows up (i.e., t>3) [17, 38,

39, 58]. This problem can be seen clearly in the complexify of the GA crossover and

mutation processes, and the increasing numbers of ants in ACA when the problem

grows. Similarly, TS suffers from the same problem when itkeeps and updates its Tabu
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list sets. For these reasons, most strategies implementing SA, GA, and ACA have been

limited to small configurations with strengths two and three [17,25].

2.2.2 Variable Strength Covering Array Construction

A number of existing strategies have started to support VSCA construction (e.g., PICT,

TVG, and ITCH). In addition to these computational strategies, a number of Al-based

strategies have emerged. Wang et ah [24] adopted the DDA algorithm for a variable

strength strategy called Density. Wang et ah [24] also adopted the IPO algorithm for a

variable strength strategy called ParaOrder. This, in turn, has motivated the IPOG

research group to add the support ofvariable strength in the ACTS tool implementation

[59,60].

Cohen et ah [15] also developed SA to support VSCA construction. The results

reported in their study focused on strengths oftwo and three only. Moreover, the only

published results for this strategy in the case of variable strength are three test

configurations.

Xiang et ah [23] adopted an improved version of ACA in a strategy called Ant Colony

System (ACS) to support VSCA construction. In their study, a "compaction algorithm"

was also used to merge the rows in order to further optimize the final VSCA. The

results were focused on strengths of twoand three only, as indicated in Cohen [15] and

22



Wang [24]. Overall, SA generated better sizes, whereas ACS achieved comparative

results in some cases.

As in the case of uniform-strength, the existing Al-based strategies appear to perform

better than other strategies for VSCA construction. However, these strategies often

adopt exhaustive searchprocesses with complex algorithm structures. This explains the

limited support of up to strengths two andthreeonly.

2.3 The Adoption of PSO for t-way Testing

Enhancing and complementing existing work on AI approaches as /-way testing

strategies, this research deploys PSO to derive a strategy for uniform and variable

strength CA construction. PSO has been demonstrated as an efficient optimization

method for many problems [20, 61, 62]. In most cases, PSO does not suffer from the

difficulties encountered by other AI techniques, e.g., [21, 30, 31, 61]. Compared with

other Al-based techniques, PSO differs in three main points: recombination, mutation,

and selection, as follows.

With respect to recombination, PSO does not have a direct recombination operator;

despite the fact that stochastic acceleration of a particle towards its previous best

position resembles the recombination procedure of other techniques. Instead of

recombination, PSO manages information exchange only between the particle's

possession experience and the experience of the best particle in the swarm. On

mutation, PSO has the advantage of not using evolutionary operators such as crossover
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and mutation [32], thereby enabling a lighter computational load. Concerning selection,

PSO does not use the survival of the fitness concept, as it does not use direct selection.

Therefore, during optimization, particles with lower fitness values can survive and are

able to visit any point of the searchspace [63].

In addition to the above features, PSO is computationally inexpensive because its

requirements for memory and CPU speed are low. PSO does not need the calculation of

derivatives from other particles, and has few parameters that need to be tuned [64].

Moreover, PSO does notrequire information of the objective function under testing; it

requires only the value, which is used within primitive mathematical operators, hence,

leading to a low computation time [63].

The origin of PSO dates back to 1995, when it was first developed by Eberhart and

Kennedy as an optimization technique [65] inspired by the swarm behavior of fish and

bird schooling in nature. Initially, the main idea was to simulate the unpredictable

choreography of a flock of birds. Based on observation of evolutional aspects of the

PSO algorithm, it has been realized as an optimizer. Indeed, PSO has received much

attention asanoptimizer thatis applicable to many fields of engineering [63].

A random population of solutions, in which each likely solution is assigned a

randomized velocity, initializes the global version of PSO. The likely solutions, called

particles, are then "flown" through the problem space iteratively. Each particle

remembers its coordinates in the solution space where it has its best solution thus far,
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which is called pBest, In addition to the best value, the PSO algorithm tracks the overall

best value and its location obtained by any particle in the population, which is called

gBest. When each particle keeps track of the local best solution West and the

neighborhood, in addition to pBest, the process is known as the local version of PSO.

Figure 2-3 summarizes the PSO algorithm.

Begin

Initialize an array ofparticle'spopulation with randompositions and velocities

in D-dimension;

Evaluatefitnessfor each particle;

While termination criteria is not met do {

For eachparticle {

Modify the velocityaccording to Eg (2);

Modify theposition according to Eg (3);

Update theparticle'spersonal best using the update rule;

}

For eachparticle {

Update the West;

Update the gBest;

}

}

End;

Figure 2-2 The PSO Algorithm
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Taking a D-dimensional search space, the velocity andposition of the particle in the

^ dimension are updated according tothe following rules [32]:

Vj,d(t) = w Vj4(t-1) +cj rj^(pBestj,ei (t-1) -X^a (t-1)) + C2 r'j^d O^estj^d (t-1) -Xj^d (t-1)) (2)

Xj,d=Xj,d(t-l)+ Vj,d(t) (3)

where t is the iterationnumberor time, d is the dimensionof thej particle index, (cj, c^}

are the acceleration coefficients that adjust the weight between components, w is the

inertia weight, and (r, r') are two random factors, which are two random real numbers

in the range of(0,1). According tothe updated rule, each particle updates its velocity for

better movement around the search space, and the new velocity is used to find a new

position for theparticles, depending ona cost factor that controls this movement.

In addition to the standard version of PSO, the discrete version of PSO (DPSO) came

into existence because of different applications [61, 66]. Using DPSO, some changes

must bemade to facilitate theadaptation ofdiscrete space [67]. Owing to the restriction

of discrete component values in the system under test, we have selected DPSO in this

work. In fact, the DPSO procedure is similar to standard PSO. However, in standard

PSO, an array of particles is initialized, in which the values of the particles are
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continuous and are not restricted. In DPSO, however, the values of the particles are

restricted [66].

Based on the aforementioned features and considering the generation of t-way and

variable strength test suites as optimization problem, this work has considered PSO as

the basis of PSTG.

2.4 Summary

In this chapter, the theoretical jframework and the survey of t-way strategies for both

uniform and variable interaction testing have been discussed. The adoption of PSO has

beenjustified including its features and advantages to be implemented for an interaction

testing strategy.

Building on that, the next section addresses the adoption of PSO in the proposed

strategy, PSTG. The next chapter illustrates the algorithms implemented in the strategy

and how PSO is implemented for PSTG.

27



CHAPTERS

DEVELOPMENT OF THE PSTG STRATEGY

In the previous chapter, the theoretical background, notations, and definitions for

interaction testinghave beenpresented. An extensive reviewof the existing literature on

/-way and variable-strength strategies and their applications in real world hasalso been

given. Moreover, justifications for the adoption of PSO in the proposed PSTG strategy

are provided. This chapter discusses the design and implementation of the PSTG

strategy including its corresponding algorithms. The chapter also describes how to

apply PSO inthe strategy and how to choose and setits design parameters properly.

3.1 Overview ofPSTG

This section describes the application of PSO in our proposed PSTG strategy. PSO is

adopted in an algorithm named the CA Generation Algorithm. The algorithm generates

testcases based on PSO in a greedy fashion. The fitness function is used to choose the

best particle. In our strategy, the fitness function is the number of interactions that the

particle can cover. Hence, in order to compute the fitness function for each particle, we

must first generate the Interaction Elements (lEs) and provide a mechanism for

computing the fitness function undertaken by the BE Generation Algorithm. Therefore,

the next sub-section describes the IE Generation Algorithm, after which the CA

Generation Algorithm is described.
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3.1.1 The BE Generation Algorithm

As previously described, the number of covered IBs determines the fitness function in

PSTG. As such, generation of the EEs is required. To illustrate the generation algorithm

clearly, the left hand side of Figure 3 shows the flowchart of the EE generation

algorithm, whereas the right hand side of Figure 3 shows an example of the generation

process described in a step-by-step manner.

The algorithm receivesthe input of PSTG in the form ofthe CA, MCA, or VSCA. In all

cases, the algorithm scans the input to determine whether the input is of a uniform or

variable strength. In the case of a variable strength, the algorithm identifies and

separates the main and sub-configurations. However, in a uniform-strength case, the

algorithm skips this step directly and proceeds to the next step. For a better

understanding, we take a VSCA configuration as the example in Figure 3-1.
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After identifying the main and sub-configurations, the algorithm further identifies the

strength, components, and the values of each component for each configuration. From

the information gathered, the algorithm first generates the component combinations.

Based on these combinations, the IBs are generated. In the example in Figure 3, the

variable strength configuration VSCA (m; 2, 2^3\ {CA (3, 2^)) has four components

with strength two for the main configuration and three components with strength three

for the sub-configuration. The first three components have two values (0 and 1), and the

last componenthas three values (0, 1, and 2). The first three components are used for

the sub-configuration with strength three.

For each configuration, all binary number possibilities are generated. The number of

digits for the binary number is equal to the number of components, i.e., four digits for

the main-configuration and three digits for the sub-configuration here. Then, based on

the strength, the binary numbers are selected. The strength of the main-configuration is

two; thus, the binary numbers that contain two ones are selected. As an example, binary

number 0101 refers to the k2. k4 combination.

Based on the generated combinations of the components, the IBs are generated

accordingly. In the above example, strength two of the components has six possible

combinations. For combination 0101, whereby the second and fourth components are

available (i.e., k2 and k4), there are 2x3 possible EEs between them. For each

combination, the value of the corresponding component is included in the IBs. When

thecomponent is not available (i.e., incase of0 in the combination), the corresponding
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values are marked as "don't care". This process is iteratively repeated for the other five

combinations for the main-configuration, i.e., (kl, k2), (kl, k3), (kl, k4), (k2, k3), and

(k3, k4) as well as for the sub-configuration, i.e., (kl, k2,k3).

Upon the generation of the DEs, each group of elements is stored in an indexed list

called Ps (Figure 3). The indexing reference of each combination is also stored in a

deferent list. The indexing reference represents two integer numbers that refer to the

start and the end of a given combination of lEs in the Ps list. Thus, the search for a

given IE can be performed efficiently and quickly.

3.2 The CA Generation Algorithm

The CA generation algorithm is performed immediately after the generation of the Ps

list. Theuseof thePs list is essential for computing the fitness factor. Thefitness factor

is used with PSO in a greedy fashion to identify the better particles. Owing to the

discrete component values, DPSO is adopted.

The CA generation algorithm is initialized by generating a random swarm search space.

The swarm search space takes the form of a D-dimensional vector, Xj= (Xj,i,

Xj,2,Xj,d , Xjj)), where each dimension represents a component and contains integer

numbers between 0 and (v,) (i.e., the number of values of the i*^ component). The
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velocity of each particle is also simultaneously initialized with random integer numbers

(zero in our case).

As previously discussed, during the iteration of the algorithm, the velocity and the

position of the particles are updated according to equations (2) and (3) (i.e., when the

particle moves around in the search space). During the update process, there is a

possibility of producing non-integer velocities for the particles, leading to the

production ofnon-integer positions. To avoid such a situation, the velocity isrounded to

the nearest integer number.

Owing to the continuous space of the velocity, there is a possibility of producing

velocity values that cause the particles to fly outside the swarm during the iteration and

update process. As such, boundary conditions to restrict the values of tlie velocity to

both lower and higher bounds must be established. The boundary condition is set to Vi

max = Vi/2 because the particle dimensions are between 0 and vi. This is in accordance

with the recommendations in [68] and [61]. Hence, the velocity bound is between [-Vj

maxj Vjinax]*

By restricting the velocities to a certain boundary, the particles are also required to

avoid the appearance of invalid values of the components. Based on the previous

studies, there are three different boundary conditions for DPSO: invisible, reflecting,

and absorbing walls [32, 68]. In invisible walls, when the particle goes outside the

boundary and an invalid value ofthe particle appears, the corresponding fitness value is
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not computed. In reflectingwalls, the motion of the particle is reversedwhen a particle

reaches the boundary. As a result, the particle is reflected back to the search space. In

absorbing walls, the velocity changes to zero in the dimension where the particle goes

outside.

In our case, the above-mentioned boundary conditions require time for generation, and

lead the particle away jfrom the component values. As such, we have configured our

boundary conditions in such a way that when the velocity reaches a certain dimension

bound, it continues its motion with the same velocity, starting from the other bound of

that dimension, byresetting the position tothe other endpoint As anexample, incase of

a parameter with a range ofvalues from 0 to3,when the position is greater than 3,the

position is reset to 0.

Selection of the personal best from the neighborhood represents another important

issue. Different topologies have been proposed to find pBest from its neighbor. In this

research, we have adopted the simplest topology as proposed by [68], i.e., the particles

in a swarm matrix or array choose the neighbors next to them.

The CA generation algorithm uses the aforementioned design to generate the final

optimized CA. Figure 3-2 summarizes the algorithm. The algorithm receives the Ps list

from the IEgeneration algorithm. Then, the algorithm randomly initializes each particle

with its associated component values. For each particle in the swarm search space, the

algorithm computes the weight ofcoverage using the check weight function. The check
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weight function converts the given test case to its base BE, and returns the number of EEs

covered, i.e., when the weight equals six, six EEs can be covered by the candidate test

case. When the weight is equal to the maximum weight, i.e., the test case covers all the

component interactions of specific values, the algorithm directly considers that test case

as a row in the final CA, and removes the covered EEs. Otherwise, based on the result of

the check weight function, the algorithm chooses the test case that covers the most EEs

to be West. For the next iteration, the algorithm updates the positions of the particles

according to the update rule, considering the West value that has been achieved so far.

After updating the positions ofthe particles, the algorithm re-evaluates the particles, and

searches for a better West value. If a better West value is found, the new value is set as

the new West value replacing the old West value. This iteration continues until the end,

or until a better West value can no longer be obtained. In this case. West is set as gBest,

and the algorithm adds gBest to Ts of the output test cases, i.e., to form the final CA. At

the same time, the covered /-interaction elements are removed from Ps. The algorithm

continues until Ps becomes empty. Here, indexing is necessary in order to expedite the

process of finding the covered interaction.
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Figure 3-2 A Flowchart of the PSTG CA GeneratorAlgorithm



3.3 PSTG Parameter Setting

Referring to PSO equations in Section 2.3, choosing suitable parameter values for the

parameters is necessary for achieving the best performance of PSO in different types of

applications, depending on the problem at hand. As discussed in previous studies,

selection of these parameters varies from one application to another, depending on the

problem [32, 63]. Therefore, in our case, selection of these parameters has to be

addressed.

Choosing a large velocity for the particles facilitates global exploration, whereas

choosing a small value facilitates local exploration. The inertia weight, w, is regarded as

a balance provider between the local and global exploration abilities. A good choice of

w results in a reduction of the number of iterations required to locate the optimum

solutions. In fact, the inertia weight has been designed to have a better control of the

particle velocity.

The learning factors, ci and C2, control the stochastic acceleration process of the

particles and attempt to pull each particle towards the best achieved solutions [32, 63].

Choosmg a low value for these parameters leads theparticle to move away significantly

from the target region. On the other hand, choosing a high value for these parameters
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optimal sizes of 19, and 29, respectively [71, 72]. Figures 3-3 and 3-4 show the results

ofthe experiments.
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leads the particle to move sharply towards the target region. Thus, there must be a

balance in choosing these parameters.

In addition to the parameters mentioned above, the swarm search space and the iteration

number also represent important parameters that must be considered. A large iteration

number may consume more time without obtaining better solutions, whereas a small

iteration number may lead to interruption of transition of the particles whenthey try to

move through the best solutions. In the same way, a large swarm search space may

consume more time, whereas a small search space may hinder the appearance of some

good solutions.

According to [32, 61], PSO performs well when (ci,C2) are set between 0.5 and 2.

Therefore, this range is used as the basis for the parameter-tuning process. The tuning

processof (ci, C2) and w is performed with largevalues ofrepetitionand the swarmsize,

i.e., 60 and 200, respectively, to ensure the appearance of the mostoptimal particles in

the swarm search space. We have adopted the experiments undertaken by Stardom [56]

for SA, GA, and TS parameter setting, while taking into account the parameter setting

for PSO in the literature [61, 69, 70]. The experiments are performed to determine the

optimal size of the CA by fixing cj and C2 and by varying w, and then performing the

reverse experiment. Here, to have a better statistical significance, each experiment is

repeated 80 times and the best and average sizes are recorded. Two well-known CAs

are used as the base problem for construction: CA (N; 2, 4 \ and CA (N; 2, 5^), with

38



values deduced earlier [i.e., (c,, 02) =1.375 and w = 0.3]. Various values of the swarm

size and repetition are then tested by fixing the swarm size and by varying the

repetition, and then performing the reverse experiment. The average generation time is

recorded in order to determine its effects with the variation of the swarm size and

repetition. All experiments employ the two CAs used earlier, i.e., CA (N; 2, 4 ), and

CA (N; 2, 5''). Figures 3-5 and 3-6 depict the best and average test sizes obtained with

the variation of the swarm size and repetition, whilst Figures 3-7 and 3-8 depict the

average generation time obtained with the variation ofthe swarm size and repetition.
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Figure 3-5 The Best and Average Sizes obtained with the Variation of Swarm Size and
Repetition for CA(N;2,4
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As shown in Figures 3-3 and 3-4, the acceleration coefficients (ci and C2) and their

respective inertia weight (w) have a direct impact on the size obtained. The strategy

generates poor results for the range of (ci, C2) greater than 0.1 and smaller than 1,

whereas itperforms well in case of(ci, C2) smaller than 1when wincreases towards 0.9.

The interpretation of this observation is that the strategy seems to trust the global

solution of (ci, C2) smaller than 1. Nevertheless, the strategy tends to facilitate local

solutions, leading towards better choices oftest cases, as wapproaches 0.9.

However, because the range ofwis greater than 0.7 and (ci, C2) are greater than 1.6, the

strategy is either unable to generate any results, or ittakes a long time to generate (non-

optimal) results, which are not plotted in Figures 3-3 and 3-4. This observation implies

that, with increasing w, the particle tends to go out ofthe search space faster, thereby

hindering the appearance of some solutions. The strategy appears to be effective by

forcing the particle to return it to the search space, thereby rendering inability, or taking

a longtimeto reach the desired solution.

Based on the aforementioned discussion, a good choice for (ci, C2) would be a value

greater than 1.2 and smaller than 1.4, whereas the suggested value of w would be

between 0.2 and 0.5. Specifically, (ci, C2) =1.375 and w=0.3 give the best result.

After determining the suitable choices for wand (ci, C2), itis necessary to determine the

swarm size and repetition. During the process, the values ofc and ware fixed to the
40
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Figures 3-5 and 3-6 reveal that there is a trade-off between the swarm size and

repetition. From the results, one can observe that, because ofthe larger search space, the

increase in the swarm size leads to an improvement in the generated CA size. This

improvement is not linear with the swarm size because sufficient repetitions are needed

for the appearance ofgood solutions. However, it is noticeable from Figures 3-7 and 3-8

that the average generation time increases linearly with the swarm size and repetition.

From Figures 3-5 and 3-6, the best size is obtained from 80 repetitions. In the case of

CA (N; 2, 4^), the best size is obtained when the swarm size is 80. In contrast, in the

case of CA (N; 2, 5^), the best size is obtained when the swarm size is 90. After

obtaining these values of iteration and swarm size, no significant improvements in the

overall test sizes have been observed. This observation is because the result of the
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strategy has arrived at the theoretical optimal sizes [19 in case of CA (N; 2, 4^), and 29

in case ofCA (N; 2, 5"')]. There is a need to allow sufficient repetitions and swarm size

to increase the chances of finding good (and optimal) sizes. For this reason, we have

chosen 20 repetitions with a swarm size of 160 particles for all configurations. By

choosing these values, we can also achieve a reasonable generation time, as shown in

Figures 3-7 and 3-8.

3.4 Summary

The design and implementation of the PSTG strategy have been presented in this

chapter. Specifically, the chapter presents the main algorithms of the strategy and

illustrates how these algorithms are related to each other. The chapter also shows how

PSO is used in the strategy to optimize the size ofthe generated test suite. In addition,

the PSO parameter tuning process is also presented to ensure an optimal setting for

better optimization ofthe strategy. The next chapter presents the experimental results of

the evaluation process for the PSTGstrategy.
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CHAPTER 4

EVALUATION

Chapter 3 has illustrated the design and implementation of the PSTG strategy.

Moreover, the design parameter setting of the strategy has been given in the chapter

also. To characterize the performance ofthe strategy, this chapter presents the results of

an extensive evaluation and characterization experimental process. The experiments are

divided into three essential parts. In the first part, the /-way comparative experiments

are performed to evaluate the proposed PSTG strategy in term ofthe generated test suite

size. Then, the variable-strength experiments are carried out to compare against existing

strategies. In both cases, the benchmarking process considers the existing AI- and

computational-based strategies for comparison. The final part presents an empirical case

study that was conducted on a non-trivial software system to show the applicability of

the strategy and to determine the effectiveness of the generated test suites to detect

faults.

4.1 Experimental Setup

For the first and the second parts of the experiments, the environment consists of a

desktop PC with Wmdows 7, 2.8 GHz Core 2 Duo CPU, 3 GB of RAM, while the

experimental environment for the third part consists of a a desktop PC with Ubuntu
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10.10 operating system with gcc 4.4.5, 1.73 GHz Centrino Duo CPU, and 1 GB of

RAM.

Throughout the experiments, each table represents the smallest test suite size obtained.

The darkened cells with bold numbers show the best results obtained for the test

configurations. Cells marked NA (Not Available) indicate that the results are

unavailable for more than a week or it is not available from the literature, and cells

marked NS (Not Supported) indicate that the tool is unable to generate the test case for

a specific configuration.

All the Al-based strategies and some of the computational-based strategies produce

non-deterministic results because they depend on some degree of randomness. The

published results of those strategies were achieved by running each configuration 10

times and selecting the smaller size, which is considered the best test suite size (Cohen

et al., 2003, Wang et al., 2008, Chen et al., 2009, Renee et al., 2007). However, for the

other strategies, one run is sufficient because they do not depend on randomness and

instead produce deterministic results. Since PSTG produces non-deterministic results,

all configurations are executed 10 times to select the best test suite size.

4.2 The /-way Comparative Experiments

Here, basically the experiments are divided into two parts. The first part deals with

evaluation and comparison of PSTG with existing published results from Al-based
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strategies. As the generated test size is not influenced by the system specifications, the

results are compared directly with those existing published results. The second part

deals with comparison ofPSTG with other computational-based strategies.

4.2.1 Comparing PSTGwith Existing Al-based Strategies

At this stage of the experiments, the results are compared directly with those of SA,

GA, and ACA, as published in (Shiba etal., 2004). In addition, the AETG and mAETG

results are taken into account because both GA and ACA results are derived from them.

The original results ofAETG and mAETG are taken from (Cohen, 2004). Table 4-1

shows the sizes of the smallest test set generated by each strategy for 2 < t < 3.

Table 4-1 Comparison withExisting AI-Based Strategies

Confieurations

CA

CA

CA

MCA

MCA

MCA

MCA

MCA

MCA

MCA(N:2.r 6' 5' 4° 3^2

AETG I mAETG I GA I SA | ACA [ PST^
JZI'[IZfIT]13ZlIIZ [[i:i:r[ir

O'l! ' II 17 17_ 16 17 17

NA NA NA 13 15

NA NA L'fe] NA 159 163

teos- 198 227 183 225 229

198 NA 152 125 167

47 38 33 33 42

105 77 RHI 102

1508 1473 1501 m 1496 1506

229 218 218 EMM 218 229

343 330 331 330 338

NA 377 r mm 361 385

30 25 26 |2T 25 28

NA 114 108 llOO' 106 112

41 34 37 ijM 37 40

19 r".oijinPT 16 21

34 35 33 IKcill 32 39

45 44 r .-ij" •vir 48



In these configurations, PSTG performs poorly. Putting PSTG aside, if SA, GA, ACA,

mAETG, and AETG are taken into account, clearly GA and ACA generate slightly

better test sizes than AETG and mAETG for these configurations. Owing to its large

random space, SAgenerates thebestresults inmost cases.

The design and implementation ofboth GA and ACA mainly depend on the AETG

algorithm. Here, GA and ACA are summoned after AETG. As illustrated in Chapter 2,

the jOnal test suite is further optimized by a"compaction algorithm" that merges the test

cases for optimality. As aresult, the underlying performances ofboth GA and ACA are

notclear despite showing good results.

Concerning SA, despite producing the best overall result, to the best of our knowledge,

there appears to be no reported SA results for f>3 in any configurations in the literature.

For this reason, the performance ofSA for high interaction strengths is unknown.

4.2.2 Comparing PSTG with Computational-based Strategies

To further demonstrate the performance in terms oftest suites sizes, PSTG is compared

with other well-known computational-based strategies, including Jenny (Jenkins, 2005

), TConfig (Williams, 2008), ITCH (Hartman, 2005), PICT (Czerwonka, 2008), TVG

(Arshem, 2009), CTX-XL (2003), and IPOG (Kuhn, 2009). All the tools are

downloaded and implemented within the aforementioned environment. The comparison
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aims to study the growth in the size ofthe test suites generated in terms of strength of

coverage (/), the number ofparameters (P), and the number ofvalues (V).

To facilitate the comparison, different sets of experiments are established by adopting

and extending the experiments conducted by (Lei etal., 2008, Lei etal., 2007, Calvagna

and Gargantini, 2009) as well as by Bryce et al (2005). The experiments consist of

seven sets ofcomparison, as follows:

)

i. Experiment 1: The number ofparameters (P) and the parameters' values (V)

are constant withthe variation of the interaction strength (t) from 2 to 6.

ii. Experiment 2: The interaction strength (/) and the parameters' values (V) are

set to4 and 5respectively with the variation ofthe parameter number (P) from 5

to 12.

iii. Experiment 3: The number ofparameter (P) and the interaction strength (t) are

set to 10 and 4 respectively, but the parameters' values (V) are varied from 2 to

6.

) iv. Experiment 4; Five system configurations with mixed variable sizes with the

constant interaction strength (/) set to 4.

V. Experiment 5: The number of parameters' values (V) is set to 3 and the

interaction strength (t) is varied from 2 to 6, while the parameter number (P) is

varied from 3 to 12foreach value of the interaction strength.
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vi. Experiment 6: The number of parameters (P) is set to 7 and the interaction

strength (/) is varied from 2 to 6, while the number ofparameters' values (V) is

varied from 2 to 5 for each value ofthe interaction strength.

vii. Experiment 7: Four real-world software system configurations are adopted.

The four real-world software system configurations that are adopted inthe Experiment

7 are: Basic Billing System (BBS), Traflhc Collision Avoidance System (TCAS),

Mobile Phone, and Spin Simulator. BBS is a model ofa basic telephone billing system

consisting offour components. Each component has three values, as used in (Lott et al.,

2005). TCAS represents the specification model of a software module part for 12

parameters (two 10-value parameters, one 4-value parameters, two 3-value parameters,

and seven 2-value parameters), as presented in (Lei et al., 2007, Kuhn and Okum,

2006). In addition, the Mobile Phone example, as presented in (Cohen et al., 2007,

Calvagna and Gargantini, 2009), models real-world mobile phone optional features in

five parameters (two 2-value parameters, and three 3-value parameters). Finally, the

Spin Simulator is a model-checking tool, as presented in (Holzmann, 1997, Calvagna

and Gargantini, 2009). The tool is publicly available for use as a simulator undertaking

the state machine run, orasa verifier used for specification properties check.

Tables 4-2 to 4-8 summarize the results for each stage of the above experiments

respectively.
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Table 4-4 V&tConstants (10,4), But V Varied

V
Jenny TConfig ITCH PICT TVG IPOG PSTG

Size Size Size Size Size Size Size

2 39 45 58 43 40 49

3 221 235 336 231 228 241

4 703 718 704 742 782 707

5 1719 1878 1750 1812 1917 1965 1 'IMBr i

6 NA NA 3735 4159 3935 3880

Table 4-5 Five Multi Domain Configurations

Configurations
Jenny TConfig ITCH PICT TVG IPOG PSTG

Size Size Size Size Size Size Size

MCA(N;4,3'4®) 457 499 704 487 463 447

MCA (N;4,5' 3' 2^) 303 302 1683 310 313 324

MCA(N;4,8^7n^5^) 4580 4317 4565 5124 4776 4506

MCA(Ni4,6=5'3^) 3033 NA NA 2881 3273 3154

MCA (N;4,10* 9' 8' 7' 6' 5* 4' 3' 2') 6138 5495 5922 5916 6698 5906
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Table 4-6 Variable Number ofParameters
[ I I Jennv I TConfie I ITCH

3 10 I 9..,

34

40

51

51

58

9 I 62
10 65

11 65

12 68

10 221

11 236

12 252

6 348

477

583

684

10 714 773

11 791 858

12 850 938

1087

1515

1931

10 2160 NA

II 2459 NA

12 2757 NA

3< P <12, Each With 3 Values t Varied to 6
PICT ITVG I CTE-XL IEPOG IPSTG"

' 9

Iran
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Table 4-8 Four Real-World Software System Configurations, With t Varied to 6

BBS

TCAS

Mobile

Phone

Spin
Simulator

BBS

TCAS

Mobile

Phone

Spin
Simulator

TCAS

Mobile

Phone

Spin
Simulator

TCAS

Spin
Simulator

TCAS

Spin
Simulator

2"^3M'10'

2233

XH §O g

(/) </) £/) (/)

R' R- R- fi
re re re

9 13 12 10

109 120 .'TOO

12 15 10

100 loor 100'

27 26

39 1 27

400

D
a 101

1377 1520

Q 54

341 380

4283 4566

1243 1270

11939 11743

3516 3648

34 32 34 32 37

413 472 2388 434 426

29 30 45 29 30 32

111 113 196 96 111 113

1536 1548 1484 1369 1 1599

59 56 138 59 55
NS

412 427 1296 353

4621 NA 4773

1304 NA
NS

1185 i'842,
NS

11625 NA NA

3538 NA
NS

NA
NS



Table 4-2 shows that ITCH produces satisfactory results with small values of t (i.e.,

/<4); however, no outputs are produced by ITCH after /=4 because it does not support

the case />4. Similar to ITCH, CTE-XL does not provide the support for f>3 but it can

generate satisfactory result for t=2 and 3. TConfig and TVG provide the support for the

case />4 but also they do not produce any specific results incase of/>4 for these testing

configurations. Jenny produces areasonable result with t=S\ however, itfails to produce

any results with r=6. Although it does not generate any optimal solutions in all

configurations, BPOG seems to be the only strategy that can generate test suite at/=6.

For the configuration in Table 4-3, the results for CTE-XL are not reported because it

does not support t>2>. ITCH produces the most optimal test sizes for P—5, P=6, P=ll,

and P=12. Jenny, PICT, TVG, and IPOG still produce satisfactory results but could not

produce any optimal results for these configurations. It is noticeable that TConfig could

not generate any specific results for P=12, although itgenerated reasonable results for

the other parameters. PSTG produces the most optimal test sizes for P=7 to P—10.

Table 4-4 examines the sizes ofthe generated test suites by the strategies and tools with

the values (V) growing. Here, ITCH generate mixed results, i.e., in some case, the

generated test suite size is satisfactory compared with the other tools and strategies,

while in some other cases, the generated testsuite size is bigger than the others. In case

of V=6, ITCH could not produce any specific result although it is support r=4. The

strategies PICT, TVG, and TConfig also produced reasonable results but they could not

produce any optimal results for these values. In addition, TConfig failed to produce the
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test suite size in case of V=6. In another hand IPOG and Jenny produced better results

than the aforementioned strategies in most cases. IPOG does not produce any optimal

results, while Jenny produced the optimal test suite size in case of V=6. However, in

mostcases, PSTG produce optimal test suite sizes.

In the Tables 4-2 to 4-4, PSTG produces competitive results, and is able to compete

with other strategies inmost cases. Notably, the test sizes ofPSTG grow exponentially

and logarithmically as the number oft, parameters, and values increase in line with the

theoretical value of O (vMog p) (Lei et al.,2007).

Considering multiple-domain (Mixed values) configurations in Table 4-5, PSTG

appears to scale well against most other strategies in all configurations. In the case

where PSTG is not the best, the test sizesare stillwithinan acceptable value. The other

strategies could generate optimal results for some of the configurations and failed to

generate optimal sizes for some other configurations.

Based on the results obtained in Tables 4-6 to 4-8, CTE-XL generates satisfactory

results in most cases. However, it is unable to generate competitive results in some

cases. In addition, CTE-XL is unable to support values of t higher than 3. Similarly,

TConfig, PICT, TVG, and Jenny produce satisfactory results in most cases. In fact, they

produce optimal results for some cases. However, referring to certain test cases in the

tables, these strategies failed to produce specific results when t=6. IPOG performs well

for all values of t, although they do not generate the optimal solution in most cases.
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However, IPOG seems to generate satisfactory results in cases of multi-domain

configurations, as in the real-world systems in Table 4-8. ITCH generates satisfactory

results for small values oft. However, it is unable to support values of t higher than 4.

Overall, the PSTG strategy outperforms other strategies in most ofthe configurations.

In cases where the best results are not generated, the test suite size generated by PSTG

is within an acceptable value and more competitive than most ofthe other strategies.

4.3 Variable-StrengthComparativeExperiments

To benchmark against other variable-strength strategies, PSTG is compared with other

available strategies that support the variable-strength test suite construction, including

PICT, SA, ACS, TVG, Density, ParaOrder, ITCH, CTE-XL, and IPOG. Here also, the

comparison aims to investigate the PSTG*s generated test suite size against other

strategies based on well-known benchmark configurations.

SA, ACS, Density, and ParaOrder strategies are not available for implementation and

have little evidence to support them. Hence, results are directly compared with

published results for strategies in Chen et al., Cohen et al., and Wang et al. (Cohen et

al., 2003, Wang et al., 2008, Chen et al., 2009). The comparison is fair because the

generated test size is not influenced by system specifications. However, publicly
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available PICT, TVG, ITCH, CTE-XL, and IPOG strategies were implemented within

the aforementioned environment.

The experiments consist of six sets of comparisons. For the first three sets, three

available experiments conducted by Cohen (Cohen et al., 2003, Cohen, 2004) are

adopted. In addition, the comparison results achieved by Wang etal. (2008) and Chen et

al.(2009) for these experiments are included. However, as mentioned earlier, previous

studies do not consider higher interactions. Thus, the experiments are extended to

consider this situation also. Forthe otherthree experiments, three system configurations

are adopted and several variable-strength settings are considered, particularly for high

interaction strengths of tm and ts. In the first three sets of the experiments, most of the

available and published strategies thatsupport variable-strength test suite constructions

were considered, i.e., ITCH, PICT, TVG, CTE-XL, ACS, SA, Density, ParaOrder, and

IPOG. However, in the next three sets of the experiments, available strategies for

implementation were merely considered, i.e., PICT, TVG, ITCH, and IPOG. The CTE-

XL strategy is not considered also in the last three sets of the experiments because it

does not support interaction strength higher than three. Tables 4-9 to 4-14 summarize

the results obtained for these experiments.

59



Ta
ble

4-
9

Si
ze

so
fV

ar
iab

le-
St

re
ng

th
In

ter
ac

tio
na

lT
es

tS
uit

es
fo

rt
he

Co
nf

igu
rat

ion
VS

CA
(m

;2
,3

^^
,{

C}
)

C
on

fi
gu

ra
ti

on
V

SC
A

(m
;2

,3
'^

,a
)

IT
C

H
P

IC
T

T
V

G
C

T
E

-X
L

A
C

S
S

A
D

en
si

ty
P

a
ra

O
rd

e
r

IP
O

G
P

S
T

G

0
3

1
3

5
2

2
2

1
1

9
M

M
2

1
3

3
2

1
1

9

C
A

(3
,3

^
4

8
8

1
2

8
•*

-
!

2
8

C
A

(3
,3

Y
5

9
7

2
9

3
0

3
1

=1
2

8
3

3
3

0

C
A

(3
,3

Y
6

9
7

8
5

3
0

3
1

W
^

r\
2

8
3

3
3

3

C
A

(3
,3

^
5

9
1

0
5

3
5

3
6

IM
"
:!

*
.
i

3
2

p
'm

•••
1

3
9

3
0

C
A

(3
,3

S
6

2
1

3
1

4
1

4
3

3
8

4
0

4
5

3
9

3
8

C
A

(4
,3

'^
1

0
3

2
4

5
N

S
N

A
N

A
N

A
N

A
a
®

z
l

C
A

(4
,3

°)
1

1
8

3
0

1
1

0
3

N
S

N
A

N
A

N
A

N
A

1
2

2
w

*

C
A

(4
,3

')
1

8
9

5
0

5
1

6
8

N
S

N
A

N
A

N
A

N
A

1
8

1
K

O
M

S
H

C
A

(S
,3

')
2

6
1

7
3

0
E

iS
j

N
S

N
A

N
A

N
A

N
A

L
li

fc
i

B
8

i8
M

C
A

(5
,3

')
4

8
1

1
3

5
6

4
6

2
N

S
N

A
N

A
N

A
N

A
5

8
1

C
A

(6
,3

')
7

4
5

2
1

8
7

N
S

N
A

N
A

N
A

N
A

1

C
A

(6
,3

')
1

0
5

0
3

0
4

5
1

0
2

8
N

S
N

A
N

A
N

A
N

A
1

1
9

6

C
A

(3
,3

'^
C

A
(3

,3
^

C
A

(3
,3

^
1

1
4

1
3

7
6

5
3

4
9

4
0

[W:
4

6
4

4
5

1
4

5

C
A

(3
,3

'^
6

1
1

4
6

4
8

4
9

4
5

r
*

4
6

4
9

5
3

4
5

C
A

(3
,3

'')
6

8
1

5
4

5
4

5
5

4
8

H
M

5
3

5
4

5
8

4
9

CA
(3

,3
=^

9
4

1
7

7
6

2
6

5
5

7
6

0
6

2
6

5
5

7

C
A

(3
,3

'')
1

3
2

8
3

8
1

8
7

7
6

7
0

8
2

N
S

7
4

6
0



Table 4-10 Sizes of Variable-Strength Interactional Test Suites for the Configuration VSCA (m; 2,4^ 5^ 6^ {C})

0

OA(3,4'r~
MCA (3,4' ^

CA (3, 5")^
MCA (4, 4' ^
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Table4-12TestSizeforVariable-StrengthConfigurationVSCA(m;3,,{C})
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Table 4-13 Test Size for Variable-Strength Configuration VSCA (m; 3, 4^ 3"^ 2^, {C})
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Referring to the comparative results in Tables 4-9 to 4-11, when the strength of the

interactions is small, such as in cases of small strengths (maximum two for tm and three

for ts ), SA frequently generates optimum results, and PICT generates the worst results.

For the same configurations, ParaOrder, Density, TVG, and ITCH appear to generate

satisfactory results most ofthe time. IPOG also generate reasonable results; however, the

results are worse than those achieved byParaOrder, albeit they use the same method of

generation. PSTG and ACS generate results either equal or close to the results obtained

by SA. Moreover, PSTG generates results similar to or more optimal than ACS.

Considering the configurations with interaction strengths higher than three, the results are

unavailable for ParaOrder, Density, ACS, and SA. For the remaining implemented

strategies, PICT still produces the worst results for most configurations, whereas PSTG

produces the most optimal results. ITCH, TVG, and IPOG produce satisfactory results.

TVG and IPOG frequently yield comparable results. PICT and IPOG are unable to

produce results when the main and sub-configurations strength (tm and ts) are equal; as

mentioned, such casesare marked NS in the tables.

In cases with higher strength configurations, as shown in Tables 4-12 to 4-14, merely the

results ofPICT, TVG, ITCH, and IPOG are reported, which are the only strategies that

address this situation, to provide a comparison with PSTG. For these configurations,

PICT still produces the worst results for most of the configurations, whereas PSTG
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produces the most optimal results. TVG and IPOG produce satisfactory results; however,

TVG generates results that are either similar to or comparable with those ofPSTG in

some cases.

4.4 Analysing theResults from ^-way and Variable-Strength Experiments

In accordance with the /-way and variable-strength results, the strategies that generate

satisfactory results in cases of/-way are not necessarily appropriate for the generation of

variable-strength. In addition, fmding ageneral strategy for the construction ofboth cases

is difficult. For example, the results show that, although PICT generates reasonable

results for /-way cases, it is not effective for variable-strength cases. The main reason is

the construction algorithm wherein each parameter is independent, which leads to the loss

ofthe ability to nest the parameters (Czerwonka, 2006). The problem ofindependence of

the parameters can be solved by defining some negative values, such that a test case can

only have one negative value appearing in a given test. However, this method is more

restricted than nesting parameters because it is only applied to failure testing (Barrett and

Dvorak, 2009). This, in turn, requires the construction method to generate more test

cases, such as the construction of independent /-way test suite for the main and sub-

configurations.
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SA, on the other hand, often achieves small test sizes for most of the configurations,

when the interaction strengths for the main and sub configurations are two and three,

respectively. This optimality is owing to the use ofthe binary search process with a large

random generated search space. Nevertheless, this construction method is time-

consuming, particularly for interactions higher than three, or for more complicated

configurations.

ACS also generates satisfactory results. In some cases, its results are similar or close to

those from SA. However, in the implementation stage, the final test suite, which is the

outcome of the algorithm, is optimized further by a merging algorithm that attempts to

merge the test cases. As a result, the performance ofthe algorithms is not clear, and we

cannot consider the outcome of the research as a pure performance of ACS, although

research hasshown impressive results for some small configurations when the interaction

strengths for the main and sub-configurations are two and three, respectively. This

elimination in interaction generation reveals that this method faces the problem of

computation owing to the complex nature ofthe ACS algorithm.

ParaOrder and Density also generate satisfactory results. However, there is a lack of

results for other configurations and interaction strengths. This gap has been filled for

ParaOrder by the availability ofIPOG, which uses the same construction method. IPOG
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generates test suites more effectively, particularly for large-scale interaction strengths and

configurations. However, its performance is similar to or worse than that of TVG,

although its construction speed is better as compared with those ofother strategies.

The TVG construction method is more effective, particularly for large-scale interaction

strengths and configurations. However, for TVG and ITCH, the user must manually enter

all interactions of the sub-configurations parameters, leading to a considerable loss of

time intheentry procedure before theconstruction process.

PSTG is effective in configurations owing to its ability to locate solutions with a fewer

number of moves. This effectiveness is also owing to the use of previous best-achieved

test cases {West) in the update rule. This, in tum, leads to the generation ofasearch space

surrounding the best solution, resulting in a set of better test cases. Therefore, the

algorithm quickly locates the global best to be added to the final test suite.

4.5 Summary

This chapter highlighted the evaluation of the PSTG strategy extensively. Six different

sets of experiments were performed to evaluate the efficiency of the chosen strategy and
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were compared with existing strategies and tools. Overall, PSTG gives promising results.

The next chapter summarises and concludes the findings and contributions of this

research. The possible future directions oftheresearch arealso provided.
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CHAPTERS

CONCLUSION & FUTURE WORK

In this work, a novel interaction testing strategy, called PSTG, is implemented. The new

strategy aimed to construct minimized f-way or variable-strength test suites by combining

PSO with an algorithm for /-interaction element generation. The main focus ofthe work

is to optimize the generated test suites sizes as well as to effectively detect interaction

based faults.

In order to conclude and discuss the importance of the achieved results as well as the

directions for the future researches, this chapter summarizes the earlier chapters'

important indications and gives the fiiture research directions.

5.1 Contribution

Summing up, a number ofcontributions can be derived from this research work. Firstly,

this research work has investigated the use of PSO as the base of implementing a novel

variable-strength and /-way strategy, PSTG. Furthermore, this work has also evaluated

and benchmarked PSTG against both existing t-way and variable strength strategies. In
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doing so, this work has also evaluated the effectiveness ofPSTG for testing ofreal word

applications. Based on the experimental benchmarks and case study evaluation in Chapter

4, a number of observations canbe discussed here.

First, different kinds ofOAs can be used as interaction test suites, which in tum used in

the interaction testing process. As discussed previously in Chapter 1, the exhaustive

testing is usefiil to tackle most ofthe faults in the software under test; however it is not

applicable practically due to time, and resource constraints. Table 4-15 illustrates this

situation clearly. From the table, it can be seen thattheexhaustive testsuite with 41,472

test cases can tackle most of the faults in the software. However, the same amount of

faults can be tackled using MCA as a test suitewith 764 test cases or using VSCA as a

test suite with 104 test cases. Hence, the use of CAs as interaction test suites can serve as

a compromise technique to exhaustive testing whilst complementing the other test suite

designtechniques.

Second, it can be seen from the results that interaction test suites construction (or the

construction of CAs) is an optimization problem. Therefore optimization methods could

be useful to be used within strategies for construction. Here, the prospect of using PSO

for generating ^-way and variable-strength test suites is useful. As such, using PSO here
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with the proposed PSTG strategy offers a viable solution to undertake this problem,

rangingfromsmall to high interactions.

Third, as mentioned previously in Chapter 1, Tables 4-1 to 4-14 showed that searching

for an optimum set oftest cases can be apainstakingly difficult task, and it is a challenge

to find a unified strategy that generates optimum results all the time. Therefore, it is

customary to find a strategy that can achieve minimum test suites sizes for some

interactions, parameters, orvalues, while itcannot beachieved by odiers.

Fourth, most of the strategies support the construction of CA and MCA (i.e., r-way test

suites). However, few strategies support the construction ofVSCA. A number ofr-way

strategies have started to support VSCA construction (e.g., PICT, IPOG, TVG, CTE-XL

and SA). In addition to these strategies, anumber ofnew strategies emerged to particularly

construct VSCA using the published techniques. For those published strategies, there has

been little evidence on their performance and how they construct the variable strength

test suites.

Finally the limitation for existing strategies is going for higher t. As previously

mentioned inChapter 1, for practical concern, it is needed to support up to f=6, which is

not provided by most ofthe implemented Al-based f-way strategies, as can be seen in
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Table 4-1. In addition, for those strategies that support the generation of /-way test suites

with interaction strength up to /=6, theymaynot necessarily support that situation in case

of variable strength interaction. This situation canbe seen clearly in Tables 4-12 to 4-14.

Moreover, eventhosevariable-strength strategies that support higher t (i.e., ITCH, PICT,

TVG, and IPOG), few of them support the cumulative case, i.e., when the main and sub

configurations strength areequals. Compared with existing strategies, theproposed PSTG

strategy overcome those limitations and deal with the strength of interactions more

flexibly than the existing strategies, that is, by supporting f-way and variable-strength

interactions up to t=6.

5.2 Future Research Directions

There are different directions for this work in the future. Considering the current

implementation of PSTG, introducing seeding and constraints is important for the future

developments. Inaddition, releasing the beta version ofthe PSTG implementation isalso

a useful endeavour.

Considering the construction methods of the interaction test suites, this direction of

research still needs further researches and investigations. There is a need to investigate

more construction methods and identify better methods. In doing so, there is a distinct

73



possibility to produce new and better strategies by investigating the features of different

optimization algorithms and combine them together to produce hybrid strategies.

As part of future work, exploring the applicability and effectiveness of the strategy on

many real systems is also desirable. As can be noted from Chapter 2, there are few

researches dealing with the application of interaction test suites. The strategy could be

applicable in many research areas, such as hardware testing, by considering the

interaction of the hardware components. It could also be effective in network

performance evaluation by considering different interactions among the network

components to achieve best performance.

Considering the application of interaction testing, different areas need more assessments

and improvements, although the exiting researches achieved impressive results. One of

those areas is the components' interaction testing. So far, the effectiveness of using the

interaction test suites in this area is not clear. Although it is studiedtheoretically in many

researches, there is little evidence showing its effectiveness. It seems to be encouraging

area for anempirical study for the PSTG strategy. Aninteresting direction, for example, is

to apply the strategy on e-commerce software systems. It is interesting ifa research study

the effect of the component interactions on some performance criteria practically. In

addition, the application ofVSCA is an open research direction also. It isnoticeable from
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the literature that there is little evidence for the application of VSCA. As illustrated in

Chapter 2, this could be also applied with e-commence systems by taking stronger

interaction strength among some special related components inthe system, for example.

Finally, another important direction of research is to combine the interaction test suites

features with other software testing methods. As previously mentioned, interaction test

suites have been used widi regression testing and testcase prioritization. It also could be

useful if the interaction test suite features are combined with fault localization techniques.

So far, the use of interaction test suites has not been sufficiently investigated to address

fault localization whichin turn couldfurther strengthen existing testingtechniques.
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