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1. INTRODUCTION

1.1 Motivation

During the past decade, many schemes have been proposed to increase ther
eliability of the wireless network systems, in order to fulfill the quality of the data
in a high data rate wireless network applications, such as telephone conversations,
video conference and television cameras. In wireless networks and wireless digital
communication systems, channel coding have received considerable attention,
since some data bits might be exposed to attenuation or distortion due to
interferences, channel noise and multi-path fading. In addition, both random and
burst errors occur during transmission in noisy communication channel. These ‘
types of errors increase the bit-error-rate (BER) which results in bad quality
transmission. Channel coding is considered as one of the major boosts, which
enhances the performance of wireless networks at higher data rates. In wireless
network applications as well as realtime application systems, low complexity and
shorter codeword length in channel coding scheme are preferred.

In a wireless network,the packet is dropped if there transmitted information is
still erroneous and this is a waste of bandwidth and time, which leads to bad
performance fornetworks (Mahmoud and Shen, 2011; Alayed and Rikli, 2013;
Esmaeilzadeh et. al.,, 2014). In addition, packets can be lost due to errors,
congestionina queuedueto high traffic, collision, hidden nodes, and the link failures.
The problem of packets dropped becomes more critical in real-time applications .
such as video conference and remote control in a wireless sensor network (WSN)
(Kobbane et al., 2013). In addition to the channel coding, a wireless network
coding(WNC) has been considered as a promising solution with its capability in
improving the quality of service (QoS) performance of wireless networks by
retrieving the packet lost. In a traditional store-and forward network, packets are
forwarded hop-by-hop along the intermediate routers from a source to a receiver.
An intermediate node forwards the packets as it receives through a predefined path.
WNC is a recent field of information theory that allows the intermediate
nodes,instead of simply forwarding data, to generate new packets by combining

packets received on their incoming ports before sending the combined data on its
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output links to increase the capacity and throughput of each link (path), and
increase the packet delivery ratio (PDR).

The aims of channel coding and network coding techniques are retrieving the
original information. Channel coding is used for point-to-point communication
over a single channel, and it uses the error correction codes to improve the error
performance of the wireless link. It is implemented at the physical layer to recover
erroneous bits through redundant parity check bits added inside a packet. The error
retrieval capability for channel coding depends on the specific coding and the
amount of redundant bits. An erasure correction coding can be used to handle lost
packets on the end-to end connection level that uses redundant packets to recover
the original information at the network layer for end-to-end communication.
Traditional network coding allows the intermediate nodes to generate a redundant
network-coded packet (Fragouli et al.,2006; Matsudaetal.,2011). Joint channel-
network coding provides reliable communication and achieves a better
performance for a network communication system instead of the case when
channel and network codes are designed separately (Tranetal.,2008; Hausl and
Dupraz, 2006; Qiang et al., 2009). Recently, many authors proposed design for
channel network codes to exploit the benefits of channel and network codes in
recovering the original information.

This project presents a new channel coding scheme, namely low complexity
parity check (LCPC) code. LCPC code is a linear block code for error detection
and correction in wireless communication networks. The LCPC codes have the
capability to detect and correct consecutive and non-consecutive bit errors. Also,
this project presents new wireless network correcting codes (WNC) with a router
detection packet loss (WNC-RDPL) algorithm for recovering lost packets. WNC
increases the band width efficiency of reliable broadcast in a wireless network.
WNC code employs network coding to reduce the number of retransmission as a
result of packet losses due to the link failures. In addition, this project presents a
novel binary joint network-channel coding (B-JNCC) scheme for reliable multi-
radio multi-channel multi-hop wireless networks. B-JNCC combines LCPC and
WNC-RDPL codes in order to reduce the BER and increases the PDR over a

wireless channel.
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1.2 ProblemStatement
Transmissions in the wireless networks are jeopardized by the injection of errors or
erasure of symbols data. Errors are caused by the channel noise or by the multi-
path fading channel. Recently, Low Density Parity-Check (LDPC) codes (Gallager,
1963) have been extensively developed and regarded as the best channel coding
schemes. The error correction capability of the LDPC codes depend on the
codeword length and the characteristic of the parity check matrix H
(Gallager,1963;Carrasco and Johnston,2009). The decoder gives a better
performance with a larger codeword (i.e. large size of G matrix) and with good
parity-check matrix H (Carrasco and Johnston, 2009). In practice, to achieve a
better BER performance with LDPC codes close to the channel capacity, the length
of the LDPC codeword used should be in the order of thousands of
bits,(CarrascoandJohnston,2009). The LDPC decoding is effective only when the
parity-check matrix has a relatively large column weight (Bhargava and Bose,
2013). The matrix multiplication for this big codeword size demands huge
memory, computational requirements and more complex decoding (Kou et al.,
2001; Voicila et al.,2007; Carrasco and Johnston, 2009). Consequently, the existing
decoding algorithms are either too costly to implement (Wang et al., 2013).

Furthermore, LDPC codes require iteration in the detection and correction
error processes around 10 to 50 times of iteration (SalbiyonoandAdiono,2010). For
example, the average number of iterations for iterative decoding of the LDPC
(1008, 504) code with belief propagation (BP) and uniformly most powerful
(UMP) BP-based decoding algorithms, is 50 and 200 (Fossorier et al., 1999).
Besides, the decoder fails to correct errors if the number of errors occurred is
greater than the error correction capability of the decoder regardless of the number
of iterations (Carrasco and Johnston, 2009). For practical applications, these codes
are inappropriate to be used since they involve high encoding-decoding complexity
(Yahya, 2010). Therefore, the need of efficient channel codes with lower encoding
and decoding complexity, and lower memory size requirement, which do not
require any iteration in the decoding process, is quite obvious. As the solution to
the above problems, this project proposes Low Complexity Parity Check (LCPC)
codes that can offer several different code rates.

LCPC codes provide better BER performance. LCPC codes have low
complexity (low O(n)) and small memory size requirement. Unlike LDPC, the

W
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proposed LCPC codes do not need any iteration during the decodmg The short
codeword length of LCPC codes reduce the possibility of error and decrease
decoding delay compared to the big codeword length in LDPC codes. LCPC codes
are particularly appropriate for real time multimedia applications through the use of
a small codeword length to decrease decoding delay, and are able to further
increase network throughput. On the other hand, the demand for real time
applications and multimedia applications has increased due to the rapid increase in
the number of wireless network users.

In addition, providing high-speed and reliable services with the ability to access
video over the Internet and share large files in wireless networks is the fundamental
challenge due to the interference and unreliable nature of wireless link (i.e.,
variable link qualities), which causes packet losses and link failures. Moreover,
some applications cannot use automatic repeat-request (ARQ) when the packet is
lost, because the original packets are no longer available in the source. For
example, most of the television cameras immediately for get the information as
soon as they are sent, and cannot resend the original packets.

Recently, network coding (NC) has been proposed as an effective technique
to in crease the network bandwidth-efficiency (Fragouli et al, 2006) and
throughput (Kattiet al., 2008). NC gives intermediate nodes the ability of randomly
encoding different packets received previously into one output packet. Linear
Network coding (LNC) is one research area that able to enhance the reliability and
efficiency of network communications systems. In LNC, packets transferred
through a network are viewed as symbols in finite field GF (q) on which their
arithmetic operations are defined, where q denotes the size of finite field. Each
coding node has two or three input links and one or two output links. Coefficients
are assigned to inputlink so f coding nodes. Each input link has one coefficient.
These coefficients are randomly generated and selected from the Galois Field
GF(q). These coefficients are grouped together which refer to as the coding vector.
This coding vector was used to encode the native packets at the source node and to
retrieve native packets at the receiver nodes.

In order to retrieve native packets, receiver nodes need to know the coding
vector of the coded packets they received. Chou et al. (2003) proposed a method of
embedding the coding vector in the header of the coded packet in order to deliver

coding vectors to the receiver nodes. The main problem in LNC is, if some error
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oceurs in the coding vector (coefficients) through the transmission or it is lost due
to the unreliable nature of wireless link, interference or link failure. In this case, the
receiver cannot retrieve the native packets as it does not have the correct
coefficients. In LNC system, the transmission was assumed to be in ideal channel
with no error, no packet loss and no link failure.

Motivated by the above problems, a new Wireless Network Coding (WNC)
architecture and its router detection packet loss (RDPL) algorithm are proposed in
this project with assumption of having packet loss and link failure. In WNC-RDPL,
there is not any need for coding vector (coefficients). The proposed scheme focuses
on exploiting NC in multi-hop multi-radio multi-channel wireless networks. The
new Wireless Network Coding (WNC) architecture and its router detection packet
loss (RDPL) algorithm has the capability to retrieve the lost packets in wireless
network. Overall, the proposed architecture is called WNC-RDPL. WNC-RDPL
scheme employs network coding to reduce the number of retransmission as a result
of packet losses due to the link failures.

A data transmission over wireless networks and communications frequently
suffers from delay and packet loss due to the several reasons such as unreliable
nature of wireless channel, interference, link failure, fading and shadowing wireless
link. The high and variable BER in the wireless channel considers the main
problem to implement a reliable wireless network. For real time: applications,
packet loss probability is the most important performance measures. In order to
address the problem of packet losses and to improve the performance of wireless
network, a binary joint network coding with channel coding (B-JNCC) scheme is
proposed in this research. B-JNCC combines low complexity parity check (LCPC)
channel coding and wireless
network coding without errror detection packets loss (WNC-RDPL) scheme to
reduce the chance of error propagation and improve the error correcting
performance for multi radio multi-channel wireless networks.

Channel coding schemes are implemented at the physical layer to recover
erroneous bits through redundant parity check bits added inside a packet. Whereas,
wireless network correction code used to handle lost packets on the end-to-end
connection level that uses redundant packets to recover the original information at
the network layer for end-to-end communication. Joint channel-network coding

provides reliable communication and achieves a better performance in a network
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communication instead of the case when channel and network codes are designed
separately (Tranetal.,2008; Qiang et al., 2009; Guo et al., 2012; Yu and Zhaoyang,
2013; Hernaez et al., 2013).

1.3 Project Objectives

The main aim of this research is to introduce a novel channel coding scheme as a
useful and usable for wireless communications networks. In addition to propose a
new wireless network coding (WNC) scheme for wireless networks. The new
schemes have many advantages such as reduces the complexity, decrease the BER
and increase the PDR in the wireless networks. The research objectives are given as

follows:

1. To investigate the diversity improvement of network coding techniques in wireless
communication networks.

2. To develop novel fast 2-bit error corection codes for network coding.

3. To develop new data link and network layers network coding techniques using
novel fast 2-bit error corection codes.

4. To implement the hardware prototype of the novel physical layer network coing
techniques in wireless communication networks using Software Define Radio

(SDR) environment.

A step-by-step approach is taken in this research to achieve the above obj ectives.

The research methodology is explained in the next section

_’_—___—__——__—__——ﬁ
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2. METHODS

2.1 Overview of Methodology

Figure 2.1 depicts an overview of this research. The scope of this research is
focused on the channel coding and network coding,which are an important part of
the wireless communications networks for decrease the BER and increase the PDR
as explained in

the section 1.1. In this research, a novel linear block channel coding for wireless
communication networks is proposed. The design includes different values of code
rates

(i.e.,O.444,0.375and0.428)that implemented using the MATLAB programming.
The proposed codes are very effective in correcting random bit errors and random
symbol errors over wireless fading channels and Additive White Gaussian Noise
(AWGN) channels at Binary Phase-Shift Keying (BPSK) and 16-Quadrature
Amplitude Modulation (QAM) modulations. The advantages of the proposed codes
are lowc omplexity, low memory size requirement and on iteration in the decoding

process.

¢ Goal: Joint channel and network |
| coding to improve the packet delivery
ratio for wierless netwrok.

N
| Objective: Design and implement a
novel channel and network coding.

_—

Research problems: for cahnnen
coding, complexity, large memeory
szie requirements and iteration in
decodinng process. For mnetwork
coding; packet lost and link failure.

{ Background: The usefulness of |

channel and network coding for

" reduce the BER and increase the
{ PDR.




Figure 2.1: Research flow

In addition, in this research a novel wireless network coding (WNC) is proposed to
recovering lost packets due to the link failure in wireless networks. The proposed
code is implemented and evaluated using the MATLAB programming for four
different topologies scenarios. The WNC is evaluated for different possibilities of
links failure at four different network topologies. On the other hand, the analytical
analysis on the effect of using the binary filed (OR operation) property, to generate
the coding matrix elements, instead of -using the Galois Field (GF) operation
property to generate the coding matrix elements in Linear Network Coding (LNC)
is presented. The LNC with binary OR operation (LNC_OR) is simulated using
MATLAB programming under various multi-hop wireless network conditions of
coefficients and codihg router for three different network topologies. Performances
of the LNC with the different probability of the coefficients of coding matrix base
on packet delivery ratio (PDR) are analyzed.

2.2 Low Complexity Parity Check Codes (LCPC)

In information theory, error detection and correction are techniques that facilitate
reliable delivery of digital data over unreliable communication channels by
decrease the BER and increase the PDR. Many communication channels are
subjected to channel noise, and thus errors may be introduced during transmission
from source to receiver nodes. This section presents the first contribution of this
research,i.e..the novel linear block codes for error detection and correction called
Low Complexity Parity Check (LCPC) codes. LCPC codes are efficient that
provide reliable transmission in wireless channel. The LCPC (9, 4), LCPC (8, 3)
and LCPC (7, 3) codes with different code rates (i.e., 0.444, 0.375 and 0.428)
respectively are proposed. The codes are short in length, which makes the
proposedcodes attractive forlow-latencyandreal time applications. Table 2.1 shows
the specification of the proposed LCPC codes, where k is the number of
information bits, n number of codeword bits, dmin minimum distance (n-k), and R

is the code rate (k/n).




Table 2.1: LCPC code specification

Type of code Parameters

nl| k| dmin R
LCPC(9,4) |[9]4]| S 0.444
LCPC@,3) | 83| S 0.375
LCPC(7,3) [7]3] 4 0.428

2.2.1 The Proposed LCPC (9,4) code

Low Complexity Parity Check (LCPC) code is a one type of block linear code that
used for error detection and correction. The main difference between our proposed
LCPC code and the other codes such as RS, and LDPC is that it is a simple
encoding and decoding method with low complexity. Besides, it does not require
any iteration process in the decoding and can work with very low memory
requirement. These advantages make the LCPC code a good choice for real time
application. In this research, design a novel linear block channel coding scheme
with four algorithms, to detect and correct single, double and more than double bit
errors for wireless communication networks is proposed. The new channel coding
The design includes different values of code rates (i.e., 0.444, 0.375 and 0.428).
The new channel coding

schemes with different code rates are implemented using MATLAB program.

To validate the performance of the proposed LCPC code, it is investigated at
different data transmission values using the Binary Phase-Shift Keying (BPSK) and
4-Quadrature Amplitude Modulation (QAM) and 16-QAM modulations over the
Additive White Gaussian Noise (AWGN) and wireless fading channels. The
proposed codes are very effective in correcting random bit errors and random
symbol errors over wireless fading channels and AWGN channels at BPSK, 4-
QAM and 16-QAM modulations. In this work, four types of LCPC codes as,
LCPC-a (9, 4), LCPC-b (9, 4), LCPC (8, 3) and LCPC (7, 3) are proposed. LCPC-a
(9, 4) and LCPC-b (9, 4) codes have the same code rate (i.c., 0.444). They have the

same BER performance and the same capability for error correction, but the G and
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H matrices are different (number of one in Gand H matrices for LCPC-b (9,4) is
less than in LCPC-a(9,4)).

This section presents the G and H matrices with error patterns and syndrome
vector Tables for LCPC-a (9, 4) codes. The G and H matrices with error patterns
and syndrome vector Tables for LCPC-b (9, 4), LCPC (8, 3) and LCPC (7, 3) codes
are presented in Appendix B. The encoding and decoding processes are the same
for all LCPC codes.

Figure 2.1 shows the components of the LCPC codes. The LCPC code is
defined as
block code (n,k) where the codeword length n=9 and the data (sample) length k=4
for the LCPC-a (9,4) and LCPC-b (9,4). The LCPC codes has the capability to
detect and correct consecutive and non-consecutive bit errors. In addition to the
main units (i.e., encoding, error detection, error correction and recovery), other
unites such as XOR, lookup tables for error pattern (EP) and syndrome vector (SY)
are also considered as important parts of the LCPC codes. Matrices algebra and
polynomial functions describe the implementation of the LCPC codes. Usually, the
decoder contains two parts: one for error detection (for syndrome vector
calculation), and the other for error correction (assign error pattern). The general
idea for achieving error detection and correction is by adding some redundancy bits
to a source data (Carrasco and Johnston, 2009). After encoding the original data
with the redundant bits at the source, a new data is formed which is termed as a
codeword. When a destination receives the codeword, the decoder in the receiver
can use the redundancy bits or parity check matrix (as proposed in this work) to
check the reliability of the delivered data, and to recover the

original data from erroneous data.
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Figure 2.1: General block diagram of encoding/decoding LCPC

2.2.2 LCPC Encoding

Figure 2.1 shows the block diagram of encoding and decoding process of LCPC
codes. To encode source data, firstly, divide the source data sequence into symbols
of equal length k bits. Subsequently, each symbol (k bits) is taken and map itinto a
codeword ¢ of n bits, where n > k. The n - k additional parity-check bits are the

redundancies added, which used for error detection and correction. The LCPC code

is a block code which takes the data stream from the source encoder, divides it into

four-bit symbol, and then encodes each four bit symbol (depending on the number

of rows in G matrix) into a nine-bit codeword (depending on the number of .

columns in G matrix), before the transmission. The symbol of source data is
denoted as SDi = (v1,v2...vk), where 1 <i<j, and j is the number of symbols of the
source data, v is a binary bit, and k = 4 is the length of the symbol. Each k-bit
symbol is then encoded into an n-bit codeword before the transmission, where the
values of the n bits depend only on the values of the k bits in the corresponding
symbol source block. In order to start the transmission and encoding of the source
data, as shown in Figure 3.2, two samples from the source data are taken, for
example (SD1 and SD2). The XOR operation is used to create SD3 symbol from
SD1 and SD2. After the XOR, the encoding process is implemented using the
generator matrixG, as represented by Eq. (2.1).
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In the encoding unit the redundant bits r is then added to each symbol to make the
length of the codeword equal to n, where n =k + r, and r = 5. The codeword of the
symbol corresponds to CDTi = (81, B2 ... Bn), where n =9, and fi is a binary bit. A
codeword CDTi that defined as a multiplication between SDi and G is given by Eq.
(2.2).

CDri =8D; xG (2.2)

SDi is an information symbol and CDTi is the transmitted codeword and G is the
proposed generator matrix. The Generator matrixG also can be expressed in the
form of a bipartite graph known as Tannergraph (Tanner,1981) as shown in Figure
2.3. The Tanner graph contains two sets of nodes: the first set of nodes represents
the bits of a codeword (code nodes), and the second set of nodes implements the
symbol bits (data nodes) in G matrix or implements the check bits (check nodes) in
H matrix. The graph presents an edge between the code nodes and the data nodes if
and only if the bit is involved in the parity-check equation. One benefit of Tanner
graphs is used to construct and create a longer error correcting codes from a smaller
ones (Tanner, 1981).

The data and code nodes in Figure 2.3 denote the rows and columns of the G
matrix
respectively. An edge connects a data node to a code node if a non-zero entry exists
at the intersection of the corresponding row and column. Each time, three
codewords (CDT1, CDT2 and CDT?3) for the three symbols (SD1, SD2 and SD3)

respectively are sent. Figure 3.4 shows the encoded codeword construction of the
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bLCPC (9, 4) code. The five bits (y1, v2, ... Y5) from the right side is the parity bits,
while the four bits (v1, v2, ... v4) from the left side is the symbol bits. Eq.(3.3) and
Eq.(3.4) show the symbol information bits and parity bits respectively for LCPC-a
(9, 4) code.

Br=v2 (2.3)

Bs =1 = vi®Ov2Bv3dvy

Bs = 1o = viBvrDv;
2.4)

Br =1 =vidvadvy

Bs =14 = vi®Bvidvs

Bo =5 = v2Dv3Dvy
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Figure 2.4: Codeword construction for LCPC-1(9,4) code

Table 2.2: Codewords of LCPC-a (9,4) code
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Message Binary Codeword Binary Codeword Hex

SD; CDr; CDr;
0000 0 0600 0000 000
0001 000110111 037
0010 00101 1011 05B
0011 001101100 06C
0100 0 1001 1101 09D
0101 0 1010 1010 0 AA
0110 011000110 0Cé
0111 01111 0001 0F1
1000 100011110 11E
1001 10010 1001 129
1010 101000101 145
1011 10111 0010 172
1100 1 1000 0011 183
1101 11011 0100 1B4
1110 11101 1000 1 D8
1111 111101111 1 EF

The benefit of CDT3 is to use in the correction and recovery of the
CDT1 and CDT? if there are more than double bit errors in one of them, or
there are two error patterns with the same value of syndrome vector.

The proposed parity check matrixHof the LCPC (9, 4) code is shown in
Eq. (2.5)

that is used for error detection.

2.5)
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The Tanner graph of H matrix is shown in Figure 2.5. The check and code nodes in
Figure 2.5 denote the rows and columns of the H matrix respectively. An edge
connects a check node to a codenode if a nonzero entry exists at the inter section of

the corresponding row and column.

Code
nodes

Figure 2.5: Tanner graph of a check matrix H for the LCPC-a (9.4) code

2.2.3 LCPC Decoding

The decoding algorithm consists of three parts. The first is to compute the ‘

syndrome for error detection. The second is determining the error pattern, and the
third is the error correction and recovery of the native data. The aim of this part is
to detect and correct the errors in the received codeword. The proposed LCPC
codes have the capability to detect and correct single, double bit errors, and higher
bit errors with some impose conditions. The main difference among the proposed
LCPC codes and Hamming codes is that, the latter can detect and correct only
single bit error,or it can detect double bit error without correction capability.

Table 2.3 shows the capability and limitations of the proposed LCPC (9, 4)
code for errors detection and correction. LCPC (9, 4) code has the capability to
detect and correct the bit errors when there are 1,2,7,8 and 9 bit errors in the code

word received. Inaddition, it can correct 13 cases from the 84 cases for 3 and 6 bit
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errors, while being able to detect the error for 3, 4, 5 and 6 bit errors without
correction. The reason of LCPC (9,4) being in capable of correction is that the
number of possibility error pattern (NoEP) is more than the number of syndrome
vector (SY) that the LCPC (9;4) do have (i.e., 32); the NoEP in cases of 3 and 6
bits error is 84, and it is 128 in 4 and 5 bits error.

The number of possibility error pattern (NoEP) and number of syndrome
vector (NoSY) for LCPC (9,4) code is shown in Table 2.4. The NoEP is obtained
from using Eq. (2.6), whereas the NoSY is obtained from Eq. (2.12) by taking into

consideration all the possibilities of error pattern.

n!
p=——— 2.6
NoE el(n—e)! (26)

Table 2.3: Capability of error detection and correction in LCPC (9,4) code

Number of bit Error Error
erforin the  Detection Correction
cadeword
1 v v
2 v v
3 v X
4 v X
5 v X
6 v X
7 v v
3 v v
9 v v

where n is the codeword length (in our proposed code n = 9), and e€(1, 9) is the
number of it errors that may occurred in the codewords. The proposed code
assumes the look up tables that include the Epof each SY forl,2,7,8 and 9 bit errors

are stored in the memory.




2.2.2 Binary Joint Network and Channel Coding (B-JNCC)

In this section, coding and decoding procedures of the proposed binary joint
network and channel coding model (B-JNCC) are presented. Specifically, B-INCC
combines binary low complexity parity check (LCPC) channel coding and wireless
network erasure correcting with router detect packets lost (WNC-RDPL) code. This
combines assisted to exploit completely the spatial variability and redundancy in
both channel and network codes. To understand the rationale behind the joint
treatment of the channel and network coding, a simple example as shown in Figure
2.6 is proposed. In this simple topology, there are five routers distributed as two
sources, two relays, and one destination. The two sources routers (i.e., S1 and S2)
broadcast two independent packets Py and P,, after encoding them using LCPC code,
to the two relay routers R1 and R2 and to common destination router D. The
functions of R1 and R2 are; encoded the packets that received using WNC-RDPL
code, store the coded packets temporary, and then forward the packets to the
destination router D. R1 and R2 generates P3 = (P; @ P,) and forward it to the D. In

Figure 2.6, we assume all routers operate in multi radio multi-channel (MRMC)

techniques and that all communications link takes place over orthogonal channels .

such that mutual interferences can be neglected.

Figure 2.6: Simple example of two sourceQGvo relay one destination network topology




. Accordingly, in the'normal case (i.e., no link failure) the destination router D
will receive four packets, two packets from the S1 and S2 and two packets from R1
and R2. On one hand, D received Py and P, from Sl and S2 respectively. On the
other hand, D received double P; from R1 and R2. The B-JNCC will be implemented
at the destination router D. At the D, the LCPC codes can detect and correct signal,
double and more than double bit errors with some impose conditions. Whereas,
WNC-RDPL code has the capability to recovery the packet that the LCPC code
cannot corrected or the lost packets due to a link failure. The capability of detection
and correction error packets when the B-JNCC used base in the topology that shown
in Figure 2.6 is shown in Table 2.4. The desirable from the destination router D is
received P; and P, correctly. If the D could not correct bit errors in Py or P, directly,
the LCPC tries to correct P3 that received it from R1 and R2. Then, D can use P3 to

retrieve the packet that cannot correct (i.e., P or P,).

In the worst-case, if LCPC cannot correct Py, P, and Ps, in this case WNC-
RDPL send NAK to R1 and R2, then the latter send the packets that received from S1
and S2 respectively (i.e., Py and P> without Ps) to the D. In this case, D will receive 2
packets of P; and 2 packets of P, from R1 and R2 respectively. Again, LCPC code

detects and corrects those new packets that received to obtain the P; and P2.

Figure 2.7 shows more details about the architecture and the functions of each router
for our proposed B-JNCC that applied in the topology that shown in Figure 2.6. We
assume all channels are lossy, and this is one difference between our work and other
works that assume the channels between the source router and the relay router is

lossless [6]. SI generates CDr from encoding the symbol SD; (4 bits) using the
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LCPC code, in the same case S2 generates CDr, from encoding SD. Both S1 and S2
broadcast their encoded data to R, R2 and D, over the lossy wireless channel. Due to

the lossy channel, R/, R2 and D received CDg; that considered as;

CDgi = CDr; + E ,where, CDr; transmitted codeword and E is the error pattern.

Table 2.4: Capability of Error Detection and Correction for B-JNCC at the

destination
Index of
Possibility Possibilities received packets at the destination router (D) | States correction
error packets at
PifiomSl | porlsy DR | fomR2
1 v v v v v
2 x v v v v
3 v x v v v
4 v v x v v
5 v v v x v
6 x x v v v (NAK)
1 x v x v v
8 x v v x v
9 v x x v v
10 v x v x v
11 v v x x v
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3. RESULTS AND DISCUSSION
3.1 LCPC (9,4) codes

Simulations are carried out to validate the performance of the proposed LCPC (9,4) code.
The codeword generated from the LCPC (9, 4) code is modulated using BPSK, 4-QAM
and 16-QAM modulation schemes before being transmitted via wireless channels such as
additive white Gaussian noise (AWGN) channel and Rayleigh fading channel. The
performance of the LCPC(9,4) code is compared with Hamming (Moon, 2005), RS
(Wicker and Bhargava, 1999), and LDPC (Gallager, 1963) codes using various values of
codeword length. The Hamming, RS, Golay, BCH Soft and BCH Hard codes are
modulated in MATLAB. The comparison is implemented at different codeword length to
investigate the BER performance of proposed LCPC codes at different cases. Some
decoding algorithms of LDPC (8, 4) code such as bit flip, log domain and log domain
simple are also are modulated using MATLAB program.

Figure 3.1 presents the simulated BER versus SNR plots of LCPC (9, 4), Hamming
(15, 11) and RS (15, 11) codes, with the Shannon limit over AWGN channels and BPSK
modulation. The results clearly show that the performance of the LCPC (9,1324) code is
much better than Hamming and RS codes, because the proposed LCPC code has the
capability to corrects double and more than double bit errors. It is also worth noting that,
for the LCPC (9, 4) code, BER value is 10—6 at SNR of 6 dB, while for RS and Hamming
codes, SNRs are 8.2 dB and 9.1 dB respectively, to obtain BER of 107°. This shows that
LCPC (9, 4) code reduces the transmission power requirement to obtain a BER 107 and
therefore showcases significant advantage over other codes. Besides improving the
system performance, the proposed code reduces the complexity in the decoder compared
to the LDPC codes.

W
e — — — — — — — — — — — ™ @ @ @ @ @ @ ™ ————————
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Figure 3.1: Comparison between LCPC (9,4) code with Hamming and RS codes in
AWGN channel.

Figure 3.2 presents the comparison between LCPC, Hamming and RS codes at codeword
lengths (7, 4), over AWGN channels using BPSK modulation. The Hamming (7, 4) and
RS (7, 4) are modulated using MATLAB program when the n = 7, k = 4, and the code
rate R = 0.571. The Figure 3.2 shows that the LCPC code improves the BER performance
when compared with the Hamming and RS codes. The LCPC (9,4) code have the
capability to correct two and more than two bit errors, whereas the Hamming (7, 4) has
the capability to correct one bit error and RS (7, 4) codes has the capability to correct one
bit error in each symbol. '

Figure 3.3 shows more accurate results of the performance of BER for the LCPC
(9, 4) code stay better than the RS codes, especially in the parity code (6, 8, 10, 16
And 32) bytes. The performance of the proposed LCPC (9,4) code is investigated with
different codeword length of RS codes over AWGN channels using BPSK modulation.

e}
O e e e ————
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As the graph shows, the BER performance of RS code is becoming better when the
amount of parity code increases. For illustration, RS (255,223) at parity code 32 bytes are
better than RS (255, 2249) at parity code 6 bytes. Nevertheless, the LCPC (9, 4) code is
better than RS codes. Further, increasing the parity code increases the complexity of
detection and correction of errors, which in turn increases the time delay. The LCPC (9,
4) code has a good BER performance, because the LCPC has the capability to correction
double bits and more than double bits. In addition,the LCPC codes have the capability to
correct the burst error.
The capability of the proposed code (LCPC) in error detection and correction is also .
studied. The minimum Hamming distance defined as dmin = n - k, where m > 3 is a
positive integer. The number of errors that a block code can detect and correct is
determined by its minimum Hamming distance dmin. This is defined as the minimum
number of places where any two codewords differ. Ingeneral, the number of errors (u)
that can be detected for a block code is u =d - 1. For example at m = 3, the codeword

length n = 7, message length k = 4 and dmin = 3, where t is the number of errors that a
block code can correct, ¢ = [n—;lf]= 1. Since the Hamming code has a minimum Hamming

distance dmin = 3, it can only correct 1 bit error for each 7 bits transmitted.

Therefore, the error correction is 1/7 = 14.285 %.

- ]
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Figure 3.2: Comparison between LCPC (9,4) code with Hamming (7,4) and RS (7.4)
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Likewise, in the case of Reed-Solomon (RS) codes, the number and type of errors that
can be corrected depends on the characteristics of the RS code. RS codes are a subset of
Bose-Chaudhuri-Hocquenghem (BCH) codes and are linear block codes (Moon, 2005).
RS codes are burst error-correction codes. A Reed-Solomon code is specified as RS (n, k)
with s-bit symbols. This mean that the encoder takes k data symbols of s bits each and
adds parity symbols to make an n=2s-1,symbol codeword. There are n-k parity symbols
of each s bits. An RS decoder can correct up to t symbols that contain errors in a error

codeword, where 2t = n - k. If s = 3 bits, n = 7, and when the number of parity is 3, k=4.
The number of symbols containin g errors that RS code can correct is t, where, ¢ = [E;—k]=

1. So, based on t value the RS (7, 4) code can only correct one symbol error from the 7
codeword symbols that are transmitted. If the symbol sizes are 3 bits, the worst case
happens only when a one-bit error occurs in separate symbols. In this case the error
correction is 1/21 = 4.7619 %, which is small compared with the percentage of error
correction in Hamming (7, 4) code, and this explains the reason why the Hamming (7, 4)
code has a better BER performance when compared to the RS (7,4) code, as shown in
Figure 3.4.

The best case for RS (7, 4) code occurs when all bits are errors in a one symbol. This
mean that the percentage of error correction is the number of errors in one symbol over
the total number of symbols bit transmitted, i.e. (3/21 = 14.285 %). Compared with our
proposed code LCPC the worst case happens only when there is a one bit error in each
codeword (9 bits). According to this approach, there are three codewords transmitted each
time. Two codewords contain the original source data (SD1 and SD2) and the other
codeword (SD3) is the outcome of XOR operation involving the two original source data.
The benefit of sending the third codeword (CDT3) is to use it for correcting the error
when there are more than two bit errors in one codeword that contains the original source
data (CDT1 orCDT?2). In this case, when there is a single bit error the error correction
obtained is 2/18 = 11.11 %. On the other hand the error correction is 22.22 % when there
are 2 bit errors in each codeword (CDT1 and CDT2). The best percentage of error

M
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correction is achieved when there are two bit errors in one codeword and 9 bit errors in
another codeword (i.e.,11/18=61.11%). This clearly shows that the LCPC code is better
than Hamming, BCH, Golay and RS codes.

To increase the capability of error correction, the number of the parity codes must
increase. This mean that the value of t in RS code must be large. A popular Reed
Solomon code is RS (255, 223) with 8-bit symbols (Carrasco and Johnston, 2009; Jiang,
2010). Each block contains 255 codeword bytes, of which 223 bytes are data and 32 bytes
are parity. For this code: n = 255, k =223, s = 8, 2t = 32, and t = 16. A large value of t
mean that a large number of errors can be corrected but requires more computing power
than a small value of t. One symbol error occurs when a 1 bit in a symbol is wrong or
when all the bits in a symbol are wrong. RS (255,223) decoder can correct 16 symbol
errors. The worst case occurs when a 16 bit error occurs, and each one of these bits is in a
separate symbol (byte), so that the decoder can be corrected as maximum 16 bit errors
from the 2040 bits (255x8); the error correction is 16/2040 = 0.784 %. The best case
occurs when a 16 complete byte error happens so that the decoder can correct a 128 bits
(16x8) error from the 2040 bits; the error correction is 128/2040=6.274%. There are clear
restrictions and limitation in the number of errors that the decoder can correct in each
block, and this limitation depends on the number of parity byte.

The difference between the LCPC code and RS code is that the latter has the ability To
correct a specific number of bit errors based on the parity number,whereas the LCPC
code cannot do so. As an example in LCPC code, if 2040 bits (255 byte) are needed to be
sent, these 2040 bits are segmented to nearly 227 blocks, each block containing 9 bits. So,
the worst case is that the LCPC code can correct 1 bit in each one block (9 bits). Since
there are 227 blocks, the error correction is 227/2040 = 11.127 %, and if there are two bit
errors in each block the error correction is 454/2040 = 22.25 %. The best case is when
half of 227 blocks have two bit errors, and another half of the 227 block have 9 bits error
as the maximum. Therefore, the total number of errors that LCPC code can correct is:
(227/2)x2 = 2217 bits (for 2 bits errors) (227/2)x9 = 1021 bits (for 9 bits errors) The error
correction is (227+1021)/2040 = 61.176 %. Thus, the proposed code LCPC outperforms

R VU
R e e e — — —
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the renowned codes. Moreover, Figure 3.4 presents the comparison between LCPC (9, 4)
code and Hamming, Golay, BCH (Soft, Hard) and RS codes which modulated using
MATLAB program with the Shannon limit over AWGN channels on BPSK modulation.
It is obvious that the performance of LCPC (9, 4) code is better than the other codes. As
shown in Figure 3.4 to get BER 107°, needs 5.6 dB for a LCPC (9, 4) code. The code gain
is 1.9, 2.5, 3.4, 3.6, 3.9 dB for Golay, BCHsoft, Hamming, BCHsoft and RS codes
respectively. The code gain defined as the amount of additional SNR or Eb/No that would
be required to provide the same BER performance for an uncoded signal. Figure 3.5
presents the coding gain for LCPC (9, 4) code compared with the Hamming and RS codes
in AWGN channel. It is evident that the coding gain for LCPC (9, 4) code increases when
the codeword length of Hamming and RS codes decrease. The minimum code gain is
equal to 1.4 dB at codeword length 255, whereas it is equal to 3.5 dB and 4 dB for
Hamming and RS codes respectively at codeword length 7 when the BER is 107°. The
saving power is one of the benefits of LCPC(9,4) code. Therefore, the proposed code can
be effectively used in wireless sensor network (WSN) because of its huge reduction in the
power consumption, and saves the battery life to a large extent which is a very important

consideration in WSN.

W
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Similarly, Figure 3.6 presents the BER performance comparison between LCPC (9, 4)
code and LDPC (8, 4) code by various decoding algorithms over AWGN channels using
BPSK modulation. The LDPC (8, 4) code is modulated using MATLAB program with
the code rate is 0.5 for three different types of decoding algorithms (i.e., bit flip, log
domain, and log domain simple). The performance of LCPC (9, 4) code is better than
LDPC code when the bit flipping decoding method (BF) is used, and the coding gain is
around 5dB at BER equallO'5 . However, the BER performance of the LCPC (9, 4) code
becomes same to the LDPC code that uses log domain and log domain simple decoding
methods at 3 dB SNR. The error correction capability of LDPC code depends on the
codeword length and the characteristic of the parity check matrix. The decoder gives a
better performance with a larger codeword (i.e., big size of G and H matrices), The
matrix multiplication for that big codeword size demands huge memory, computational
requirements and more complex decoding(Kou et al., 2001; Carrasco and Johnston,
2009).

=== Unceded BPSK

~—9— LDPC(8,4) decode Bit Fiip

N _— ~— LDPC(8,4) decode Log Domain

10 =~ ~=eau..| =& LDPC(8,4} decode Log Domain Simple
: —fg— Proposed‘ECPC(Q, 4)

1078

&

(<]

107k

10

10 2 3 4 5 6 7 8 9 10
SAR (dB)

Figure 3.6: Comparison between LCPC (9,4) code and LCPC (8,4) at different types of
decoding over BPSK AWGN channel.

T N————e— ]
R ————————

1001/PELECT/814178 Page 32




RU GRANT FINAL REPORT

The BER performance of the LCPC (9, 4) code is also compared with Euclidean
Geometry-Low Density Parity Check (EG-LDPC) (255,175) code (Kou et al., 2001) by
various decoding methods over AWGN channels using BPSK modulation as shown in
Figure 3.7. The different types of decoding methods used are bit flipping decoding (BF),
one-step majority-logic (MLG) decoding, weighted MLG decoding, and weighted BF
decoding (Kouetal.,2001). Figure 3.7 shows that the BER performance of LCPC (9, 4)
code is better than that of (EG-LDPC) (255,175) code at low SNR. On the other hand, at
SNR 4.5 dB the BER performance of the LCPC is same as the performance of the EG-
LDPC code when the EG-LDPC weighted BF decoding method is employed.

1 o g
—=—= Uncoded BPSK
—0— EG-LDPC MLG (Kou et al., 2001)
—ir— EG-LDPC BF (Kou et al, 2001)
4~ EG-LDPC Weighted MLG (Kou et ai, 2001)}
—=— EG-LDPC Weighted BF (Kou et al., 2001)
—B— Proposed LCPC (9,4)
P q~~~
10* SNean 3
~ 1
& T
10° -
10" -
g3
10 | 4 _8 | 3
2 3 4 5 6 7 8 9 10

SNR (dB)

Figure 3.7: Comparison between LCPC (9,4) code and LDPC (255,175) at different types
of decoding over BPSK AWGN channel

Moreover, the LCPC (9, 4) code is investigated when BPSK and M-QAM
modulations are used over AWGN channel. Figure 3.8 presents the BER performance of
the LCPC(9, 4) code with BPSK,4-QAM and 16-QAM modulation respectively. The
results show that the performance of LCPC (9,4) code in the 4-QAM is better than 16-
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QAM modulation, and the BPSK modulation is better than the 4-QAM and 16-QAM
modulations. The reason of the BPSK modulation is better than QAM modulation is that
in BPSK each one bit send per one symbol, whereas in 4-QAM each two bits send per
one symbol and in 16-QAM each four bits send per one symbol. This increase the

probability of error and number of bits error.

1 0 1 LY LY L k § LY
—6— Proposed LCPC (9, 4), BPSK ||
—¥— Proposed LCPC (9, 4), 16-0AM|]
o —&— Proposed LCPC (9, 4), 4-QAM
3
107} !
g
10° ;
10 3 1
10° :

SR (dB)

Figure 3.8: BER versus SNR for LCPC (9,4) code with BPSK, 4-QAM, and 16-QAM

modulations over AWGN channel

Similarly, the BER performance of the LCPC (9, 4) code is studied when BPSK
modulation is used over Rayleigh fading channel for data transmission 1024 bits. Figure
3.9 presents the BER performance of the LCPC(9,4) code for BPSK modulation over
AWGN and Rayleigh fading channels for data transmission 1024 bits. It can be seen
clearly that the LCPC code has better performance in both AWGN and Rayleigh fading
channels. In addition to this, Figure 3.10 shows the BER performance comparison
between the LCPC (9, 4) code and LDPC (576, 288) code in BPSK modulation over

e e ]
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Rayleigh fading channel. It is observed that the LCPC (9, 4) code outperforms the LDPC
code (576, 288) over Rayleigh fading channel.

N N N " | ==0-=- Uncoded BPSI-AWGN l
i === LCPC (9. 4) BPSK-AWGN
g HB-fg g |8 Uncoded BPSK-Fading
e ~ 8| —8— LCPC (9. 4) BPSK-Fading ’
B~g..4

o

2 4 6 8 10 2 14 18 18 20
SNR (dB)

Figure 3.9: BER versus SNR for LCPC (9,4) code with BPSK modulation over AWGN
and Rayleigh fading channels

e —————
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—8— LCPC (9.;)
—&— LDPC (576,288)

104 L L ld 4 4 [ L
o 2 4 6 &8 1 12 1 #® 18 2
SNR (dB)

Figure 3.10: Comparison between LCPC (9,4) and LDPC (576, 288) codes in BPSK over
Rayleigh fading channel
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3.2. Wireless Network Coding

In this section, based on the topology that shown in Figure 5.4, the performance of

B-JNCC is evaluated under AWGN with BPSK modulation. The proposed B-JNCC is

investigated by computing the packet delivery ratio (PDR), bit error rate (BER) and block

error rate (BLER). The BLER here means the number of blocks that has at least one error

' bit. The length of the block is 9 bits (i.e., codeword length) based on the LCPC (9, 4)

code.

The performance of the B-INCC is compared with two schemas; first, is direct
transmission with relays (DTR), DTR here means transmission without coding. Second
is LCPC channel coding. In the DTR case, the source directly transmits packets to the
destination, and in addition relay routers forwards the packets received from source to
the destination. Verification is done whenever the proposed systems are simulated using

computer programs.

o 3.2.1 Packet Delivery Ratio (PDR)

The PDR defined as a ratio between the numbers of correct packets received at the
destination to the total number of sent packets. The performance of B-JNCC is
investigated in two cases; one at low traffic (send 100 packets), and the second at high
traffic (send 1000 packets) at different values of SNR in AWGN channel with BPSK
modulation. Figures 3.11(a) and 3.11(b) show the PDR-SNR curve for DTR (without
coding), LCPC code, and B-JNCC in case a 100 and 1000 packets sent respectively. It
can be seen that along with the increment of SNR, the PDR of the three systems

increment to different extents. However, the PDR reached to around 100 % in case LCPC

e
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and B-JNCC at low SNR values (3 dB), whereas in case DTR the PDR becomes 100 % at
SNR > 11 dB. The Figures also demonstrate that the values of PDR in case B-INCC is

better than LCPC at low values of SNR (< 2 dB).

A
—é&— DTR DTR
—e— LCPC (9.4)
70} —e— LCPC (9.4) | | LorC &
" —8— B-INCC N —8—
i e (4 o]
o a.
m- -
40}
30..
204
o 1 2 4 5 6 17 8 9 10 0o 1 2 3 4 5 & 7 8 9 1
SNR (d8) SNR (dB)

(a) (b)

Figures 3.11: PDR versus SNR at AWGN with BPSK, (a) 100 packets, (b) 1000 packets

3.2.2 Bit Error Rate (BER) and Block Error Rate (BLER)

In addition to the PDR performance evaluation, the performance of BER and BLER are

investigated for the B-JNCC at 100 and 1000 packets send at different values of SNR under

AWGN channel with BPSK modulation. The Figures 3.12 (a, b) illustration BER versus SNR

for DTR (without coding), LCPC code, and B-JNCC in case a 100 and 1000 packets sent

respectively. Figures 3.12 (a,b)clearly show the BER of the three systems reduce to different

extents along with the increment of SNR. However, the performance of BER in case B-JNCC

is better than DTR and LCPC, also the BER of B-JNCC and LCPC code dropped rapidly

W

1001/PELECT/814178

Page 38




RU GRANT FINAL REPORT

when the SNR is getting larger . On the other hand, the code gain that obtains from using B-

JNCC is around 2 dB compare with the LCPC code at BER 107 in case 100 packets sent.

—A— DTR
—— LCPC (9, 4)
—8— B-INCC

100 Packets

BER

—A—DTR
af —6—LCPC (9,4)
: —8—B-INCC |}

1000 Packets

SNR (dB)

(a)

SNR (dB)

®)

Figures 3.12; BER versus SNR at AWGN with BPSK, (a) 100 packets, (b) 1000 packets

3.2.3 Performance evaluation comparison with various schemes

The performance of B-JNCC over the two-source two-relay topology using MATLAB

simulation is also evaluated. Comparison is made between the B-JNCC with other schemes;

binary symbol-wise joint network-channel coding (BSINCC) (Guo, et. al., 2012). Non-binary

joint network-channel coding (NB-JNCC) (Guo, et. al., 2012). Non-binary separate network-

channel coding (NB-SNCC). NB-SNCC schemes treat channel codes and network codes

separately, where channel decoding is followed by network decoding with no iteration (Tran,

W
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et. al. 2008), (Berger, et. al., 2018). Direct transmissions with relays (DTR), where the sources
directly transmit packets to the sink, and relay forwards the packets received from source to the
sink. Direct transmissions without relays (DT), where the sources directly transmit packets to

the sink, and the relays do not forward any packets.

To demonstrate the benefits of B-JNCC, extensive simulation results are presented,
base in the network topology. In our simulation, the LCPC (9, 4) code and WNC-RDPL code
are joint together. Simulation results obtained using both BPSK and 16QAM modulation under
fading slow channel. Figure 5.10 shows compare the packet error rate (PER) of the various
schemes when varying the average received SNR under BPSK modulation. Figure 3.13 shows
that B-INCC outperforms other schemes such as BS-INCC, NB-SNCC and NB-JNCC (Guo,
et. al., 2012). For example at PER of 10", B-INCC outperforms BS-JNCC by about 10 dB,

and outperforms the NB-SNCC by about 9 dB and NB-JNCC by about 7 dB.

*_ ' " [ === BS-INCC

—©— Packet eror rate (NB-SNCC)
—&A— Packet error rate (NB-JNCC)
~x7— Packet error rate (LCPC)

10 [ < —w— Packet emor rate (WNEC)

~<| —e— Packet error rate (B-JNCC)

§~~~~~
-,
o Y

Packet emor rate (PER)

SNR (dB)

Figure 3.12: Packet error rate of B-INCC and other schemes under fading channel, BPSK

I L e T
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Figure 3.13(a) and (b) compare the GER of the B-JNCC with various schemes at slow fading
channel under BPSK and 16QAM modulations. Figure 3.13(a) presents the results with BPSK
modulation. The Figure shows that B-INCC outperforms with other schemes under BPSK
modulation. For example at GER of 10”3, B-JNCC outperforms BS-JNCC by about 11 dB, NB-
JNCC by about 9 dB and LCPC by about 7 dB. Figure 3.13(b) presents the results with
16QAM modulation. Also, under 16QAM modulation B-JNCC is better than other schemes.
Figure 3.13(b) shows that B-JNCC outperforms with other schemes. For example at GER of
10”3, B-INCC outperforms DT by about 25 dB, DTR BY 15 dB, BS-JNCC by about 14 dB,
NB-JNCC by about 7 dB and LCPC by about 6 dB. Simulation results have demonstrated that

the significant benefits of B-JNCC compared to other schemes which present in [6].

----- b -=——-DT

------------- —O— Generation error rate (NB-SNCC)

........... -=4=~ BS-JNCC

—E— Packet error rate (NB-SNCC)
- ——Ac~ Generation error rate (NB-JNCC)
. <. —A— Packet emor rate (NB-JNCC)
—ae— Packet ervor rate (B~JNCC)
—— Packet error rate (WNECC)
N —=*=— Packet error rate (LCPC)

-
Seo
-

N>
~.
~,

L .
2 4 6 8 10
SNR (dB)
(a) GER under BPSK
1001/PELECT/814178 Page 41




RU GRANT FINAL REPORT

DT
—O— DTR
w=af== BS-JNCC
—A— NB-JNCC
—5F— LCPC
—p— \WNECC

—de— B-INCC

-
O,
N
v

107}

Generation error rate (GERY)

107}

5 10 15 20 25 30
SNR (dB)

(b) GER under 16QAM

_Figure 3.13: Generation error rate of B-JNCC and other schemes under BPSK and 16QAM modulations
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4 CONCLUSION AND SUGGESTION

4.1 Conclusion
In this project,a block linear code for error detection and correction has been developed
identified as low complexity parity check (LCPC) code with different values of code
rates. In addition to detecting and correcting single and double bit errors, the LCPC code
can correct more than double bit errors in one codeword if the other two codewords have
one or two bit errors. The performance of the proposed LCPC code in two types of
communication channels (AWGNand Rayleigh fadingchannels)and threetypes of
modulations (BPSK, 4-QAM and 16-QAM) are investigated. BER performance
comparisons are made between the LCPC code and other codes such as Hamming, RS,
BCH, Golay and LDPC codes. The simulation results are based on the RS and LDPC
codes, at different transmission data and codeword lengths. The results indicate that the
BER performance of LCPC code outperforms the renowned codes. Besides, a good value
of coding gain is determined when comparing the BER performance of LCPC code with
Hamming and RS codes. The results indicate that the coding gain decreases when the
codeword length increases. The maximum coding gain is 3.5 dB and 4 dB for Hamming
and RS codes respectively at codeword length 7 when the BER is 10—-5 whereas the
minimum coding gain is 1.4 dB at codeword length 255. However, some types of
decoding for LDPC code have a better BER performance compared to the proposed code
over AWGN channels such as EG-LDPC weighted BF decoding method. On the other
hand, the LCPC code has characteristics that distinguishit from LDPC codes, such as low
complexity encoding and decoding O(n), low demand for memory for matrix
multiplication in case of big codeword size, and non requirement of any iterations in
decoder when compared with LDPC codes that need more than 40 time of iterations to
correct the error codeword. Furthermore, the proposed LCPC code has a better BER
performance when compared with the LDPC code over Rayleigh fading channel at

different block code length and at different values of data transmitting. The benefits of the

W
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proposed code is expected to improve the network performance such as increasing
throughput, reducing end-to-end delay and bit error rate for real time applications.

Additionally, this project also developed a wireless network coding (WNC) technique and
router detection packet loss (RDPL) algorithm. WNC-RDPL technique allows retrieving
the lost packets in multi radio multi-channel wireless networks. WNC-RDPL technique
reduces the retransmission packets, thereby increasing the PDR. In addition, WNC-RDPL
allows mixing multi packets in to one coded packet, which leads to reduce the capacity
requirement of multiple unicast sessions and increases the throughput. The performance
of WNC-RDPL in multiple cases of link failures is investigated. The simulation results
indicate that WNC-RDPL significantly increase the PDR and reduce the number of

retransmissions due to packet loss, thus improving the transmission bandwidth efficiency.

4.2 Suggestion

In this dissertation, the error correction codes named low complexity parity check (LCPC).
Wireless network erasure correction (WNC) code with a router detect packet loss (RDPL)
algorithm, for multi radio multi-channel wireless mesh networks (MRMC WMN). Binary
joint network with channel coding (B-JNCC) scheme for reliable multi-hop multi-radio
multi-channel wireless mesh networks (MHMRMC-WMN) are have been successfully
simulation based on MATLAB. However, this research can be significantly enhanced
further through the following:

e In error correction codes, the project proposes to implement an adaptive error detection
and correction codes base SNR. The receiver estimates the value of SNR and based in
this it decided which correction algorithm used. From the SNR value, one can estimate
the type of bit error that happened in received codeword. For example, if the SNR = 5
dB, in this case the type of error in received codeword is one and double bit error.
Whereas, if the SNR = 0 dB, in this case the type of error in a received codeword is one,

two, three and four bit error when the length of received codeword is 9 bits.

W
e — —

1001/PELECT/814178 Page 44




RU GRANT FINAL REPORT

F

e Find another solution for the problem of two error patterns for one syndrome vector.
This project already solved the problem by send CDr3,

e In addition to the link failure problem, the project takes in consider the lost packets in
wireless network due to the packets collision and hidden node problem.

e Study the effects of the proactive routing protocol (OLSR) and the dynamic channel
assignment in the performance of proposed WNC-RDPL.
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ABSTRACT
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1. INTRODUCTION

Network coding is 2 new approach that aims to increase
transmission capacity and improves throughput of a net-
work. The basic concept of the network coding has been
introduced in [1]. Unlike the traditional store and for-
ward method, this new technique prevents the network
from traffic congestion. Network coding technique
increases the throughput, robustness of the transmission
and packet delivery ratio (PDR) that define as the ratio
of the total number of packet received correctly to the
total number of packets transmitted from the source.
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There are two main research domains in network coding.
First domain is the inter-session network coding method
where the technique combines packets from different ses-
sions or flows in the coding node (relay node) such as
COPE (2]. The second type is the intra-session network
coding method, where the technique encodes data pack-
ets strictly belonging to the same session or flow such as
MORE [3]. In this paper, the intra-session network cod-
ing method is used. The concept of linear network coding
(LNC) has been introduced in [4] where an intermediate
router combines data from different input links prior
sending the combined data to the next node. The LNC
technique improves the overall network’s performance.

The authors in [4] and [5] propose their LNC where the
data (symbols) transferred are viewed based on Galois

© 2016 [ETE
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on) property to
The LNC with

the three network
d. Performances of
coding matrix base on packet delivery
rent network topologies confirm that
rformance as compared

field(q) [GF(g)], where g denotes the size of the finite
field. The arithmetic operations of those symbols follow
the GF(q) property for generating the coding matrix ele-
ments [4].

The GF(g)-based coding matrix coefficients are ran-
domly generated for each network topology. These coef-
ficients represent the data due to the existence of the
network coding routers. Each network coding router
produces two randomly GF(q) coefficients. Thus, the
number of coefficients increases with the increase in the
number of network coding router in a particular network
topology. These coefficients are grouped together which
refer to as the coding vector. These coding matrix coeffi-
cients are used to encode the native packets at the source
node and to retrieve native packets at the receiver nodes.

This paper analytically analyses LNC that utilizes the
binary OR operation instead of GF(q) to generate the
coding matrix elements. We investigate the PDR perfor-
mance of the LNC_OR for three different network topol-
ogies. Extensive analysis has been carried out to
demonstrate the number of error packets received for all
possible coding matrix configurations with one, two,
three, and four coefficients equal zero. The transmission
performance of LNC_GF and LNC_OR is obtained
based on the PDR. In this analysis, it is assumed that all
the nodes activities during the transmission of data
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packets from source to destination to happen within one
session period. Simulation results are compared with the
renown LNC works that utilizes GF(q) (LNC_GF) such
as in [4, 6—8] which show improvement in terms of
PDR almost 20%, 4%, and 15% for one, two, and three
coefficients equal zero, respectively.

The rest of the paper is organized as follows. Section 2
presents a related work. Background of network coding
is shown in Section 3. Analysis of LNC with binary OR
operation is shown in Section 4. Simulation results are
presented in Section 5. Section 6 concludes the paper.

2. RELATED WORK

Network coding is first introduced by Ahlswede et al. [1]
which shows by having a router to encode several received
packets achieve multicast capacity. Since then, there have
been many works produced such as in {21, (81, 91, (10].
The authors in [4] and [5] use LNC based on GF(g),
where g denotes the size of a finite field. Most network
coding applications [11] are developed by the concept of
LNC. The non-linear network coding on GF(q) also has
been studied where the works are readily available in
[12—16].

The survey of network coding and its applications is
found in [7] where the authors present the details of
LNC. Sanna and Izquierdo [17] present a survey of LNC
and network error correction code constructions and
algorithms. Li et al. [18] review the theory and algo-
rithms of LNC, which carries applications to many estab-
lished fields, including coding theory, computer science,
distributed data storage, information security, informa-
tion theory, network tomography, optical networks, opti-
mization theory, peer-to-peer (P2P) content delivery,
switching theory, and wireless/satellite communications.

The authors in [19] investigate the throughput and
decoding-delay performance of random LNC as a func-
tion of the coding window size and the network size. In
[20], the segment linear network coding scheme has
been proposed. In that work, the decoding complexity
dramatically reduced by adding some constraints to the
encoding coefficients. The work in [21] presents analyti-
cal results of decoding probability for random LNC in
acyclic networks.

In [22], the authors study the linear network error cor-
rection code on a multicast network. They show that the
linear network error correction codes have different
error correcting capacity at different destination.

One property of GF operation is 141 = 0. This leads to
create a problem when generating the coding matrix ele-
ments from the coefficients of coding that are randomly
generated and selected from the GF. For example, if there
are two coefficients with the value 1, this leads to make at
Jeast one element of the coding matrix equal to zero,
which means the packet multiplied by this coding matrix
element, when encoding the native packet, will be lost.
This is similar to the link failure problem in the network.
The worst case occurs if there are other elements of cod-
ing matrix equal to zero, in which case it is impossible to
retrieve the packets transmitted. The aim of using the
binary OR operation in this research (instead of GF) is
to prevent the zero element produced from the summa-
tion of two coefficients having value 1.

3. BACKGROUND OF NETWORK CODING

A typical network coding can be represented as the but-
terfly topology shown in Figure 1 [4, 23]. This topology
consists of two source routers, S; and S, two relay
routers, R, and R,, and two destination routers, D, and
D,. Each source S, and S, sends packets P, and P, to R,.
In addition, these sources send both packets at the same
time slot to D, and D,.

Assuming that each link can transmit only one packet
during each slot time, using the traditional routing, the
central link (between R, and R;) will be the bottleneck of
the transmission. This is because the central link R, and
R, is only able to carry either P, or P, but not both dur-
ing the same time slot. If P, is send through the central
link, then D, will receive P, twice and there is no P, at

Figure 1. Butterfly network, a simple scenario showing how net-
work coding improves throughput
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Figure 2. First network topology scenario of linear network
coding [7].

all. The same issue is true, when sending P, to D, via the
central link.

Network coding solves the above problem. In this tech-
nique, both D, and D, can receive packets P, and P,
simultaneously. The R, encodes P, and P; into P; which
is sent through the central link to Ry. P is recovered at
D; by taking the binary exclusive OR (&) of P and Ps.
Thus, the network coding method allows to obtain multi-
cast throughput of two packets per time slot, which is
better than the traditional routing approach which can at
best achieve 1.5 packets per slot time.

In this paper, we proposed used three network topologies
to investigate the performance of the proposed method
of LNC_OR on different number of coding matrix coeffi-
cients. Figure 2 shows the first network topology scenario
for a typical LNC in order to use for the analysis. This
figure shows the example of one source one destination
(1S_1D) of the network scenario.

4, ANALYSIS OF LNC

In this paper, we have chosen the network topology with
one source one destination (1S_1D) scenario shown in
Figure 2 for the LNC analysis. Routers § and R corre-
spond to the source and receiver, respectively. S gener-
ates N native packets and sends these packets to the
receiver router R through a set of intermediate routers
(A,B,C,D,E,and F).

In LNG, the variables, X, Y, and C are the native packets,
the received coded packets at receiver R, and the coding
matrix, respectively [7]. They are expressed as follows:

X) b4 a
X2 Y2 (%)

X= , Y= , C= s
XN Yumin Cmirl

where, x, ...xy, are the components of a particular

native packet, y;...... ymi are the components of the

coded packet and ¢ ....cy are the coefficients of the
" coding matrix as indicated in Figure 2.

It then follows that the received coded packets Y can be
expressed as Y = CX, and thus

N 11 €12 oo QN X1
»2 2,1 €2 ... QN X2
Imtd Cmid,1  EMil2 CMiA N XN

(1)

Note that the native packets elements of X can only be
retrieved from Y when Ml >N and rank C= N {[7].

As shown in Figure 2, each of the intermediate routers
(coding routers) C, E, and F (pink colour) has two input
links and one output link. The input link consists of two
coefficients. For example, (c,, ¢;) are the related input
link coding coefficients at router C. The (cs ¢,) denotes
the coefficients for the input link coding at router E. The
(cs» cs) denotes the coefficients for the input link coding
at router F. Thus, these coefficients (¢, ¢, €3: 4> Cs Cs)
are the component of a coding matrix C for a particular
LNC. Each coefficient will have the value of either 0 or 1
generated randomly based on GF(2).

In order to maintain the correctness of our proposed
technique, we assume that the coefficients in the coding
matrix will never be all equal zeroes or ones for a particu-
lar vector. A mechanism is proposed whereby the two
randomly coefficients produced by each network coding
router must be either (0, 1) or (1, 0). Therefore, the (0, 0)
or (1, 1) coefficients configurations are avoided. Figure 3
shows a practical checking mechanism within a particu-
lar network coding router. If the coefficients happen to
be (0, 0) or (1, 1), the scheme regenerates new set of coef-
ficients, and this process continues until the condition is
satisfied.
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Random generate
two coefficients

If the two
coefTicients equal
Oor |
No

Start the encoding
process

Figure 3. Flowchart for prevents all the coefficients of ceding
matrix equal to zero or one in network cading router.

The intermediate routers A, B, and D in Figure 2 (green
colour) dedicate themselves to forward the received
packets without any encoding process.

As shown in Figure 2, the source S transmits its native
packets components x, and x, to the intermediate
routers A and B. Each of these routers produces two out-
put links. Then, the packets are transmitting to receiver
router R via the coding routers (C, E, and F). The
receiver router R receives two coded packets components
1 and y,, which are expressed as [7]

Nn= (63 + C|C4) X1 + €2€4%2 (2)

y2=01 ¢sxy + (€265 + C6)%2- 3)

Since the received packet is expressed as Y = CX, the lin-
ear equations for LNC is given by

N tacs €6y x
= (4
»2 Gics €265+ Cs X2

In order to retrieve the native packet components, a
receiver router needs to know the variable coding matrix
of the encoded packets that they received [7].

If no packet is lost at receiver, from Equation (4), the
coding matrix C is given as

C = (63+CIC4 (21 ) 5)

C1Cs €265+ Cg

or it can be further simplified as

C = (Cl,l Cl,z)’ (6)
01 €2 .

where
81 S 8§ U L 05%%

4.1 LNC with one-coefficient equal zero

GF(2) property: suppose that g = 2, ¢, = 0, and ¢, €3, Ca»
¢s, and ¢g are equal to one. The following steps show the
analytical analysis of the LNC. From Equation (5), the
coding matrix C for the LNC_GF is given as

C = (C3+0 C2C4 ) )

0 €265+ Cg

In this case, since the received packet is expressed as Y =
CX and from Equation (7), the received coded packets y,
can be expressed as

N1 =¢3 X1+ Catax2 (8)

and

y2= O.xl + (CzCs + Cs) X2 = (1.1 + 1) X2 = (1 + l)JC2.
Since in the GF (2) property, (1 + 1) = 0, thus

2= (0) X2 = 0.

From Equation (8) andc; =c3 =¢4 =1,
n= lx+lLlxp=x + x=x. 9)

The variable x, is the GF(2) additional operation of
(%, +x;), which is equivalent to binary exclusive OR
(xl® xz).

As shown above that y, = 0 and y, = x3. Therefore, x,
and x, cannot be recovered from y; and y, when the

LNC’s coding matrix components C are viewed based on
GF(2).

Binary OR property: suppose a particular LNC uses the
same setup as above, when the coding matrix C compo-
nents now are viewed based on the binary OR property.
The following steps show the analytical analysis.

From Equation (2)and ¢; =0, e, =c3=¢,=1,

n= (C3 + C|C4) x1+ 664 2= (1 + 0) X+ (l.l)xz.

Therefore,

n=la+lo=x + = . (10)
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From Equation (3),

Y2 =CCsX; + (CzCs + Cs) xn= 0+ (CzCs + Cs)Xz (11)
=(1.14+1) x,.

Since in the binary OR property, (1 + 1) =1, thus
Equation (11) becomes

y=(1+1) n=x. (12)

Consequently, from the above analytical analysis, x; can
be obtained from y, as shown in Equation (12).

As shown in Figure 2 at the destination node, the
component x; is obtained by summing operation
between two receiving terms (i.e., Equation (10) and
Equation (12)).

Bt yn = (0 + 0)+ n=x. (13)

Thus, after this analysis, the component x; and x, can be
recovered.

4.2 LNC with two coefficients equal zero

GF(2) property: suppose cl = 0 and ¢4 =0 and c2 =
¢3 = ¢5 = ¢6 = 1. The following steps show the analyti-
cal analysis of LNC viewing the coding matrix C coeffi-
cients in GF(2) reveals the following structure:

C3 0 1 0
= = . 14
c (0 C;Cs+C6) (0 0) (14)

From Equation (2) and ¢, = ¢, =0 and g =¢;=¢=
€6 = 1)

y1=(cs+crs) x1+ €264 %= (1+0) % +0.%2.°
Since (14 0 = 1) in GF(2), thus
N=x.

From Equation (3),

yr=0 csx+ (cacs +¢6) 2= 0+ (1+1) 2= 0.
Since (14 1 = 0) in GF(2), thus

y2=0.

Thus, y; = x, and y, = 0. The native packet element x;
cannot be retrieved since the rank C < 2 (7).

Binary OR property: suppose a particular LNC uses the
same setup as above, when the coding matrix C compo-
nents now are viewed based on the binary OR property.
The following steps show the analytical analysis.

From Equation (14),and ¢, = ¢, =0 andc, =G =¢=
¢s = 1. The right column and bottom row element of C
(and after using binary OR property),

G265+ Cg = 1.14+1 = 1.

Thus, the coding matrix C has the following structure:

_ (e 0 _ 10
C—(O C2€5+C6)—(0 1)' (15)

Using Equation (15) and from the received packets that
are expressed as Y = CX, the native component can be
recovered as the steps are shown below:

1 =(1+0) x; +0x,.

Since in binary OR, (1 +0) = 1, thus,

n= x.

Similarly from Equation (15),
=01+1) n=x.

Since in binary OR, (1 + 1) = 1, thus,

y2= X2

In this case, there is no problem to retrieve the native
packet components x; and x, at the receiver R.

Thus, based on the above analytical analysis, the GF(2)
property leads LNC to errors in recovering the received
packets. The addition of two “1”s coefficients equal zero
(1+1 = 0), which make the rank of C < m, where m is
the number of rows in coding matrix C. This suggests
that viewing the coding matrix C coefficients as the
binary OR property in the analysis solves the problem.

5. RESULTS

In addition to the network topology shown in Figure 2,
this work presents the results for another two different
network topologies, one with 4 coefficients coding matrix
and another with 10 coefficients coding matrix which
will be shown later in Figures 6 and 8, respectively. The
analysis for these network topologies is the same as the
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analysis for the network topology shown in Figure 2,
thus, we demonstrate only the tables and figures that
show the performance of that network topologies due to
a limited number of pages.

5.1 Analytical analysis

First, we use the network as shown in Figure 2 for this
analysis. The network produces the coding matrix coeffi-
cients C (1, €2, €3 C4» C5» and ¢g). In particular, we analyse
the LNC based on four different cases, i.e., 1,2, 3, and 4
coefficients of coding matrix. Each of the coefficients has
a random value (0, 1). As shown in Figure 2, if ¢, = 0,
this indicates that node C does not receive packet x;
from node A via a link (A, C) (i.e., packet x; is lost).

5.1.1 Case 1: One coefficient is zero

Table 1 shows that the results obtained for LNC with one
coefficient is zero. The coding matrix coefficients column
(2nd column) in Table 1 shows all the possible combina-
tions with one coefficient is zero that can happen. There
are six coefficients of the coding matrix (¢, 2, €3, Ca» Cs
¢), which produces six possible of one link failures.

Table 1 also shows the corresponding number of -

received packets with errors when the LNC_GF (4th col-
umn) and LNC_OR (6th column) are analysed.

Assuming that S sends packet x, to the intermediate
router A and packet x; to the intermediate router B, then
both routers forward x, and x, packets to the next router
(next hop), ie., routers C, E, and F, respectively. As
shown in Figure 2, routers C, E, and F have two input
links and one output link. Hence, these routers are con-
sidered as the coding router (coding nodes). Each coding
router has two variable coefficients on the input links.

The total number of errors (which is obtained by sum- -

ming all the values in the 4th column) is 6 for the
LNC_GF and the total number of errors (summing all

the values of the 6th column) is 4 for the LNC_OR as
shown in Table 1.

Another important quantity is the total number of possi-
ble configuration with errors (the number of shaded cells
on the 4th and 6th columns). In case LNC_GF, the total
number of possible configurations with errors is 4 (the
total number of shaded cell on the 4th columns) in
Table 1. Whereas, in LNC_OR, the total number of pos-
sible configuration with errors is 2 (the total number of
shaded cell on the 6th columns) in Table 1. This suggests
that the LNC_OR is more powerful which reduces the
total number of errors and reduces the total number of
possible configuration with errors.

Take, for example, at index 2 in Table 1, to calculate the
number of packets received with errors for LNC_GF and
LNC_OR. ¢; = 0 and ¢, ¢, ¢4, €5 Cg = 1 as shown in
Table 1. The coded packets received in LNC_GF can be
analysed as follows:

= (cs+acs) x1+cc x=(1+1) x+0
=(0) x1+0 =0

yr=0a csx1+ (€265 +Cs) x2=x1 + 0+ 1)x;
2= x1+ X=x3.

Thus, the native packets x, and x, cannot be retrieved,
because y, = 0 and y, = x3. Therefore, the number of
packet error received is 2 as indicated in Table 1.

In LNC_OR with the same condition ¢; = 0 and ¢; =
€3 = €4 = Cs = ¢ = 1, the coded packets received can be
analysed as follows. From Equations (2) and (3),

n= ((.‘3 +C1C4) X) + €264 X2 = (1 + 1) x+0
= (l) X1 +0 =x
Y= €] CsX) + (C2C5 + Cs)x;,

Y2=X +(0+1) Xy=x1 + xX2=2Xx3.

Table 1. Number of error packets received for LNC_GF and LNC_OR in case one coefficient equal zero for the first network topol-

ogy scenario
Coding matrix coefficients Packets received of LNC_GF Packets received of LNC_OR

Index [} G [ [ Cs [ 37 ¥a No. of errors I Y2 No. of errors

1 0 1 1 1 1 1 X3 0 2 X3 X3 0

2 1 0 1 1 1 1 0 X3 2 X X3 0

3 1 1 0 1 1 1 X3 x 0 X3 X3 2

4 1 1 1 0 i 1 x x 1 x X 0

5 1 1 1 1 0 1 X X2 1 X3 X2 0

6 1 1 1 1 1 0 X; X3 0 X3 X3 2
Total number of errors 6 4
Total number of possible 4 2

configurations with errors
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Thus, the native packet x, can be retrieved from y,, and
the native packet x, can be retrieved from the summation
between y, and y,. As mentioned (summation operation
in GF is the same as XOR operation in binary field).
Therefore,

n+ yp=x + x3=x; +x1+ X2=x3.

The number of error packets received in this case is 0 for
the LNC_OR (index 2). Similarly, analysis can be applied
for other indexes in Table 1.

5.1.2 Case 2: Two coefficients are zero

Table 2 shows that the results obtained for the network
topology scenario with two coefficients are zero. There
are 15 possible configurations of two coefficients equal
zero for the LNC_GF and LNC_OR. The total number
of errors (summing all the values of the 4th column) is 8
for both LNC_GF and LNC_OR (6th column), respec-
tively. The total number of possible configurations with
errors (number of shaded cells in 4th column) is 7 for
LNC_GF. The total number of possible configurations
with errors (number of shaded cells in 6th column) is 5
for LNC_OR. Because the total number of possible
configurations with errors for LNC_OR is less than the
total number of possible configurations with errors for
LNC_GF, the LNC_OR provides better PDR perfor-
mance as compared to the LNC_GF as shown in Table 2.

Take, for example, at index = 3 in Table 2 to calculate
the number of packets received with errors for LNC_GF
andINCOR ¢, =¢;=0,andc=c3=¢=¢cs=12as

shown in Table 2. The R node receives only x; in
LNC_GF as shown by the following equations.

From Equations (2) and (3),

N =(C3+C|C4) X1+ €264 x;=(C3+0) xn+0 =x

ya=c1 csxy + (€265 +C6) X2 = 0+ (c265 4 c6)x2
= 0+(1+1) X3 = 0+(O) x= 0.

Thus, LNC_GF cannot retrieve the native packet x,
because y, = 0 and y; = x;. The number of receiving
packets in errors is 1 as shown in Table 2 (index = 3).

On the other hand, when OR used and under the same
conditions when ¢, and ¢, = 0 and ¢,, €3, €5, and ¢g = 1,
as shown in Table 2 (at index 3), in this case when OR
used the coded packets received defined as

n=(+acs) x1+ce x=(1+0) x +0

=(1)x+0 = x
Y2=0) C5X) =+ (CzCs -4 Cs) Xy = (0) X1+ (l + 1) X2
=04+x= x.

LNC_OR with the same condition can retrieve the native
packet x, from y), and the native packet x; from y,.
Thus, the number of received packets with errors is zero.
Similarly, the analysis can be applied for other indexes in
Table 2.

5.1.3 Case 3: Three coefficients are zero
Table 3 shows that the results obtained for the network
topology with three coefficients are zero scenarios. There

Table 2. Number of error packets received for LNC_GF and LNC_OR in case two coefficients equal zero for the first network topol-

ogy scenario
Coding matrix coeffidents Packets received of LNC_GF Packets received of LNC_OR

Index [ c C Cs G " Y2 No. of errors " Y2 No. of errors
1 0 0 1 1 1 1 X X2 0 x X3 0
2 0 1 0 1 1 1 X 0 1 X * 1
3 0 1 1 0 1 1 % 0 1 X X 0
4 0 1 1 1 0 1 X3 X 0 X3 X2 0
5 0 1 1 1 1 0 X3 X2 0 X3 X2 0
6 1 0 0 1 1 1 Xy X3 0 X X3 0
7 1 0 1 0 1 1 X X3 0 X X3 0
8 1 0 1 1 0 1 0 X2 1 Xy X3 0
9 1 0 1 1 1 0 0 x 1 x x 1
10 1 1 0 0 1 1 0 Xy 1 0 X3 2
n 1 1 0 1 0 1 X3 X2 0 X3 X3 0
12 1 1 0 1 1 0 X3 X3 2 X3 X3 2
13 1 1 1 0 0 1 X1 X2 0 x X3 0
14 1 1 1 0 1 0 X X3 0 Xy X3 0
15 1 1 1 1 0 0 X 0 1 X3 0 2
Total number of errors 8 8
Total number of possible 7 5

configurations with ervors
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Table 3. Number of error packets received for LNC_GF and LNC_OR in case three coefficients equal zero for the first network topol-

ogy scenario

Coding matrix coefficients

Packets received of LNC_GF

Packets received of LNC_OR

Index [} [ [ A Cs s 17 Y2 No. of errors ¥ ¥a No. of errors
1 0 0 0 1 1 1 0 X 1 0 X2 1
2 0 0 1 0 1 1 Xy X3 0 Xy X2 0
3 1] 0 1 1 0 1 X X3 0 X X3 0
4 0 0 1 1 1 0 X 0 1 X 0 1
5 0 1 0 0 1 1 0 0 2 0 X 1
6 0 1 0 1 0 1 X2 X 1 Xy X3 1
7 0 1 0 1 1 0 Xz X3 1 X2 X3 1
8 0 1 1 0 0 1 X X3 0 Xy X3 0
9 0 1 1 0 1 0 Xy X3 0 Xy X3 0

10 0 1 1 1 0 0 X3 0 2 X3 0 2

n 1 0 0 0 1 1 0 X3 2 0 X3 2

12 1 0 0 1 0 1 X X3 0 Xy X3 0

13 1 0 0 1 1 0 X x 1 x X 1

14 1 0 1 0 0 1 X X3 0 X X2 0

15 1 0 1 0 1 0 X x 1 X x 1

16 1 0 1 1 0 0 0 0 2 x 0 1

17 1 1 0 1] 0 1 0 Xz 1 1] X2 1

18 1 1 0 0 1 0 0 X3 2 0 X3 2

19 1 1 0 1 0 0 X3 0 2 X3 0 2

20 1 1 1 0 0 0 x 1] 1 x 0 1

Total number of errors 20 18
Total number of possible 14 14

configurations with errors

are 20 possible configurations out of 3 coefficients zero
for LNC_GF and LNC_OR. The total number of errors
(summing all the values in the 4th column) is 20 for
LNC_GE. The total number of errors (summing all the
values in the 6th column) is 18 for LNC_OR. The total

number of possible configurations with errors (total .

number of shaded cells in 4th column or 6th column) in
both LNC_GF and LNC_OR is 14.

In the LNC_GF, there are 6 indexes (5, 10, 11, 16, 18, and
19) as shown in the 4th column of Table 3 where each
has 2 error packets received. Whereas, in the LNC_OR,
there are 4 indexes (10, 11, 18, and 19) as shown in the
6th column of Table 3 where each has 2 error packets
received. Therefore, the probability of having 2 error
packets received in LNC_GF is more than the probability
of having 2 error packets received in LNC_OR.

This explains the reason for there are approximately 15%
difference between the simulation results of PDR for
LNC_OR (65%) and LNC_GF (50%) as shown in
Figure 4 when simulation program runs around 1000
iterations. But if we take all the 20 cases of probability of
coding matrix coefficients for LNC_OR and LNC_GF
only one time, as shown in Table 3, this leads to make
the theoretical value of PDR for LNC_OR and LNC_GF
equal to 55% and 50%, respectively.

In real implementation and application, these 20 cases of
probability of coding matrix coefficients shown in Table 3

happened randomly and more than one time and it is
not necessary all the indexes apply when the simulation
program run one iteration or a few numbers of itera-
tions. Therefore, to obtain the average result (accurate
result) and to be sure, all the index configurations take
into consider a simulation program runs around 1000
iterations. In that case, the simulation result shows the
PDR for LNC_OR in case three coefficients of coding
matrix equal zero are about 65% and the PDR for
LNC_GF is 50%.

PDR %

40 N 2

n

1 1.5 2 25 3 3.5 4
Number of coefficients equal zero

Figure 4. PDR versus number of coefficients equal zero for
LNC_GF and LNC_OR when 1000 packets sent and simulation
program run1000 repetition.
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Table 4. Number of error packets received for LNC_GF and LNC_OR in case four coefficients equal zero for the first network topol-

ogy scenario
Coding matrix coefficients Packets received of LNC_GF Packets received of LNC_OR

Index [ [ [ [A s s 12 Y2 No. of errors Y ¥a No. of errors
1 0 0 0 0 1 1 0 X 1 0 X3 1
2 0 0 0 1 0 1 0 Xy 1 0 X3 1
3 0 0 0 1 1 0 0 0 2 0 0 2
4 0 0 1 0 0 1 X X3 0 X X3 0
5 0 0 1 0 1 0 0 0 1 x 0 1
6 0 0 1 1 0 0 Xy 0 1 X, 0 1
7 0 1 0 0 0 1 0 X3 1 0 X3 1
8 0 1 0 0 1 0 0 X3 1 0 X3 1
9 0 1 0 1 0 0 X3 0 1 X2 0 1
10 0 1 1 0 0 0 X3 0 1 Xy 0 1
1" 1 0 0 0 0 1 0 X 1 0 X2 1
12 1 0 0 0 1 0 0 X, 1 0 X 1
13 1 0 0 1 0 0 X 0 1 Xy 0 1
14 1 0 1 0 0 1] X 0 1 X 0 1
15 1 1 0 0 0 0 0 0 2 0 0 2
Total number of errors 16 16
Total number of possible 14 14

configurations with errors

Thus, as for overall, Figure 4 shows that LNC_OR pro-
vides the PDR gain over LNC_GF around 20% if analy-
sing for one coefficient is equal zero, 4% if analysing for
two coefficients are equal zero, and 15% if analysing for
three coefficients are equal zero as compared for all cases
to LNC_GF.

5.1.4 Case 4: Four coefficients are zero

The worst-case scenario happens when 4 coefficients are
zero in the LNC. Table 4 illustrates the corresponding
coding matrix coefficients configuration. The numbers
of errors in the packet received are also shown in Table 4.
The total number of received packets with errors (sum-
ming all the values of the 4th column) is 16 for both
LNC_GF and LNC_OR. The total number of possible
configurations with errors (number of shaded cells) is 14
for both LNCs.

5.2 PDR performance

Second, the performances of LNCs with the two proper-
ties of the coding matrix C coefficients are analysed
based on the PDR (in percentage) for different cases of
the coefficients coding matrix and evaluated with differ-
ent number of native packets transmitted. In this work,
it has been assumed that the nodes activities happen
within one session period. Therefore, the performance
throughput analysis for LNCs cannot be done. Instead,
in this work, we cheose to analyse the performance of
LNCs based on a PDR.

In this paper, the PDR performance is investigated with
three different network topologies scenarios. The first is

one source router, one destination router with three net-
work coding routers (ie. six coefficients for coding
matrix) as shown in Figure 2. The second is the two-
source routers, one destination router with two network
coding routers (i.e., four coefficients for coding matrix) as
shown in Figure 6. The third is two-source routers, one
destination router with five network coding routers (i.e.,
ten coefficients for coding matrix) as shown in Figure 8.

5.2.1 First network topology

Based on the network topology shown in Figure 2, the
PDR performance of LNC_GF and LNC_OR is analysed
with the assumption of having either 1, 2, 3, or 4 coeffi-
cients equal zero. In simulation, 1000 packets are sent
for each iteration. In this work, to ensure all the index
configurations possibilities for the coefficients of coding
matrix take in consider, we use 1000 jterations in order
to obtain accurate results. Simulation results show that
the PDR performance of INC_OR is better than
LNC_GF.

Figure 4 shows the simulation results of PDR performan-
ces for LNC_GF and LNC_OR with 1000 packets trans-
mitted for various coefficients coding matrix. The PDR
gain is computed by taking the difference between
LNC_OR’s PDR and LNC_GF’s PDR at one, two, and
three coefficients equal zero. For example, in Figure 4,
for the case of one coefficient equal zero, PDR is 70.6%
for LNC_OR whereas it is 50.0% for LNC_GF.

As shown in Figure 4, for the case of two coefficients
equal zero, the PDR is 77.2% for LNC_OR and 73.3% for
LNC_GE. In the case of three coefficients equal to zero,
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Table 5. PDR for LNC_GF and LNC_OR in case 1000 packets
send and the simulation program run 1000 iteration for the
first network topology scenario

PDR % PDR % PDR % PDR %

for one for two for three for four
coefficient coefficients coefficients  coefficients ~ Average
is zero are zero are zero arezero of PDR%
LNC_GF 50.031 73.301 50.015 46.679 55.0065

LNC_OR 70577 77234 65.392 46.679 64.9705

the PDR is 65.4% for LNC_OR, and 50.0% for LNC_GF.
Thus, the difference is around 15%, as shown in Table 5.

Figure 5 illustrates the PDR performances versus the num-
ber of packets transmitted using LNC_GF and LNC_OR
when the value of four coefficients matrix coding ran-
domly change. Figure 5 clearly shows the PDR perfor-
mance of LNC_OR is better than LNC_GF. The
maximum PDR obtained in LNC_OR is 65% whereas the
maximum PDR obtained in LNC_GF is 55% at various
number of packets transmitted. The PDR gain here is 10%.

The performance of PDR depends on the network topol-
ogy and the number of network coding routers (the
number of coefficients in the coding matrix). In addition,
the performance of PDR depends on the status of the
coefficients coding matrix (i.e., how many coefficients
equal zero).

5,2.2 Second network topology

The second network topology is shown in Figure 6 with
two source routers S1 and S2, two relays (network coding
routers) A and B, and one receiver router RI. In this

a— & — 5 -
64
—©&—LNC_GF
—8— LNC_OR
62
& 60 :
o
a
581
56
Sy o & )

54 L . L L L L .
0 200 400 600 800 1000 1200 1400 1600 1800 2000
Number of packets

Figure 5. PDR versus number of packets sent for LNC_GF and
LNC_OR when the number of coefficients equal zero is random.

n=(1ta)x+ex y=c x+H(1+ ca)x

Figure 6. Second network topology for four coefficients of cod-
ing matrix.

scenario, S1 and S2 broadcast packets x; and x; to the
relay routers (coding routers) A and B. Rl receives x;
and x, from S1 and S2, respectively, and x; (coded
packet) from the relay routers A and B. The receiver R1
receives y; and y,, which are shown below

y1=(1+ C;) X1+ 62X (16)

y2=(,‘3 x1+(1+c4)x2. (17)

Since the received packet is expressed as Y = CX, thelin-
ear equations of LNC, using the network topology as
shown in Figure 6, is expressed as follows:

n\_ [(1+ta a X1
(J’z) ¥, (53 1+C4)( xz)' o

The coding matrix is given as

1 C
&= ( %5 ) (19)
C3 1+4c¢4

Table 6 shows the number of error packets received for
LNC_GF and LNC_OR in case one coefficient is zero.
The number of error packets received for LNC_GF is
two less than LNC_OR. Table 7 shows the number of
error packets received (2nd from bottom row) for
LNC_GF is eight more than LNC_OR. However, the
total number of possible configurations with errors (bot-
tom row) shows that LNC_OR (one error) is lower than
LNC_GF (six errors).
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Table 6. Number of error packets received for LNC_GF and LNC_OR in case one coefficient equal zero for the second network

topology scenario

Coding matrix coefficients

Packets received of LNC_GF
I

Packets received of LNC_OR

R —

Index [2) (Y [ [ Vi ¥2 No. of errors Y1 Y2 No. of errors

1 0 1 1 1 X3 X 0 X3 X3 2

2 1 0 1 1 0 x 1 X X3 0

3 1 1 0 1 X3 0 1 X3 X 0

4 1 1 1 0 X3 X3 0 X3 X3 2
Total number of errars 2 4
Total number of possible 2 2

configurations with errors

Table 7. Number of error packets received for LNC_GF and LNC_OR in case two coefficient equal zero for the second network

topology scenario

Coding matrix coefficients

Packets received of LNC_GF

Packets received of LNC_OR
R

Index G [ [ €4 W1 ¥a No. of errars Y1 Y2 No. of errors

1 0 0 1 1 X X1 1 X X3 1]

2 0 1 0 1 X3 0 2 X3 X 0

3 0 1 1 0 X3 X 2 %3 X 2

4 1 0 0 1 0 0 2 x % 0

5 1 0 1 0 0 X3 2 X X3 0

6 1 1 0 0 Xz X2 1 X3 X2 0
Total number of errors 10 2
Total number of possible 6 1

configurations with errors

The simulation program sends 1000 packets for each
random coding matrix coefficients that runs 1000 repeti-
tions. Figure 7 shows simulation results for the PDR per-
formance of LNC_GF and LNC_OR. The PDR of the
proposed LNC_OR method is better than LNC_GF in
case of two coefficients equal zero. However, the
LNC_GF is better than LNC_OR in case one coefficient
equal zero.

PDR %

One coefficient equal zero Two coefficient equal zero
Number of coefficients equal zero

Figure 7. PDR versus number of coefficients equal zero for
LNC_GF and LNC_OR when 1000 packets sent and simulation
program run1000 repetition for network topology with two sour-
ces, two relays, and one receiver.

5.2.3 Third network topology

Figure 8 shows the third network topology implemented
and analysed in this work. The topology consists of two
source routers S1 and S2, five network-coding routers B,
D, E, H, and 1. The topology also contains routers A, C,
F, and G as the intermediate routers and one receiver
router R1. In this topology, S1 and S2 broadcast packets
x, and x; to the routers A, B, and C. Router A forwards
packet x; to coding routers D and H via links LAD and
LAH, respectively. Router C forwards packet x; to coding
router E and I via links LCE and LCI, respectively.

Network coding router B encodes packets x, and Xz,
using the coefficients (c1, cz). Router B forwards the
encoded packets to the network coding routers D and E.
Thus, routers D and E have coefficients (ca, ¢y) and (¢s
cs), respectively. Routers E and G forward the encoded
packets that it received from routers D and E to the cod-
ing routers H and I via link LFH and link LGIL Thus,
routers H and I have coefficients (c7, Cs) and (co» C10)s
respectively, which used to encode packets it received
from routers A, F, G, and C. The receiver R1 receives y;
and y, that are expressed as

(20)
(21)

N= (crcacs +c3cs t c7) X1 + €2CaC8X2

Y2 =10 CsC9X) + (626569 + cgCg + Cm)Xg.
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As mentioned, the received packets are expressed as Y =
CX, therefore linear equations of LNC for network topol-
ogy illustrated in Figure 8 is given by

( 7 ) _ [ acucstescs +c7 2408 ( % )
¥ 16509 €265Cs + €609 + €10 xn)
The coding matrix with 10 coefficients is presented as

[ @ csCg+c3cg +C7 C2C4C8 (22)
€1€5C9 €2¢5€9 + €6Cs -+ €10

Similar analysis as the analysis for the first network
topology with six coefficients of coding matrix shown in
Figure 2 can be conducted. The network topology shown
in Figure 8 consists of 10 coding matrix coefficients
which is analysed to investigate the PDR performance of
the system using LNC_GF and LNC_OR. Table 8 shows
the possible configurations of the third network topology
with one coefficient equal zero (Index 1—Index 10). The
number of error packets received (2nd row from bottom)
for INC_GF (six errors) is less than LNC_OR (eight
errors). However, the total number of possible configura-
tions with errors (bottom row) shows that LNC_OR
(four errors) matches with LNC_GF (four errors).

Table 9 shows the possible configurations of the third
network topology with two coefficients equal zero (Index
1—Index 45). The number of error packets received (2nd
row from bottom) for LNC_GF (32 errors) is more than
LNC_OR (16 errors). The total number of possible con-
figurations with errors (bottom row) shows that the
LNC_OR (8 errors) is less than LNC_GF (26 errors).
Thus, LNC_OR is better than LNC_GF.

n=(a+aetantaaie 2= cyescaXy +{c26sCa + oo + Cro)®2

Figure 8. Third network topolagy scenario for 10 coefficients of
coding matrix.

The number of possible configurations with three, four,
and five coefficients equal zero is 120, 210, and 252,
respectively. Therefore, the analysis of those cases is
omitted due to a limited number of pages.

The simulation program sends 1000 packets for each
random coding matrix coefficients that runs 1000 repeti-
tions. Figure 9 shows simulation results for the PDR per-
formance of the system using LNC_GF and LNC_OR.
The PDR of the proposed LNC_OR method is better
than LNC_GF in case of two coefficients equal zero.

The PDR performances are further investigated on dif-
ferent numbers of coefficients coding matrix (from 1
to 9) equal zero as shown in Figure 9. The results

Table 8. Number of error packets received for LNC_GF and LNC_OR in case one coefficient equal zero for the third network topol-

ogy scenario
Coding matrix coefficients Packets received of LNC_GF Packets received of LNC_OR

Index €& € €@ & G ¢ €& G € Co 1% V2 No. of errors I ¥a No. of errors
1 o 1 v 1 S S | 1 X3 X3 1 X3 X3 0
2 1 0 1 1 11 1 11 1 % X 1 X X3 0
3 1 1 0 1 1 I T T 1 X2 X3 0 X3 X3 2
4 1 1 1 0 1 1 11 1 1 0 X3 2 X X3 0
5 1 1 1 1 0 1 1 1 1 1 X3 0 2 X3 Xy 0
6 S T T T T N B X x 0 X X 2
7 1 11 1 1 1 0 1 1 1 X2 X3 0 X3 X3 2
8 1 11 1 1 1 1 0 1 1 Xy X3 0 Xy X3 0
9 T 1t 1 1 1 1 1 1 0 1 X3 Xz 0 X3 X2 0
10 1 1 1 1 v 1 1 1 0 X3 xn 0 X3 X3 2
Total number of errors 6 8
Total number of possible 4 4

configurations with errors
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Table 9. Number of error packets received for LNC_GF and LNC_OR in case two coefficient equal zero for the third network topol-

ogy scenatio
Coding matrix coefficients Packets received of LNC_GF Packets received of LNC_OR

ndex & € €@ G €6 G & @ ¢ Cuo 17} Y2 No. of errors 12 Y2 No. of errors
1 o o 1 1 1 1 1 1 1 1 0 0 2 Xy X2 0
2 o 1 0 1 1 1 11 1 X3 X3 0 X3 X2 0
3 o 1 1 o0 1 1 I T | 1 0 X3 1 X X2 0
4 o 1 1 1 0 1 1T 11 1 X 0 1 X3 X3 0
S o 1 1 1 1 0 111 1 X2 0 1 X3 X2 0
6 o 1 1 1 1 1 0 1 1 1 X3 X3 0 X3 X2 0
7 o 1 1 1 101 1 0 1 1 Xy X2 0 Xy X2 0
8 o 1t 1 1 1 1 1 1 0 1 X2 X3 1 X3 X2 0
9 o 1 1 v 1 1 1 11 0 X2 0 1 X3 X3 0
10 1 0 o 1 1 1 1 1 1 1 0 X 1 X X3 0
1 i 0 1 0 1 1 11 1 0 X 1 Xy X3 0
12 1 0o 1 1 o0 1 1 1 1 1 Xy 0 1 Xy X2 0
13 1 o 1t 1 1 0 1 1 1 1 X X3 0 X X3 0
14 1 0 1 1 1 1 o 1 1 1 0 X 1 Xy X3 0
15 10 1 1 1 1 1 0 1 1 X X 1 X X3 0
16 1 0 1 1 1 1+ 1 1. 0 1 Xy X3 0 X, X2 0
17 Tt 0 1 1 1 1 111 0 xi X3 0 Xy X3 0
18 1 1. 0 0 1 1 11 1 1 Xy X3 0 X\ X3 0
19 1 10 1t 0o 1 1 11 1 X2 0 1 X3 X2 0
20 1 1+ 0 1 1 0 A B | 1 X2 X 0 X3 X3 2
21 1 1 0 1 1 1 o 1 1 1 X3 X3 2 X3 X3 2
22 1 1 0 1 1 1 1 0 1 1 Xy X3 0 X X3 0
23 1t 1 0 1 1t 1 1 1 0 1 X2 X3 1 X3 X2 0
24 1 1+ 0 1 1 1 1 1 1 0 X2 X 0 X3 X3 2
25 1 1 1+ 0 0 1 1 11 1 0 0 2 Xy X2 0
26 T 1 1 0 1 0 1 11 1 0 Xy 1 Xq X3 0
27 1 1 1 0 Vv 1 (V| 1 1 X X3 0 X X3 0
28 1 1 1 0 v 1 1 0 1 1 Xy X3 0 Xy X3 0
29 1 1 1 0 11 1 1 0 1 0 X2 1 Xy X2 0
30 1 1 1 0 v 1 1 11 0 0 X 1 Xy X3 0
E1l 1 1t 1 1 o0 o0 1 11 1 X3 X2 0 X3 X2 0
32 1 1 1 1 0 1 o 1 1 1 X2 0 1 X3 X2 0
33 1t 1 1 1 0 1 1 0 1 1 X 0 1 X, X2 0
34 1 11 1 0 1 11 o 1 X3 X 0 X3 X2 0
35 T 1t 1 1 0 1 1 11 0 X3 X2 0 X3 X2 0
36 1 11 1 1 0 0 1 1 1 % x, 0 X3 X3 2
37 1 11 1 1 O 1 0 1 1 X Xy 1 X X3 0
38 t 1 1 1t 1 0 1 0 1 X3 X3 0 X3 X2 0
39 +t 1 1 1 1 0 L I I | 0 X3 X3 2 X3 X3 2
40 1 1 1 1 1 1 0 0o 1 1 0 X3 2 0 X3 2
41 P T R T I B 1 0 1 X3 X2 1 X3 X3 0
42 11 1 1 11 o 1 1 0 X2 Xy 0 X3 X3 2
43 1 1 1 1t 1 1 10 0 1 X X2 0 Xy Xz 0
44 T 1 1 o1 1 v o 1 0 X Xy 1 X X3 0
45 PR T T T N B 1 0 O X3 0 2 X3 0 2
Total number of errors 32 16
Total number of possible 26 8

configurations with errors

demonstrate that the performance of the LNC_OR
proposed method is better than LNC_GF (traditional
method) for the number of coefficient equal zero of
(from 2 to 7). The highest value of PDR obtained
using LNC_OR is 84% when the number of coefficient
equal zero is three. However, it is 50% for LNC_GF in
the same scenario. The PDR for one coefficient equal
zero in case LNC_GF is more than by 2.5% for case
LNC_OR. On the other hand, the PDR for LNC_OR
and LNC_GF is the same in cases 8 and 9 coefficients
equal zero.

6. CONCLUSION

The paper analyses the LNCs performances for the three
different network topologies when using the binary (OR)
property instead of the GF property in generating the
coding matrix elements. The use of the GF property
increases the number of received packets errors and
reduces the probability of the packet recovery. On the
other hand, the use of the binary OR property reduces
the total number of received packets with errors and
reduces the total number of possible configurations with
errors in LNC.

fa
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Figure 9. PDR versus number of coefficients equal zero for
LNC_GF and LNC_OR when 1000 packets sent and simulation
program run 1000 repetition for the third network topology
scenario.

The PDR performance of INC_OR and LNC_GF are
analysed. Simulation results show for the first network
scenario that LNC_OR’s PDR gain is around 20% for one
zero coefficient, 4% for two zero coefficient, and 15% for
three zero coefficient as compared to the LNC_GF’s PDR.
The PDR gain which is around 10% in the case of the
number of zero coefficient is random. Finally, as the con-
clusion, the LNC_OR proposed method provides effective
and significant performances of PDR for a large number
of coefficients.
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Abstract: Partial Transmit Sequence (PTS) is an effective scheme to reduce the high peak-to-
average power ratio (PAPR) for the multicarrier modulation (MCM) signals transmission system.
It produces the side information (SI) data as a result of the MCM signals optimization process. The
generated SI data are required to be transmitted together with the original data over the channel
for successful data recovery at the receiver. Effective method for the SI data transmission is still
under research. Hence, we introduce a technique that embeds the SI data into the original data
frame. In this work the Wavelet Packet-based Partial Transmit Sequence (WP-PTS) scheme has
been selected as the MCM transmission method. The proposed scheme is known as the WP-
PTS with embedded SI Data (WP-PTS-ESID). In this paper, a suitable reconstruction scheme
for reconstructing the original data is also developed. Simulation result shows that the PAPR’s
performance of the proposed scheme improves up to 2.5dB at CCDF level of 10~ as compared
to the original WP-OFDM system without a PAPR reduction scheme with the number of selected
disjoint subblock is 16.

1. Introduction

In recent years, research in Wavelet Packet-based Orthogonal Frequency Division Multiplexing
(WP-OFDM) system has attracted many researchers. Implementing Wavelet Packet Transform
(WPT) instead of Fast Fourier Transform (FFT) in OFDM system improves several issues:

1. Additional beneficial attributes to the signal property, known as inherent flexibility which pro-
vides better spectral efficiency where the orthogonal structure is found in both time-domain
and frequency-domain of the signals [1, 2].

2. Remove the need for cyclic prefix in WP-OFDM system for intersymbol interference (8))]
and intercarrier interference (ICI) protections yet maintains BER performance [3, 4].

Certainly, the WP-OFDM transmitted signals also suffer from high peak-to-average power ratio
(PAPR) due to abundant narrowband signals summed up in the time domain [5]. In general, the
event of high PAPR causes nonlinear distortion of the signals and reduces the power efficiency of
high power amplifier (HPA). Since to employ a transmitter of HPA with a wider linear region will
cause a great cost as well as the overall system complexity is increased, hence, PAPR reduction is a
good choice. Several excellent techniques have been proposed such as the Selected Mapping using
Wavelet Packet Tree Pruning [6], Fast Adaptive Optimal Basis Search Algorithm [7], combination
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of iterative clipping and filtering method with Huffman Coding [8] and Genetic Algorithm [9, 10]
to diminish PAPR.

Among of the recent well-known PAPR reduction techniques which is based on WP-OFDM
systems, the Partial Transmit Sequence (PTS) technique is an attractive scheme since it can reduce
PAPR with no distortion to the signal orthogonality. In [11], a PTS scheme in special multicarrier
modulation system known as wavelet packet division multiplexing (WPDM) has been proposed
using Daubechies-5 wavelet, db5. Another work in [12] proposes a method based on pruning the
full-tree structure of wavelet packet modulation (WPM) with PTS scheme in order to reduce the
number of nodes. Several works associate with low-density parity-check (LDPC) codeword have
been found in [13, 14]. The authors develop the particular parity-check matrix for the concatenated
LDPC-PTS code and the PTS side information or phase factor estimation are not needed before
decoding [13]. Further improvement of previous work, the authors formulate an optimization
problem to improve the joint decoding performance by optimizing the partition [14].

In the conventional PTS scheme which is based on discrete Fourier transform, input symbols
are divided into V disjoint subblocks. Each subblocks is phase-rotated by particular phase factor
during optimization process. The phase factor is the side information (SI) of the appointed frame
and being sent along with main information. The receiver must have the uncorrupted SI in order
to achieve successful data recovery [15, 16].

A very critical issue in common PTS schemes is the way they handle the side information (SI)
in order to achieve successful data recovery. We do comprehend to the cream methods proposed
in literature and classify them into two categories as the following:

1. Non-explicit SI approach. In [17], the work focuses on generating OFDM frames in time
domain using a method called phase recursive cyclic (PRC) shifting. Using natural diver-
sity of phase constellation, it detects and recovers the original signals. The work in [18]
proposes that, for each subblock end of the OFDM frames, an additional pilot symbol is in-
serted deliberately. It can be decoded based on channel estimation at the receiver. In [19],
the authors suggest to employ hard-decision maximum likelihood (ML) detector, a minimum

. mean square error (MMSE) estimator or a zero forcing (ZF) estimator in order to demap the
quadrature amplitude modulation (QAM) symbols.

2. Modified-constellation approach. The work in [20] proposes the use of hexagonal constel-
lation for PAPR mitigation. Since hexagonal constellation is the densest packing of spaced
points in two dimensions, those two extra points can be exploited for SI elimination in the
PTS scheme. The authors in [20] also prove that the uncoded 91-HEX modulation as pro-
posed is comparable to the conventional 64-QAM modulation. In [21], the authors propose a
reshaped quadrature amplitude modulation (R-QAM) constellation known as R-PTS scheme.
At the receiver, the mean square error between the constellations of the received data and
the R-QAM difference phase rotation factor are calculated. The work in [22] proposes a
sub-optimal PAPR improvement using constellation extended scheme (CES) which is com-
bined with the block-coded modulation (BCM) technique in the conventional PTS scheme.
The extended constellation points of a 16-QAM modulation are arranged in symmetrical and
asymmetrical structure where the points and error correction capabilities play important roles
for the signals recovery.

However, in the first classified PTS method, i.e. the non-explicit SI approach, there is a draw-
back of an extra time is needed to detect or decode and as the complexity increased this cause a
decreasing in effective transmission rate [23, 24]. Whilst, an unavoidable disadvantage to the sec-
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ond classified PTS method, i.e. the modified-constellation approach in which the variety type of
constellation extensions are implemented hence requires higher transmit power to be transmitted
for a mode of more dense constellation points [25, 26].

Motivated from the highlighted issue above, this paper addresses a new novel simple technique.
In this paper, the SI data which are obtained through Phase Factor Optimization (PFO) processes,
are embedded to the respective space in the frame as symbols and concatenated with the informa-
tion symbols to form a complete frame.This frame is then transformed into the OFDM signals via
WPT modulation. The entire proposed scheme is known as Wavelet Packet-based PTS with Em-
bedded SI Data (WP-PTS-ESID). To the best of our knowledge, there has been no work published
related to this idea.

Simulation results show the best performance of proposed WP-PTS-ESID scheme is 2.5dB
PAPR improvement from the original WP-OFDM curve at CCDF level of 10~ when the number
of disjoint subblock chosen is 16. This achievement incurs only minor degradation to bit error rate
(BER) performance when we compare the proposed scheme with other reknown works.

The rest of the paper is organized as follows: Section 2 describes the WP-OFDM system and
briefs the conventional PTS scheme. The proposed WP-PTS with embedded SI index scheme and
its reconstruction scheme are explained in Section 3. Simulation results are shown in Section 4.
Finally, Section 5 concludes the paper.

2. Background

This section presents PAPR computation and describes the fundamental structure of the conven-
tional PTS (C-PTS) scheme and its features.

2.1. Peak-to-Average Power Ratio

Consider an OFDM systems with an N subcarriers, an inverse discrete Fourier transform (IFFT)
is applied to the complex-valued phase-shift keying (PSK) or quadrature amplitude modulation
(QAM) input OFDM block X = [Xp, X1, ..., Xn-1]T of length N to generate the OFDM signal.
The discrete time-domain OFDM signal is

N-1
1 —j2nnk
Tp=—F= Xee™ ¥ ,n=01---,N—-1 ¢y
P>
which can be also rewritten in matrix form as x = [zg, Z1, . . ., Znv_1]T = F~1X, where F~* is the
inverse DFT matrix. In general, the PAPR of OFDM signal is x defined as
max |z(t)|?
PAPR = ——— 2
El(0) @

where E[:] denotes expectation.

2.2. Conventional PTS Scheme

In conventional PTS scheme, an input data block of length N is partitioned into several disjoint
subblocks. The IFFT for each one of these subblocks is computed separately and then weighted
by a phase factor. The phase factors are selected in such a way as to minimize the PAPR of the
combined signal of all the subblocks [27, 28, 29]. Fig. 1 shows a block diagram of the OFDM
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Fig. 1. Conventional PTS scheme.

transmitter with PTS scheme. Let an input data block, X = [Xj, X}, . .., Xn-1] be partitioned into
V disjoint subblocks, X = [X,X2,...,XV],1 < v < V such that any two of these subblocks
are orthogonal and X is the combination of all the V' subblocks as ‘

\ %4
X=) X A3)
v=1

Then the IDFT for each subblock, z¥,1 < v < V, is computed and weighted by a phase factor
b = €%, where ¢, = [0, 27), 1 < v < V. The objective now is to select the set of phase factors,
b¥’s that minimizes the PAPR of the combined time domain signal x, where x is defined as

v
X = Z b - x¥ 4
v=1
where
x' = IFFT {X"} &)

During the stage of phase factor optimization (PFO), the search of the best phase factor, b
(i.e. tilde of b) is usually limited to a finite number of elements to reduce search complexity [5].
Assume that the set of allowed phase factors is defined as b* = e ,Where k=0,1,--- ,\ W -1,
and W is the number of allowable phase factors. The first phase factor b usually set to 1 without
any loss of performance, therefore,there are V' — 1 phase factors are to be found by an exhaustive
search. Hence, WV ~! sets of phase factors are searched to find the optimum one. The reduction
in PAPR attainable depends on V and W. It can be observed that the larger is the number of
sub-blocks V/, the greater is the reduction in PAPR but on the other hand, the search complexity is
also increasing exponentially with V. In addition, V' subblocks are needed to implement the PTS
scheme, requiring |log, WY ~!| bits of side information to be transmitted [15]. The optimized
transmitted signal with lowest possible PAPR can be written as




Table 1 Mathematical symbols used

Symbol || Description
b Phase factor
b Optimized phase factor
v Received phase factor
B Grouped optimized phase factor
b Integer factor
b Received integer factor
v Index number of disjoint subblocks per frame
| %4 Maximum number of disjoint subblocks .
w Number of phase factor
v
=) b-x" (6)
v=1

3. Proposed WP-PTS-ESID Scheme

This section presents the proposed scheme known as Wavelet Packet-based Partial Transmit Se-
quence with Embedded SI Data (WP-PTS-ESID) Scheme. This section consists of three main
parts: First, the general overview of the proposed scheme followed by the construction of data
frame and finally the algorithms involved. In order to facilitate reading, the mathematical symbols
used in this paper are listed in Table 1. '

3.1. Overview of WP-PTS-ESID Scheme .

The block diagram of the proposed WP-PTS-ESID scheme is shown in Fig. 2. An input sequence
consists of the combination of two sub-sequences i.e. the dummy symbols and input symbols. This
input sequence is called as the data frame. In Fig. 3, the structure of the data frame is shown. The
SI data represents dummy symbols block with length of R while the original data represents input
symbols with the length of P. Thus, for a single data frame, it has a length of N. Initially, each
dummy symbol contains the value of 1 during the pre-optimization stage. This value may change
after the optimization process. The output from the optimization process is called the SI data.

Now, let the sequence of P input symbol be Xgata and the sequence of R symbols be Xs; are
viewed as single data frame X, where

_ [ Xsi[n] for 0<n<R
Xexln] = { Xaataln] for R<n< N ™

where R = N — P. Then, the serial data frame X, are converted into parallel form and evenly
divided into V disjoint subblocks. Let the disjoint subblock of X along with the complex element
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Fig. 3. Data Frame Structure.
b® be represented as X, which is
v
X =38 X ®

v=1
Note that, the complex element b is used to obtain the optimized signal prior transmission.
Utilizing signal X, we produce the time-domain signal x obtained from IDWPT as

x = IDWPT {X}
4
9

=IDWPT{ D b°- Xp ©

v=1

Exploiting the signal transform linear property Eq. (9) becomes
%

x =Y b’ IDWPT{ Xux"} (10)

v=1
Until this point, the term x is not shown in Fig. 2 but it is employed to generate the correspond-
ing optimized phase factors known as SI data. The key that plays role as a signal optimizer is the
parameter b°. Hence, the {b” - IDWPT{X.,"}} term is fed into Phase Factor Optimization block
as shown in Fig. 2. This process searches the appropriate phase factors for subblock 1 to V' that
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Fig. 4. Proposed reconstruction of WP-PTS-ESID scheme.

produce the lowest PAPR of the transmitted signal. To compromise with the fixed length R of the
SI codeword, the length of V' sequence of phase factors must be set to the length R via the process
in “b to B Converter”. These two algorithmic blocks are explained in Section 3.3.

The output from the “b to B Converter” block is B or the SI data and Eq. (7) can be rewritten
as

' _ [ Xsi[n]=Bln] for 0<n<R
Xixlnl = { Xdataln) for R<n< N an

where the values of Xs; are optimized and may be grouped, and R = N — P. Finally, Eq. (10)

can be rewritten as

v
Rex = » 0" - IDWPT { Xex"} (12)

v=1

Fig. 4 shows the proposed reconstruction scheme of the original signal. The signal r is the
received data and the original data X are obtained after the DWPT operation. Then, the first R
data is extracted from X’ and labelled as :

Xin)=B, for 0<n<R (13)

Since B’ can be a single or group of several ¥'s, the block of “B’ to b’ Converter” is utilized to

generate the b’ sequence by taking the complex conjugate operation. This block is further elabo-
rated in Section 3.3. The complex conjugate of b’ elements can be described as

b =[5, 8"2,..., 5] (14)

Finally, X! data sequence are also divided into evenly V disjoint adjacent subblocks and are
multiplied with b’*. The recovered information X is expressed as

v
X — Z'I;I*v . le (15)

v=1
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Fig. 5. Frame division and the element of SI data according to the cases.

3.2. Data Structure

As shown in Fig. 3 previously, the data frame structure of the input is made up by concatenating
R symbols (of SI data) and P symbols (of original data). We employ the length of codeword R as
one-sisteenth of N codeword length for simple division of data frame.

Another important parameter is the total number of disjoint adjacent subblock V. The number
of phase factors consumed also must be the same as the number of V. In this paper, we decide to
allocate any number of the multiple 27 of the optimized phase factor elements into fixed length of
codeword R, where j V positive integer number. Hence, we define three cases as follows:

1. Case I — the total number of disjoint subblock, V’ is less than or equal to the length of SI data
codeword, Rie. V<R

2. Case II — the total number of disjoint subblock, V' is double of SI data codeword length Ri.e.
V=2R

3. Case ITI — the total number of disjoint subblock, V is four times the length of SI data codeword
length Rie. V =4R

Fig. § illustrates the frame division and SI data element according to their cases. In Case I,
each phase factor is represented by a single SI data. However, in Case II and IIT, the multiple phase
factors are combined. Table 2 shows the relationship of parameters N, R, V' and their various
cases.

The another important parameter in this work is the number of phase factor that can be selected,
w. In this work, w = 2 or 4 are chosen for simple analysis. In Table 3, the possible value for phase
factor to be chosen during optimization process with respect to w is tabulated.

3.3. The Proposed Algorithms

There are two algorithmic blocks in the proposed scheme; Phase Factor Optimization and “bto B
Converter”. While at the receiver, “B’ to b’ Converter” is also developed.

Algorithm #1: Phase Factor Optimization _

The aim of this algorithm is to find the most appropriate phase factor, b for each disjoint subblock
to produce the lowest PAPR value. The optimized phase factor sequence is denoted as b. These
parameters of V and w must be defined before the operation begins.
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Table 2 Relationships between N, R, V' and cases

N | R | V | Casetype
64 | 4 |1 I
2 I
4 I
8 I
16 1t
32 n/a
64 n/a
1281 8 | 1 I
2 I
4 I
8 I
16 I
32 I
64 n/a
256 |16 | 1 I
2 I
4 I
8 I
16 I
32 I
64 I

Table 3 Possible value for phase factor, b

No. of phase factor, w || Phase factor, b
2 1, -1
4 1a j ’ —19 —j

Refering to Algorithm 1, the term v is used as a counter for parameter V' where v is the current
disjoint subblock. The term m is used as a counter for parameter w where m is the integer that
associates the possible value of phase factor shown in Table 3. If w = 4 is chosen, then the
counter of m has the component of m = {1,2,3, 4}, hence the corresponding phase factor bis b =

9
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Algorithm 1 Phase Factor Optimization
Require: V,w and Xix ~
Ensure: b¥ = [0, 82,8, ...,b"]

Lve1

2m+ 1 v

3 Xgx = Z Y- IDWPT{ thv}

v=l1
4 PAPRm + PAPR(xx) {Calculate initial PAPR}

5. if v = 1 then

¢ PAPRmin + PAPRm

7. vev+l

g end if

9. forv=2toV do

. form=1towdo

1 boefore + b” {b7 is copied from b sequence element of order v}
12: by « b™

\'4
13: Xtx,new — 2 Y- IDWPT{ thv}

v=1
14: PAPRm + PAPR(Xtxnew)
15: if PAPRm < PAPRmin then

16t PAPRmin < PAPRm
17: else

18: b < bpefore

19: end if

20: end for

21: end for

2: forv=1toV do
23: bY « b
2: end for

{1,7,—1,—j}. Besides, in this algorithm the term beefores PAPRm and PAPRmin are considered as
the memory elements.
The function to compute PAPR for the current data frame is indicated as PAPR{-}. Finally,

this algorithm produces the optimized phase factors sequence, denoted as b.

Algorithm #2: bto B Converter _

This block receives the optimized phase factor elements, b in multiple of 27 integers and converts
them into R elements of SI data. For this purpose, the parameters N, V and case type must be
identified by referring to Table 2. _

For example, during the optimization process when w = 4, the element in b sequence consists
of {1,5,—1,—j}. Wehaveto manipulate these elements into integer factor (i.e. symbol with upper
dot) as represented in Table 4. _

Then, to generate the side information (SI) data, B sequence, we introduce SI integer, M. The
relationships between integer factor (i.e. b) and SI integer (i.e. Mp) is according to the case type
as follows:
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Table 4 Current phase factor to integer factor conversion

Optimized phase factor, b Integer factor, b
1 0
-1 1
J 2
—j 3
Casel: V<R .
Mp=1b (16)
Case2 V=28 Mp=¥b xw'+ 5 xw° a7 .
Case3: V =4R
Mp =5 x w® + b x w? + 8 xw' +b* x w° (18)

where b* is the integer factor, (k is the order within the current group of data frame) while w" is
the corresponding number of allowable phase factors to the power of n.

In order to calculate the SI data, B, two parameters are required: SI integer, i.e. Mp and the
maximum value of SI integer, max (Mp). The SI data, B can be calculated as follows:

. M
B =cos (——B——— X 27r)+

max (Mg) +1 (19

Mp
. 9
e (max(MB)-i-l x W)

The value of max(Mp) can be determined according to the case type. Through out the result
view, we employ the number of phase factor, w = 2. Table 5 shows the important parameters and .
the value of max(Mpg). The calculation of max(Mp) is based on Eq. (16)-(18) when maximum
value of base 2 is considered.

Table 5 Integer factor with maximum value.

Case || Integer factor | Max. value of base | max(Mpg)
codeword w(w=2)
I b 1 1
II b'b? 11 3
1) b6 1111 15

Algorithm #3: B’ to ! Converter A
There are R componenet of the SI data extracted from received data frame X' (refer to Fig. 4). This

11
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Algorithm 2 To obtain the exact Mp’
Require: Mp,’, Mp,' and max (Mp')
Ensure: Mpg'

I: sign = Mp,y'[|Mp,'|

2. if (sign = 0 or sign > 0) then

3: MB’ — MBll

4 elseif (sign < 0) then

5: MB"(—ma.X(MBI)'i‘l—MBl'
6: end if

block reproduces V phase factors for data reconstruction. Thus, each B’ symbol can be rewritten

to follow Eq. (19) as
B = —_— X 2
cos (max (M) +1 7r) +
Mp'
jsin { —————— X 2
Jsm (max (Mg') +1 W)
where the prime notation means that the parameters are at the receiver part i.e. Mp' is equiva-

lent to Mp (as in the transrmtter) Hence, for each element of B’ symbol we get two different
representation for the term Mp' (which is labelled as Mp;’ and Mp,') as follows:

(20)

1( eal) max(M3)+1

Mg, = cos (21a)

max (M B ) +1
2m
where B!, is the real part of B’ and B,’mg is its imaginary part. Using Algorithm 2, we can obtain

Mgp' perfectly. Then, the received integer factors b’ can be found by manipulating Mg’ according
to the following:

Mgy’ = sin™ (Bl,,,) - (21b)

Casel: V<R
b = Mg' (22)
Case2: V =2R
= | Mg'/w'] (23a)
b? = Mg’ mod w! (23b)
Case3: V =4R
= | Mp'/w?] (24a)
. Mg’ — bll 3
b2 = [___B o J (24b)
. r_n 3 _ ir2 2
b’3=[MB b xuz)zi b wa 240)
= (Mg' — b* x w® — b x w?) mod w* (24d)
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Table 6 Received integer factor to received phase factor conversion

Received integer factor, ¥ || Received phase factor, 3
0 1
1 -1
2 J
3 —J

where w™ is the corresponding number of the allowable phase factors to the power of n, |-| is the
floor bracket and a mod b returns the remainder from the division of a by b.

Finally, based on Table 6, we change each of the received integer factor to the received phase
factor elements for the recovering the information on the next operation of complex conjugate.

4. Results and Discussion

In this paper, we study the performance of the proposed WP-PTS-ESID scheme and compares
with other two re-known schemes categorized as non-explicit SI (i-e. work in [17]) and modified-
constellation (i.e. work in [20]) which have been discussed in Section 1. Since there has been no
work presented on SI management for wavelet packet-based PTS scheme then a typical one-to-one
comparison cannot be done. Hence, in order to have a sense of performance comparison measure
for the propose WP-PTS-ESID scheme, we compare our work with the conventional Fourier-based
PTS scheme. In this comparison, we mainly focus on the trade-off between PAPR reduction against
BER performance.

The complementary cumulative distribution function (CCDF) of the PAPR is utilized to evaluate
the performance. The CCDF of the PAPR is defined as

CCDF(PAPR(z[n])) = Pr(PAPR(z[n]) > PAPRo

where PAPRy is a certain threshold value that is usually given in decibels relative to the root mean
square (RMS) value.

Fig. 6 shows the CCDFs of the proposed WP-PTS-ESID scheme for the set of the first approach
of non-explicit SI which employs 16-QAM modulation with subcarriers N = 256 with subblock
V = 4,8 respectively. The plot of the original uncoded WP-OFDM system which is without PAPR
reduction is also shown. We also consider a comparison with the scheme in [17] with has the same
main design parameters. This figure shows when V = 8 the proposed scheme is able to reduce the
PAPR signal almost 2dB from its uncoded WP-OFDM curve at CCDF of 107*.

The BER performance of the proposed WP-PTS-ESID scheme over AWGN channel for sub-
block V = 4, 8 respectively with 16-QAM modulation are presented in Fig. 7. For comparison
purpose, we include the BER curve from scheme in [17]. From this figure, a good BER perfor-
mance can be achieved through the proposed WP-PTS-ESID scheme when compared as the curve
plotted from [17]. Tt is explicitly seen that the BER of the proposed scheme is almost the same
with the WP-OFDM curve which is no PAPR reduction involved and around 4dB degradation is
experienced by the scheme in [17] at the similar BER Jevel of 10~%. We postulate that the scheme

in [17] works under sub-optimal process deteriorate the BER behaviour indirectly.
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of the work in [20]. Fig. 8 shows the CCDF of the proposed scheme with subblock V' = 8,16
and the PAPR curve from the re-known work done in [20]. We also plot the CCDF of the uncoded
WP-OFDM system for comparison purpose. It can be clearly seen that the proposed scheme offers
improvement in PAPR almost 2.5dB at CCDF of 10— for the chosen subblock V' = 8 as com-
pared to the uncoded uncoded WP-OFDM curve at CCDF. The PAPR reduction for the proposed
WP-PTS-ESID scheme and the work in [20] are almost 1dB difference at CCDF of 10~%. Fig. 9
show the BER performance of the proposed scheme with the uncoded curve with similar modu-
lation technique and number of subcarriers for comparison. It is confirmed that our method gives
not much degradation on signals quality at the receiver. Since in the work [20] did not present the
BER performance thus, in this paper no comparison done in term of BER with that work.

We like to inform that all the comparison results is based on the number of phase factor, w = 2
since the reknown works implement the similar value.

5. Conclusion

In this paper, we proposed a new PAPR reduction technique which known as Wavelet Packet-based
PTS with Embedded SI Data (WP-PTS-ESID) scheme. This scheme embeds the side information
data into its data frame. Simulation results shows that the proposed WP-PTS-ESID scheme can
achieve PAPR reduction as that of the reknown works. Commonly, the BER increase of the pro-
posed scheme is insignificant as compared to the uncoded original signals.
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Three Description Lattice Vector Quantization for
Efficient Data Transmission

Hui Ting Teo
School of Electrical and Electronic Engineering
Universiti Sains Malaysia, Seri Ampangan, 14300
Nibong Tebal, Pulau Pinang, Malaysia.
tht101630@student.usm.my

Abstract—Lattice vector quantization is an ascendant
technique that suits very well for multiple description coding
(MDC) system. This paper introduces the lattice Z, to be
utilized for labeling function in the three description MDC
system that consists of three encoders and seven decoders.
Projection of a tesseract in three-space of lattice Z, yields four

outputs and the data are transmitted via three channels where
one of the outputs is defined as time. Simulation results show that
the three description quantization system is efficient that
provides low distortion and good PSNR reconstruction quality.

Keywords—Multiple description; lattice vector quantization;
labeling function

1. INTRODUCTION

Prior to the introduction of multiple description coding
(MDC) by Ozarow in [1-3], there were two ways in dealing
with packet transmission lost i.e. using the repeat transmission
request and reconstruct the received data using the available
packets. In request for a retransmission, it is feasible to have a
lossless transmission data, while for the later method requires
some redundancy data to be added in the packets [4].

Multiple description lattice vector quantization (SVS-
MDLVQ) was first introduced by Servetto, Vaishampayan and
Sloane in [5]. In that work, the authors produced two
descriptions by exploiting the lattice codebook for transmission
through two different channels. In [6], the authors discussed
detail analysis of SVS-MDLVQ’s extension. The concerns on
asymmetric MDLVQ have been studied in [7], [8] and [9].
These works improved the labeling function in [5] which the
authors considered only the balanced and symmetric lattice
quantizer. The work in (8] introduced a source coding scheme
to traverse the balanced multiple description quantizers and
concurrently introduced an entirely hierarchical successive
refinement quantizers technique in the system.

The design of symmetric entropy constrained MDLVQ is
introduced in [10]. This design is essentially a greedy type and
the algorithm optimizes the index assignment. The asymptotic
analysis of the multiple description vector quantization
(MDVQ) with lattice codebook for sources with smooth
probability density functions (pdfs) is discussed in [11]. It also
disclosed that the uniform central quantizer cells are not
optimal in finite dimension.

978-1-4799-8641-5/15/$31.00 ©2015 IEEE
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In recent years, majority of researches who work in MDC
are concerned with two description only as presented in [12-
16). However, most of the practical applications require more
than two packets of transmission for achieving better
reconstruction data quality since the packets transmitted over
Internet protocol (IP) networks are limited in size. In fact, a
three description coding system can be more efficient since it
provides lower distortion and promote better PSNR
reconstruction quality as shown in [17-20].

There have been several works coming that introduce more
than two description system as presented in [17-23]. In [17],
the authors extended the SVS-MDLVQ work [5], yet the
solutions for issue regarding index assignment mapping were
unconvincing. The index assignment for three description
system was introduced in {18] and in [19] the authors modified
the index assignment algorithm by using the concept of two
dimension hexagonal lattice 4, . However, in that work the

authors considered only two-dimensional lattice.

In [20] the authors introduced a scalar quantization
technique for three description system (MDSQ). In [21] the
work combined the MDSQ with wavelet based image coding
technique. In [22], the authors introduced a three description
hexagonal 4, lattice vector quantization using coinciding
similar sublattice (MDCLVQ) which abolishes the traditional
labeling function. The work used the coinciding sublattice
vector quantizer which was inspired by the work in [23].
Hexagonal lattice sustains more distortion if compare to lattice
Z as proven in work [24]. The vectors are more inclined to
appear in the area of horizontal cross hatching, as granted by
square lattice Z rather than diagonal cross hatching which
furnished by the hexagonal lattice.

In this paper, a three description multiple description
coding with Z, lattice vector quantization (3DLVQ-Z,) is
proposed. The scheme consists of three encoders and seven
decoders (including a central decoder). In this system, K-
channels transmit K-description into corresponding encoders
with (2% 1) decoders. The assumption is that all these
encoders are capable to transmit information through the
channels reliably. The encoders produce three equivalent rate,
R , R, and R, bits/source sample (bpss). The three
description are transmitted separately through the channels




accordingly. The correspondence description is allowed to
have different distortions. In this paper, a new labeling
algorithm using Z, lattice for three description multiple

description coding (3DLVQ- Z,) is proposed. The main
contribution of this paper is the use of lattice Z, for the
labeling function. In this method the lattice Z, offers more

lattice points as neighbours that lead the central decoder to
achieve better reconstruction quality.

Simulation results show that for central decoder the PSNR
of the proposed 3DLVQ-Z, accomplishes 42.63 dB and 32.13
dB for average side decoders, both at bit rate of 1.0 bpp.
Simultaneously, the proposed 3DLVQ-Z, expands the central
reconstruction quality from 7.9 % to 9.2 % over the 3DLVQ-
Z, at varying bit rate.

The rest of the paper is presented as follows. The proposed
technique with labeling function for the lattice Z, at N=9 is
presented in Section 2. Section 3 presents thorough
experimental results and analysis of the proposed 3DLVQ- Z,
at N =9. In Section 4 concludes the paper.

1. PROPOSED TECHNIQUE

The data source, x are processed in the encoders which
consists of two main parts i.e. the lattice vector quantizer and
the labeling function known as index assignment. The lattice
vector quantizers map the data source x to the nearest
codeword in the lattice codebook to minimize the distortion.
The labeling function produces the codeword indexes then
maps them into the three labels (description), each to be
transmitted over separate channel, respectively.

The decoder will notice which description is accrued and
then decodes accordingly. In this scheme, the distortion caused
by using all three description is defined as central distortion.
Side distortion refers to the distortion resulted by using only
one or two description. The reconstructed output refers to the

combination of the decoded data.
, . ‘fn
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Fig. 1. The proposed MDLVQ scheme with three description.

A simplified block diagram of the proposed three
description of lattice vector quantization (3DLVQ) system is
demonstrated as in Fig. 1. The quantization of a vector x to the

nearest vector A in a lattice is denoted by AcR* . The
mapping of the quantizer is expressed as A =0(x) . The code

vector 4 is sent via three channels, subject to rate constraint
imposed by the individual channel. Assumptions are made that
the sublattice of A contains the codebooks of channel 1,
channel 2 and channel 3 respectively. These codebooks are
denoted as A| , Aj and Aj, respectively.

N, is defined as the reuse index of sublattice A; and the
index [A:A;] is indicated by N, ,i= 1,2,3. Suppose each of
A is geometrically similar to A, which means that when a
similarity (a rotation, scale changing or reflection) is applied,
A can be acquired from A. However, in this paper, reflection

is forbidden in order to simplify the analysis. Remark that the
points in the lattice A are denoted as A and the points in the
sublattice A’ are denoted as A’.

The labeling function a  maps AeA to
(A4, 4)e A'’XA'XA” where A’ be a sublattice of A with
index N = 9. Given that the data transmitted to channel 1 is
used to identify a code vector 4 '€ A, the data transmitted to
channel 2 is used to identify a code vector 4, € A}, and the

data transmitted to channel 3 is used to identify a code vector
A e Aj . The component functions of a are denoted as

& (A)=4, 6 (1)=4 and & (1) = 4.

The a mapping is required to restitute A respectively when
all of the three channels are working. This can be achieved by
setting the ordered pair (4,4;,4;) used only once in the
labeling scheme. In each of the side decoders, if there is only
one channel available, for instance a channel 1, the
corresponding received the sublattice point is selected to
decode A . Similarly this can happen to channel 2 or channel 3
as well. Therefore, in this case the quality of reconstruction
will be very low yet acceptable. If there are two of the three
channels available, i.e., if channel 1 and channel 2 are

available, the received data is used to decode (4,4) -
Similarly there could be the combination of channel 1 and
channel 3 (4/,4;) or channel 2 and channel 3 (43,4) -

This proposed scheme maps the given input x to &’
hre

quadruple (1,4,4;,4;) ordered pair mapping. The t

channels distortion d,, is given by |x=A[" , the side

distortions &, by |- A]", where i={12,3,12,13,23}, as
shown in Fig. 1. Suppose that the inner product of 4-
dimensional vectors x=(x,,xz,x3,x4) and y=(¥Y2: Y3 Vs)
are expressed as:

4
(x’y) =—:-Z|xiyi 4Y)]

The Euclidean norm is defined as x| = (x, y)li Notice that

the inner product and the Euclidean norm are dimensional-
normalized. Hence, the relevant average distortion are given by




dys d, d,, d,, d,, d,, and d,, . The goal of this paper isto
design the labeling function & in order to minimize d,,
subject to d, < D, , for given rates (R,R,,R,) and distortions
D, , where i={l, 2,3,12,13,23} .

The average three channels distortion is expressed as [8]:

G = 2 - A @

In order to label the lattice Z, in term of A using the
sublattice A’ of index [A:A’]= N, some requirements are set

to abridge the encumbrances of lattice construction. Suppose
that the generator matrix, G generates lattice A, so as a
matrix G* generates similar sublattice A’, this requires the

generator matrix of ¢GG , where c is a scalar and Gisa
unitary matrix. The smallest group of I'={/,,~/, .} is used to
normalize the matrix G, where [, is the L -dimensional an
identity matrix.

The T normalizes the matrix G and denoted as G, where
G and G are given as:

1 000
0 00
G= 1 3)
0010
0 0 01
a -b - —d
- |b a -d c
G= 4
c d a b @
d —c b a

Let G’ =GG . The generator matrices are G =1, and the
group T are given as:

( 0 -1 0 0 )
+1+100°
oo 0 0 1Y
0 0 -10
=< 4 )]
00 -1 0 0 0 0 -1
00 0 -1] [0 0 1 O
+ ,x
100 O 0 -1 0 0
[lo1 0 0) L1 000

In this proposed scheme, I'={/,,~1,} since it is a 4-
dimensional MDLVQ system. Say that lattice Z, has a

geometrically-similar and clean sublattice of index N if and
only if N is odd. In this work, the index N is set to nine.
Therefore, there are nine points to be produced from the three
labels.

Let express N in form of N =a +b* +c? +d? and this is
true at any integer, (a,b,c,d ) cZ . The set of admissible

index values for lattice Z, of the clean similar sublattice A is

given by integer sequence A016754 [25):
1,9,25,49,81,121,169,225,289,361,--

Fig. 2. Lattice Z, with the Voronoi region and the discrete Voronoi region
in four dimensional view.

The lattice Z, is on a tesseract based, also called the
hypercube in R* [26]. The term tesseract is denoted as four
lines from each vertex to other vertices. A projection of the
tesseract of lattice Z, into three-space produces nine lattice
points (N =9) as illustrated in Fig. 2. The point of origin is
labelled as O is basically a sphere. Lower case letters indicate
the lattice points and the upper case letters indicate the
sublattice points. The discrete Voronoi set or sublattice with N
elements point is denoted as A'e A’. The Voronoi region,
¥ (A) and the discrete Voronoi region, ¥, (A') are defined as:

V(A)={x:|lx-—1||£“x—ﬁ“,V):e A} (6)

v, (A)={AeA: a-21< [A-A7,vA"e A%} )

Given that |V, (0)|=9 . The discrete Voronoi set for the

lattice Z, as in Fig. 2 is shown as:




v,(0)={0.a.b,c.d,e. f.&.h} (8)

The projection of the triple tuple points (4,4, 4) into the

tesseract in Fig. 2 produces four outputs, where one of them is
defined as time. The rest are transmitted through the three
description respectively.

Al
Al
'
A
Fig. 3. Lattice point and its label (A4 , Ay ) for lattice Z, .

The new labeling function maps the sublattice point to the
three nearest lattice points which satisfy the triple ordered pair

(4,4,4;) condition. Mapping process of a lattice point 4 to
a triple ordered pair (4,4;,4;) is shown in Fig. 3. The
distance of the edges should be as short as possible for the
three tuple points (4, 4;,4;) . Moreover, the centroid of the
three tuple points (4, 4;,4;) should be as near as possible to
the lattice point, 4.

Fig. 4. Lattice point and its label (/1,',/1; ,/13' ) for lattice Z, in Cartesian
sight.

Fig. 4 portrays the Voronoi region, V(0) and the discrete
Voronoi region, ¥, (0) for lattice Z, in Cartesian sight. This

simplification is made to abbreviate the complexity of the
labeling process. Lattice points are labeled by lower case letters
and the sublattice points are labeled by the upper case letters.
Point O is the origin for both sublattice and lattice Z,. The

lattice point is having a rotation of 45° for one orbit, equally
rotated by -74£ radians about the origin. By applying directed

edges to label the points in the discrete Voronoi set (¥,(0))
acquires nine labels:

®

(0)= {{0, 4}.{0,8},{0.c}.{0.D} }

{0,E}.{0.F}.{0.G}.{0. H}

Fig. 5. Isomorphic adjacency of vertices in a four dimensional cube for the
lattice Z.

Fig. 5 illustrates the isomorphic adjacency of the vertices in
a four dimensional cube, also known as a tesseract as displayed
in Fig. 2. The figure shows a 4x4 array with opposite edges
have been identified. The same 16 subsets or points can be
arranged in’ a 4x4 array, when the array's opposite edges are
joined together, the same adjacencies as those of the above fo
dimensional cube of the lattice Z, can be achieved. ‘b

III. RESULTS ANALYSIS AND DISCUSSIONS

The proposed labeling algorithm using lattice Z, for
3DLVQ scheme is developed using MATLAB R2014a
(8.3.0.532) on Intel core i7-2630QM, 2.00 GHz, 8.00 GB
RAM in the Windows 8.1 Pro environment. Training image of
grey-scale Lena of size 512x512 is used for analysis. Ideal
MDC network is considered in this experiment for its
description to have either intact or completely lost.
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MDSQ [21] performs the worst which produces around 28.42
dB at bit rate of 1.0 bpp. Nonetheless, MDCLVQ- 4, [22]

manages to perform better than proposed 3DLVQ- Z, .
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Fig. 6. Comparisons of central PSNR (dB) at varying bit rate (bpp).

Performance comparison of the central decoder
reconstruction quality between the proposed scheme with three
renowned schemes [21], [22], [19] and 3DLVQ- Z,, are as
shown in Fig. 6. Obviously, muitiple description scalar
quantization gives the worst reconstruction quality, which
yields only 28.88 dB at bit rate lower than 1.0 bpp. For the
proposed scheme, central decoder PSNR attains as 42.63 dB at
bit rate of 1.0 bpp which outperforms the other three schemes.
The central PSNR of 3DLVQ- 4, [19] and 3DLVQ- Z, reach

40.75 dB and 39.26 dB, respectively, both at bit rate of 1.0
bpp. As higher dimension lattice competent to allocate more
neighbors for each lattice point, the reconstruction quality of
central decoder is elevated. The central decoder PSNR of the
proposed scheme well outperforms the other four schemes.
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Fig. 7. Comparisons of average side PSNR (dB) at varying bit rate (bpp).

Fig. 7 illustrates the average side reconstruction quality for
the proposed 3DLVQ- Z, at N=9, as compared to the

MDSQ [21], MDCLVQ- 4, [22], the 3DLVQ- 4, [19] and
3DLVQ- Z, scheme at varying bit rate. Notice that the
proposed 3DLVQ- Z, is having 6 side decoder outputs.

Hence, the side reconstruction quality is obtained as the
average of the side decoder outputs. The side PSNR for the
proposed scheme achieves up to 32.13 dB at bit rate of 1.0 bpp
as 3DLVQ- 4, [19] yields 31.46 dB at the same bit rate. The

3DLVQ- Z, and MDCLVQ- 4, [22] side PSNR achieve
30.91 dB and 41.46 dB at bit rate of 1.0 bpp, respectively. The

+MDSQ[21] +MDCLVQ-A4 [22] -3DLVQ-A2([19) +30LVQ-22 *Proposed
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Fig. 8. Performance comparison of Lena for three different schemes with the

proposed 3DLVQ-Z, .

Comparison of the proposed 3DLVQ-Z, at N =9 with
the referenced methods, MDSQ ([21], MDCLVQ- 4, [22],
3DLVQ- 4, [19] and 3DLVQ- Z, in terms of side PSNR

versus central PSNR is plotted in Fig. 8. Both of the four lattice
based vector quantization schemes are using the three
description coding system and the performances are having the
same trend. The performance of the proposed 3DLVQ-Z, at

N =9 surpasses three other referenced works. However,
MDCLVQ- 4, [22] accomplishes better than proposed

3DLVQ-Z,.

The results shown in Fig.7 and Fig. 8 indicate that the
MDCLVQ- 4, [22] which utilizes the coinciding similar
sublattice of hexagonal lattice can generates two different
descriptions. This allows the scheme to make good
approximation for the original lattice point. This means that the
descriptions are capable to produce representations that are
very near to the source data.

wProposed vs MDSQ [21] +Proposed vs MDCLVQ-A4 22}
2 «+Proposed vs 3DLVQ-A2 (19} +Proposed vs 30LVQ-22
g i EEEEEHERE SR
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Fig. 9. Percentage gain in central PSNR (dB) for proposed 3DLVQ- Z,.




Fig. 9 shows the proposed 3DLVQ-Z, outpaces about 4.4
% to 5.6 % over the 3DLVQ- 4, [19]. The proposed 3DLVQ-
Z, at N=9 expands the central reconstruction quality from
7.9 % to 9.2 % over the 3DLVQ-Z,. Improvement of 9.41 %
to 11.43 % is achieved as compared the proposed 3DLVQ-Z,
over MDSQ [21]. Nevertheless, proposed 3DLVQ- Z, is in

average 249 % to 795 % higher than the central
reconstruction quality of the MDCLVQ- 4, [22]).

IV. CONCLUSION

This paper presented a new labeling function of lattice Z,
at N=9 with triple ordered pair (A, 4;,4;) for the three

description MDLVQ- Z, system. The proposed 3DLVQ- Z,
scheme outperforms the renowned MDC schemes. The central
reconstruction quality is promoted to 42.63 dB and the average
side reconstruction quality achieves 32.13 dB, both at bit rate
of 1.0 bpp for the proposed 3DLVQ- Z, scheme. By applying

higher dimension lattice, offers each lattice to have more
neighbors, therefore the decoded data via central decoder and
side decoder are better quality.
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