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of presenting the project findings of the researcher/s to the University and the community at large)

The emerging of internet and wireless dimension has brought a new era in biometrics technology.
Instead of operating the biometric system with static biometric device, mobile biometric system can be
implemented and this approach leads to more efficient and reliable implementation. In this study
mobile biometric system based on palm print modalily based on Android operating system is
developed. In order to execute mobile biometric system, efficient processing time and storage are
some of the important factors that need to be considered.Algorithms involving pailm print feature
processing are evaluated so as to obtain optimum time and memory consumption. Several feature
processing methods including Region of Interest (ROI), Principal Component Analysis (PCA), and
Kernel Principal Component Analysis (KPCA and a new approach in feature exiraction called Reduced-
Set Kernel Principal Component Analysis (RSKPCA) are investigated.

In this project, it has been proven thaf the RSKPCA gives the best result for mobile biometric system
based on palm print. Meanwhile, the android operating system is able to acquire the palm print image
form the Android devices and send the user name and palm print image to the server via the internet.
The server is able to receive the data from multiple clients at the same time, performs the verification




Kemunculan baru dimensi internet dan teknologi tanpa wayar telah membawa era baru dalam teknologi
biometrik.Selain sistem biometrik dengan peranti statik, sistem biometrik mudah alih boleh
dilaksanakan dan pendekatan ini membawa kepada pelaksanaan yang lebih cekap dan efisien.Dalam
kajian ini, sistem biometrik mudah alih berasaskan tapak tangan telah dibangunkan.Dalam kajian
ini,sistem biometrik tapak tangan mudah alih berasaskan sistem pengoperasi android telah dibina.
Untuk melaksanakan sistem biometrik mudah alih, masa pemprosesan dan penyimpanan yang cekap
adalah faktor penting yang perlu dipertimbangkan. Algoritma-algoritma yang melibatkan pemprosesan
ciri tapak tangan dinilai berdasarkan penggunaan masa dan memori yang optimum.Beberapa kaedah
pemprosesan ciri termasuk Ruang Dikehendaki (ROI), Analisa Komponen Utama (PCA) dan Analisa
Komponen Utama Kernel (KPCA) disiasat.Pendekatan baru dalam pengekstrakan ciri yang digelar
Analisa Komponen Utama Kernel Set Dikurangi (RSKPCA) telah dikaji. Projek ini telah membuktikan
bahawa pengekisrakan ciri munggunakan RSKPCA yang dicadangkan memberikan keputusan yang
| terbaik untuk sistem biomeltrik mudah alih berasaskan tapak tangan. Sementara,sistem pengoperasi
android mampu memperoleh imej fapak tangan daripada peranti Android dan menghantar nama
pengguna dan imej tapak tangan kepada pelayan melalui internet. Pelayan boleh menerima data dari
pelbagai pelanggan pada masa yang sama, melaksanakan proses pengesahan dan kemudian
menghantar hasil pengesahan kepada peranti Android.
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Mobile implementation is a current trend in biometric design. This paper proposes a new approach to palm print recognition, in
which smart phones are used to capture palm print imagesata distance. A touchless system was developed because of publicdemand
for privacy and sanitation. Robust hand tracking, image enhancement, and fast computation processing algorithms are required for
cffective touchless and mabile-based recognition. In this project, hand tracking and the region of interest (ROI) extraction method
were discussed. A sliding neighborhood operation with local histogram equalization, followed by a local adaptive thresholding
or LHEAT approach, was proposed in the image enhancement stage to manage low-quality palm print images. To accelerate the
recognition process, a new classifier, improved fuzzy-based k nearest centroid neighbor (IFKNCN), was implemented. By removing
outliers and reducing the amount of training data, this classifier exhibited faster computation. Our experimental results demonstrate

that a touchless palm print system using LHEAT and IFKNCN achieves a promising recognition rate of 98.649%.

1. Introduction

Palm print recognition has been widely investigated for the
last decade in the field of pattern recognition. Similar to fin-
gerprint recognition, palm print technology is based on
the aggregate of information presented in a friction ridge
impression. Although the image quality of a fingerprint is
robust because of multiple lines, wrinkles, and ridges, a palm
print includes even more information. A palm print covers
a wider area than a fingerprint and contains characteristics
such as palmar creases and triradius that are useful for
recognition [1}. More importantly, ridge structures remain
unchanged throughout life, except for a change in size (2}.
A palm print is distinctive and thick, enabling easy cap-
ture by low-resolution devices. Therefore, palm print detec-
tion systems have a low cost and require minimum user
cooperation for extraction [3]. Most palm print biometrics
utilizes scanners or charge-coupled device (CCD) cameras
as the input sensor [4, 5]. Because users must touch the
sensor to acquire their hand images, users are concerned
about hygiene, particularly in public areas, such as hospitals,
malls, and streets [6, 7]. Disease-causing organisms, such

as influenza virus, can be passed by indirect contact, and a
susceptible individual can be infected from contact with a

. contaminated surface. The surface can become contaminated

easily {6]; therefore, a touchless approach is required for paim
print biometric technology.

The development of a touchless palm print recognition
system is not straightforward. The hand position of the user
during image acquisition is always changing. A touchless sys-
tem does not require the user to touch or hold any platform or
guidance peg. Users can open their hand, close their band, or
pose in a patural manner (6], and the hand can be deformed
in other manners, including rotation, scale variability, and
palm stretching, compared with touch-based systems 18}.
Therefore, hand tracking and valley detection are challenging.
As a result, hand tracking and region of interest (ROI) seg-
mentation are difficult to implement. Complex backgrounds,
poor ridge structures, and small image areas.result in low-
quality palm print images. The presence of noise/degradation
(linear or nonlinear) and illumination changes [9] may
reduce recognition accuracy. The computation times for
the recognition process also must be considered. Because
palm print systems consist of many major processes, such
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as data acquisition, preprocessing, feature extraction, and
classification, fast processing algorithms are crucial (10, 11].

This paper focuses on solutions for low-quality palm print
images and computation times and includes a brief discussion
of hand tracking and ROI segmentation. The overall research
can be divided into three parts which are the client or smart
phone side, internet side, and the server side which are
illustrated as in Figure 1.

For the client side, the Android application for capturing
biometric data is developed and it programs by using the
latest few versions of Android OS, ranging from version
1.6 to version 4.1.2. Its programs support the mobile phone
camera with the resolution up to 3.2 megapixels; hence only
a few smart phones can be used for testing. Due to the
existing camera application that varies for almost all smart
phones and tablets, a customized camera application with
the integration of enrolment and identification functions is
developed for this research. The internet site is to connect
the communication between smart phone and server and the
connection is done via Wi-Fi and the PHP script is created to
invoke the MATLAB program in the server.

The last part is server side where all the MATLAB pro-
gramming including hand image identification, RO extrac-
tion, palm print feature extraction, and patlern matching
algorithms is written. The server software used in the project
is free software where a personal computer serves as a server
and has limited access from the client. Several palm print
feature extraction algorithms which are based on subspace
methodare developed and evaluated for the fast and efficient
mobile biometric system. Details of these operations can be
found in Tbrahim and Ramli [12].

This study focused on the server side where two major
contributions, that is, image enhancement and classification
processes, have been developed to improve the quality aof

touchless palm print recognition systems. We propose a local
histogram equalization and adaptive thresholding (LHEAT)
technique for image enhancement. This technique is an
improved version of the local histogram equalization (LHE)
and local adaptive thresholding (LAT) techniques. Unlike
previous methods {13-16], we used the sliding neighborhood
operation for faster computation {17]. To accelerate the
recognition process, the improved fuzzy-based k nearest
centroid neighbor (IFKNCN) was used as the classifier for the
system. The sliding neighborhood operation in the LHEAT
technique also reduces the processing time of the image
enhancement stage compared with the baseline LHE and LAT
techniques.

This paper is organized as follows. Section 2 presents
related works and motivation. The proposed classifier for the
palm print recognition system is described in Section 3. The
experimental results are explained in Section 4, and Section 5
summarizes the work.

2. Related Works and Motivation

Many methods have been proposed to overcome the chal-
lenges associated with palm print recognition. Han and Lee
[5] described two CMOS web cameras placed in parallel
to segment the ROI of 1200 palm print images of identical
size. The first camera captures the infrared image for hand
detection, and the second camera is used to acquire the color
image in normal lighting. The images are normalized using
information on skin color and hand shape. The normalized
images are then segmented to determine the ROI using the
ordinal code approach and then classified with the Hamming
distance classifier. Experimental results have shown that the
equal error rate (EER) of the verification test is 0.54% and that
the average acquisition time is 1.2 seconds. Feng et al. {18]
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used the Viola-Jones method [19] to detect the hand posi-
tion after capturing 2000 images. In this study, images were
acquired in different positions with various lighting and
cluster backgrounds. Subsequently, a coarse-to-fine strategy
was used to detect the key points on the hand. The key hand
points were then verified with the shape context descriptor
before the images were segmented into the RO The boosting
classifier cascade {20] has previously been applied, and the
accuracy rate was 93.8%, with a 178 ms average processing
time for one image. Michael et al. [2] described a touchless
palm print recognition system that was designed using
a low-resolution CMOS web camera to acquire real-time
palm print images. A hand tracking algorithm, that is, skin
color thresholding and hand valley detection algorithm, was
developed to automatically track and detect the ROI of the
pabmn print. The Laplacian isotropic derivative operator was
used to enhance the contrast and sharpness of the palm print

feature, and a Gaussian low-pass filter was applied to smooth

the palm print image and bridge some small gaps in the line.
The modified probabilistic neural network (PNN) was used to
classify the palm print texture. The accuracy rate was greater
than 90%. Similar to previous studies, Michael et al. [21] used
local-ridge-enhancement (LRE) to enhance the contrast and
sharpness of images of both the right and left hands. The LRE
was used to determine which section of the image contains
important lines and ridge patterns and then amplify only
those areas. The support vector machine (SVM) was used,
and the average accuracy rates for the left and right hands
were 97% to 98%, respectively.

Although previous researchers have achieved greater than
90% accuracy, the palm print image was captured in a semi-
closed environment in a boxlike setup with an illumination
source on top. This setup results in clean images with prefixed
illumination settings [22]. The high accuracy is not reflective
of the real environment. In the present study, an Android
smart phone was used to capture the images, allowing users
to easily access their system every day. Because the images
were captured in the real environment, they were exposed to
different levels of noises and blurring because of variations in
illumination, background, and focus. Noise can also be due
to bit errors in transmission or introduced during the signal
acquisition stage.

We propose a touchless palm print recognition system
that can manage real environment variability. The two areas
discussed are image enhancement and classification. In image
enhancement, a LHEAT technique was used. The purpose
of LHE is to ensure that the brightness levels are distributed
equally |15, 23]. In the LHE, the image is divided into small
blocks or local N x M neighborhood regions. Each block
or inner window is surrounded by a larger block or outer
window, which is used to calculate the mapping function
lookup for the inner window. To remove the borders of
the block, the mapping function is interpolated between
neighborhood blocks [15]. The LHE is an excellent image
enhancement method. However, in the palm print image,
considerable background noise and variation in contrast and
illumination exist. Occasionally, the LHE overenhances the
image contrast and causes degradation of the image [13, 14,
16}. Then, the binarization technique, LAT, is applied. In LAT,

the threshold extracts the useful information from an image
that has been enhanced by LHE and separates the foreground
from the background with nonuniform illumination. Several
methods, such as those described in Bersen, Niblack, Chow
and Kaneko, and Sauvola { 24], have been used to calculate the
threshold values. Sauvola’s method is most frequently used
and was implemented here because of its promising results
for degraded images.

In the pattern recognition system, there are two modes
of recognition: verification and identification. This study
focuses on the touchless palm print recogpition system with
identification mode. The identification mode is the time dur-
ing which the system recognizes the user’s identity by com-
paring the presented sample against the entire database to
find a possible match {2]. Choosing the correct classification
model becomes an important issue in palm print recognition
to ensure that the system can identify a person in a short time.
The k nearest neighbor (kNN) method is a nonparametric
classifier widely used for pattern classification. This classifier
is simple and easy to implement [25}. Nevertheless, there
are some problems with this classifier; the performance of
kNN often fails because of the lack of sample distribution
information [26, 27] and not carefully assigning the class label
before classification [28]. [FKNCN may resolve these limita-
tions. This classifier incorporates centroid-based distance and
fuzzy rule approaches with triangle inequality. The classifier
removes the training samples that are far from the testing
point or the query point by setting a threshold. The training
samples that are located outside of the threshold are called
outliers and defined as a noisy sample, which does not fit to
the assumed class label for the query point. By removing the
outliers, future processing focuses on the important training
samples or candidate training samples, and this focus reduces
the computational complexity in the searching stage. The
query point is classified based on the centroid-distance and
fuzzy rule system. The centroid-distance method is applied
to ensure that the selected training samples are distributed
sufficiently in the region of the neighborhood with the nearest
neighbors located around the query point. Consequently,
the fuzzy-based rule is used to solve the ambiguity of the
weighting distance between the query point and its nearest
neighbors.

3. Proposed Method

Figure 2 displays the overall procedure for a touchless palm
print recognition system.

In this work, a new comprehensive collection of palm
print database was developed. This database currently was
containing 2400 color images corresponding to 40 users
who were Asian race students where each user had 60 palm
print images. This database will be released to the public
as benchmark data and it can be downloaded from the
website of Intelligent Biometric Grou[; (IBG), Universiti Sains
Malaysia (USM), for research and educational purposes. All
the users who are taking part in the data collection are
corapletely volustary and each volunteer gave verbal consent
before collecting the image. The age of the user ranged from
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Fioure 2: Block diagram of a touchless palm print recognition system.

FiguRE 3: Data enrolment process.

19 to 23 years. An input image is acquired usinga HTC One X
Android mobile phone with 8 megapixels of image resolution
and a stable background. The data collection is divided into
3 sessions; the first session is used for training purpose. The
latter two sessions are used for testing purpose. The time
interval for each session is in two weeks’ time.

For enrolment process, a user needs to follow the instruc-
tion displayed on the smart phone screen as shown in
Figure 3, Firstly, the user was required tosign in and key in the
irnage name. Subsequently, the users were simply asked to put
their palm print naturally in front of the acquisition device.
A semitransparent pink color box acts as a constraint box to
ensure the palm and fingers lie inside the box. The pixels that
lie outside of the constraint will be cropped. So the distance

- between hand and device is set as constant. Once the image

was captured, it was saved into the database and this process
was repeated for new image and user.

As no peg or other tool is used in the system, the users
may place their hands at different heights above the mobile
phone camera. The palm image appears large and clear when

the palm is placed near the camera. Many line features and
ridges are captured at near distance. However, if the hand is
positioned tao close to the mobile phone, the entire hand may
notbe captured in the image, and some parts of the palm print
image may be occluded, as shown in Figure 4(a) [6]. When
the hand is moved away [rom the camera, the focus fades,
and some print information disappears (Figure 4(b)) [2]. The
optimal distance between the hand and mobile phone is set
according to the image preview in the enrolment process in
Figure 3, enabling the whole hand image to be captured, as
shown in Figure 4(c). Some examples of image of the whole
palm print are shown in Figure 5.

The file were stored in JPEG format. Each folder was
named as “S_x” “Sx” represents the identity of the user
which ranges from 1 to 40. Each folder had 60 palm print
images. During preprocessing, the image was segmented to
determine the ROL This process is called hand tracking and
ROI segmentation. The image was then corrupted by adding
noises, such as motion blur noise and salt and pepper noise.
Subsequently, the LHEAT method was applied to enhance
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(a)

. Fioure 4: Hand image detection: (a) original RGB hand image; (b) binarized image. Hand position: (a) too close; (b) too far;and (c) suitable

distance.

User 3

FiGuRE 5: Original hand images captured by a smart phone camera for 5 different samples.

the image. Then, feature extraction was performed. Principle
analysis component (PCA) was employed to extract the
image data and reduce the dimensionality of the input data.
Finally, the image was classified by the IFKNCN classifier.

3.1. Preprocessing. There are three major steps in the hand
tracking and ROI segmentation stage: hand image identifi-
cation, peak and valley detection, and ROI extraction [12].
In the hand image identification step, the RGB image is
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m

(d)

Figure 6: Hand image detection: (a) original RGB hand image; (b) binarized image; (c) hand contour with the Canny method; (d) perfect

hand boundary plot.

FicuRe 7: Five peaks and four valleys indicate the tips and roots of
the fingers.

transformed into a grayscale image and then converted to a
binary image. Because the lighting conditions in the camera
selup are uncontrolled, straightforward hand identification is
not possible. Noise results in many small holes. The noise and
unsmooth regions are removed by filling the small holes in
the hand region. Once the noise is removed, the edge of the
image is detected using the Canny edge detection algorithm.
The hand boundary of the image is traced before the perfect
hand counter is acquired, as shown in Figure 6.

Because the image was captured without pegs or guiding
bars, the palm print alignment varied in cach collection.
This variation caused the palm print image to be affected by
rotation and may hamper accurate recognition. Therefoee, the
local minima and local maxima methods were used to detect
peaks and valleys [29]. As shown in Figure 7, the peak and
valley points in the hand boundary image were sorted and
named before ROI segmentation.

The locations of three reference points, P1, P2, and P3,
need to be detected in order to set up a coordinate system
for palm print alignment. The size of ROI is dynamically
determined by the distance between P1 and P3. It makes the
1Ol extraction scale invariant. To Jocate the ROI, a line was
drawn between reference points; for example, P1 and P3 are
shown in Figure 8(a) and labeled as “d”” The image was then
rotated using a command “imrotate” in MATLAB function

in order to ensure that the line was drawn horizontally as
shown in Figure 8(b). The rotated image has the same size
as the input image. A square shape was drawn, as shown in
Figure 8(c), in which the length and width of the square were
obtained as

d ;

a=d+ i )

The ROI was segmented, and the region outside the square

was discarded. Then, the ROI was converted from RGB to
grayscale,

To investigate the performance of the proposed method
in noisy environmeats, the ROI image was corrupted using
motion blur noise and salt and pepper noise, as shown in
Figure 9. The level of source noise () was set to 0.13.

3.2. Image Enhancement. Image enhancement is an impor-
tant process that improves the image quality. Similar to
the LHE and LAT methods, in the LHEAT method, the
input image is broken into small blocks or local window
neighborhoods that contain a pixel. [n the LHEAT, the LHE
is firstly obtained to ensure an equal distribution of the
brightness levels. The LAT is employed to extract the useful
information of the image that had been enhanced by the
LTE and separated the foreground from the nonuniform
illumination background. An input image is broken into
small blocks or local window neighborhoods containing a
pixel. This is similar in the LHE, LAT, and LHEAT. Each block
is surrounded by a larger black. The input image is defined
as X € R™Y with dimensions of H x W pixels, and the
enhanced image is defined as Y € R™", with H x W pixels.
The input image is then divided into the block T; = {,...,n
of window neighborhoods with the size wxw,where w < W,
w < H,and n = [(Hx W)/(w x w)].

Each pixel in the small block is calculated using a
mapping function and threshold. The size of w should
be sufficient to calculate the local illumination level, both
objects, and the background [24]. However, this process
results in a complex computation. To reduce the computation
complexity and accelerate the computation, we used the
sliding neighborhood operation [17]. Figurel0 shows an
example of the sliding neighborhood operation. An image
with a size of 6 x 5 pixels was divided into blocks of window
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Ficure 8: RO segmentation process: (a) line drawn from Pl to P3; (b) rotated image; (c) ROI selection and detection.

@
Ficurs 9: ROI image: (a) original; (b) degraded with salt and pepper noise: (¢} degraded with motion blur noise.

neighborhoods with a size of 3 x 3 pixels. It is shown in
Figure 10(a). The 6 x 5 image matrix was first rearranged into
a 30-column (6 x 5 = 30) temporary matrix, as shown in
Figure 10(b). Each column contained the value of the pixels
in its nine-row (3 x 3 = 9) window. The temporary matrix
was then reduced by using the local mean (M;):

1 n
M, = R;]lej’ 2

where w was size of window neighborhoods, j was the
number of pixels contained in each neighborhood, i was the
number of columns in temporary matrix, and N was the
total number of pixels in the block. After determining the
local mean in (2), there was only one row left as shown in
Figure 10(c). Subsequently, this row was rearranged into the
original shape as shown in Figure 10(d).

There are three steps in the LHE technique: the probabil-
ity density (PD), the cumulative distribution function (CDF),
and the mapping function. The probability distribution of
image PD for each block can be expressed as follows:

1

Pl

fori=0,1,...,L -1, 3
i el 3)

where #; is the input pixel number of level, i is the input

luminance gray level, and L is gray level, which is 256.
Subsequently, the LHE uses an input-output mapping

derived from CDF of the input histogram defined as follows:

n
C@ =) P(@). (4)
i=
Finally, the mapping function is determined from the CDF as
follows:

gH)=M+{(x;-M)xC(@)], (5)

where M is the mean value from (2).

Although the image has been enhanced, it remains mildly
degraded because of the background noise and variation in
contrast and illumination. The image was corrupted with two
noises, motion blur noise and salt and pepper noise. The
median filter, which has a 3 x 3 mask, was applied over the
grayscale image. For an enhanced image, g(i), g(i) is the
output median filter of length /, where! is the number of pixels
over which median filtering takes place. When [ is odd, the
median filter is defined as follows:

q(i):medjan{g(i—k:i-pk), k:(l;—i)}. 6)
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Picure 10: The sliding neighborhood operation.

When is even, the mean of the two values at the center of the
sorted sample list is used. The purpose of filtering is to reduce
the effect of salt and pepper noise and the blur of the edge of
the image. _

Once the image has been filtered, the image is segmented
using the LAT technique. The LAT separates the foreground
from the background by converting the grayscale image into
binary form. Sauvola’s method was applied here, resulting in
the following formula for the threshold:

T,,(i)=M[1+k(—i;—1)], @

where T}, is the threshold, k is a positive value parameter with
k = 0.5, R is the maximum value of the standard deviation,

which was setat 128 for grayscaleimage, and Z is the standard
deviation which can be found as

1 n
Z= Jﬁ—_l;(wf“M)' ®)

According to (8), the binarization results of Sauvola’s method
can be denoted as follows:

1 q6)> T, G)
y(i)={ 70>k ©)

0 otherwise.

Figurell shows the comparison of output results after

applying the LHE and LHEAT techniques. The detail in
the enhanced image using LHEAT was sharper, and fine
details, such as ridges, were more visible. Section 4.1 depicts
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Ficure 11: Comparison of image enhancement: (A) original image; (B)Y LHE; (C) LAT; and (D} LHEAT techniques.

the reduction in processing time and increased accuracy by
applying the proposed image enhancement techniques.

3.3. Feature Extraction. Touchless palm print recognition
must extract palm print features that can discriminate one
individual from another. Occasionally, the captured images
are difficult to extract because the line structures are dis-
criminated individually. The creases and ridges of the palm
cross and overlap one another, complicating the feature
extraction task [30]. Recognition accuracy may decrease if
the extraction is not performed properly.

In this paper, PCA was applied to create a set of com-
pact features for effective recognition. This extraction tech-
nique has been widely used for dimensionality reduction in
computer vision. This technique was selected because the
features were more robust compared with other palm print
recognition systems, such as eigenpalm [31], Gabor filters
[32], Fourier transform {33], and wavelets [34].

The PCA transforms the original data from large space
to a small subspace using a variance-covariance matrix
structure. The first principle component shows the most
variance while the last few principle components have less
variance that is usually neglected since it has a noise effect.

Supposcia dataset {x;} wherei = 1,2,..., N and x; is rear-
ranged in P~ dimension. The PCA first computes the average
vector of x; and defined as

1 n
X= --Zx,- (10)
whereas the deviations from x; can be calculated by subtract-
ing x:
D, = x, - ()
This step obtains a new matrix:
A=, P 0] (12)

A . 2
That produces a dataset whose mean is zero. A is the P* X N
dimensions.
Next, the covariance matrix is computed:

: N
C= ) o0, = AAT. (13)
) i=1

However, (13) will produce a very large covariance matrix
which is P? % P* dimensions. This causes the computation
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FiGURE 12: Architecture of the IFKNCN classifier.

required to be huge and the system may slow down terribly or
run out of memory. As a solution, the dimensional reduction
is employed where the covariance matrix is expressed as

C=ATA (14)

Thus, the lower dimension of covariance matrix in N X N is
obtained.

Next, the eigenvalues and eigenvectors of the C are com-
puted. If the matrix V = (V, V,,...,V,) contains the eigen-
vectors of a symmetric matrix C, then V is orthogonal, and C
can be decomposed as

C =vDV7, (15)

where D is a diagonal matrix of the cigenvalues and V is
a matrix of eigeavectors. Then, the eigenvalues and corre-
sponding eigenvectors are sorted in the order to decrease the
dimensions. Finally, the optimum eigenvectors are chosen
based on the largest value of eigenvalues. The details of these
procedures can be found in Connie et al. {30].

3.4. Image Classification. This section describes the methods
used for the IFKNCN classifier. There were two stages for
this classifier: the building stage and the searching stage
(Figure 12). In the building stages, triangle inequality and
fuzzy IF-THEN rules were used to separate the samples into
outliers and train candidate samples. For the searching stage,
the surrounding rule was based on centroid-distance, and
the weighting fuzzy-based rule was applied. The query point
was classified by the minimum distances of the k neighbors
and sample placement, considering the assignment of fuzzy
membership to the query point.

Building Stage. In this stage, the palm print images were
divided into 15 training sets and 40 testing sets. The distance
of testing samples or query point and training sets was
calculated, and the Euclidean distance was used.

Given a query point y and training sets T = {x j}'.": 1» with
x; = {61,65,---, Cy}» N is the number of training sets, x; is the
sample from the training sample, M is the pumber class, and
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cis the class label of M. The distance between the query point
and training samples can be determined as follows:

d(pa) = -2 -%). (9

where d(y, x }-) is the Euclidean distance, N is the number of
training samples, x; is the training sample, and y is the query
point.

Thedistances were sorted in ascending order to determine
the minimum and maximum distance. ‘The threshold was set
such that the training samples fell within a selected threshold
distance and were considered inliers. Otherwise, they were
considered to be outliers. To determine the threshold, trian-
gle inequality was applied. The triangle inequality method
requires that the distance between two objects (reference
point and training samples; reference point and query point)
cannot be less than the difference between the distances to
any other object (query point and the training samples) {35].
More specifically, the distance between the query point and
training samples satisfies the triangle inequality condition as
follows:

d(y.x;) <d(x;2) +d(9.2), (17)

whered(y, z) is the distance from the query point to reference
sample. In this study, the maximum distance obtained from
(16) was assumed to be d(y,z). For faster computation,
the distance between training sample and reference sample
d(xj,z) was discarded. To eliminate the computation of
d(x;, ), (17) was rewritten as follows:

Zd(y,x,-) sd(xj,z)+d(y.z). (18)

Because d(y, xj) < d(xj, z), the value of d(x,-,z) is not
necessary, and (18) can be rearranged as follows:

d(y,x,-)s %d(y,z). {19)

‘The choice of threshold values is important because a large
threshold value requires more computation. A small thresh-
old makes the triangle inequality computation useless. To
tackle the problem, the candidate outlier detection can be
expressed by the fuzzy IF-THEN rules. Each input set was
modeled by two functions, as depicted in Figure 13.

The membership functions were formed by Gaussian
functions or a combination of Gaussian functions given by
the following equation:

f(x,0,0)= g e (20)

where ¢ indicates the center of the peak and ¢ controls the
width of the distribution. The parameters for each of the
membership functions were determined by taking the best
performing values using the development set [21].

The output membership functions were provided as
Outlierness = (High, Intermediate, Low} and were modeled
as shown in' Figure14. They have distribution functions
similar to the input sets (which are Gaussian functions).
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 JLow ’ “Intermediate High was to optimize the performance results while considering
the surrounding fuzzy-based rules which are as follows: .
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FiGuRrE 14: Output membership function.

The training sample was determined as an outlier if the
distance of the training sample was long and the threshold
was far and vice versa.

The Mamdani model was used to interpret the fuzzy
set rules. This technique was used because it is intuitive
and works well with human ioput. Nine rules were used
to characterize the fuzzy rules. The main properties are as
follows:

(i) If the distance is short and threshold is small, then
outlierness is low. -

(ii) If the distance is short and threshold is large, then
outlierness is intermediate.

(iii) If the distance is long and threshold is small, then
outlierness is intermediate.

(iv) If the distance is long and threshold is far, then
outlierness is high.

The defuzzified output of the fuzzy procedureis influenced by
the value of d(y, x;) and d(y, z). The fuzzy performance with
a training sample with d(y, x;) = 6.31 and reference sample
with d(y,z) = 20 is shown in Figure 15. The outlierness was
0.381, and the training sample was accepted as a candidate
training sample. By removing the outlier, future processing
only focuses on the candidate training samples.

Searching Stage. A surrounding fuzzy-based rule was pro-
posed in which the rule is modified by the surrounding rule
and the applied fuzzy rule. The main objective of this stage

membership values.

Given a query point y, a set of candidate training samples
T = (xj € R’"];‘:,, with xj = {¢): s+, Cy} where N is the
number of training samples, x; is the training sample, M is
the number of classes, and ¢ is the class label of M, the

procedures of the IFkNCN in building stage can be defined
as follows:

(i) Select the candidate training sample as the first
nearest centroid neighbor by sorting the distance of
the query point and candidate trainingsample. Let the
first nearest centroid neighbor be x, V.

(ii) For k = 2, find the first centroid of x,*" and the
other candidate training samples are given as follows: ‘
L NON |
! i (21)
2

(iii) Then, determine the second nearest centroid neigh-
bors by finding the nearest distance of the first
centroid and query point.

(iv) For k > 2, repeat the second step to find the other
néarest centroid neighbors by determining the cen-
troid between the training samples and previous
nearest neighbors:

x;. (22)

k
x;f = %ijNCN*_ j
i=1
) Let the set of k nearest ceniroid neighbors
T N(y) = N € R"’};;l and assign the fuzzy
membership of the query point in every k nearest
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Frcure 15: Example of the fuzzy 1F-THEN rules.

centroid neighbor. The fuzzy membership is as fol-
lows:

Zj;l Uij (1/ Iiy - xjkNCN"l”m—l))

. L New|Hlm-n (23)
Ef'zll'{"}’ X "

where i = 1,2,...,¢, ¢ is the number of classes, u;;
is the membership degree of training sample, xj

selected as the nearest neighbor, ||y - x}-km‘t"ﬂ is the
L-norm distance between the query point x and its
nearest neighbor, and 1 is a fuzzy strength parameter,
which is used to determine how heavily the distance

is weighted when calculating each neighbor’s contri-
bution to the fuzzy membership values.

(vi) For the value of the fuzzy strength parameter, the
value of im is set to 2. If m is 2, the fuzzy membership
values are proportional to the inverse of the square
of the distance, providing the optimal result in the
classification process.

(vii) There are two methods to define ;. One definition
uses the crisp membership, in which the training
samples assign all of the memberships to their known
class and nonmemberships to other classes. The other

definition uses the constraint of fuzzy membership;
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that is, when the k nearest neighbors of each training
sample are found (say x;), the membership of x; in
each class can be assigned as follows:

7
0.51 +0.49 (? j=i

n; .,
0.49(‘,;) ] # ,a

u,‘)’ (xk) = (24)

where n; denotes the number of neighbors of the jth
training samples.

The membership degree u;; was defined using the
constraint of fuzzy membership. The fuzzy member-
ship constraint ensures that higher weight is assigned
to the training samples in their own class and that
lower weight is assigned to the other classes.

(ix) The query point to the class label can be classified by
obtaining the highest fuzzy membership value:

C(y) = argmax (u,NCN »)- (25)
(x) Repeat steps (i) to (vii) for a new query point.

4, Experimental Results

As mentioned in Section 3, this study was conducted based
on 2400 palm print images from 40 users. For each user,
15 images from the first session were randomly selected
for training samples and the remaining 40 images from
the second and third session were used as testing samples.
Therefore, a total of 600 (15 % 40) and 1600 {40 x 40) images
were used in the experiment. In order to gain an unbiased
estimate of the generalization accuracy, the experiment was
then run 10 times. The advantage of this method is that all of
the test sets are independent and the reliability of the results
can be improved.

Two major experiments, image enhancement and image
classification, were conducted to evaluate the proposed
touchless palm print recognition system. In the image
enhancement experiment, three experiments were per-
formed. The first experiment determined the optimal size of

the window neighborhood for the LHEAT technique. The
second experiment validated the usefulness of the image
enhancement technique by comparing the results with and
without applying the image enhancement technique. The
third experiment compared the proposed LHEAT technique
with the LHE [23] and LAT [24] techniques. In the image
classification, the first experiment determined the optimal
value of k and size of feature dimensions for the IFkKNCN
classifier and compared the performance of the IFKNCN with
kNN (25], k nearest centroid neighborhood (KNCN) {27],
and fuzzy kNN (FkNN) {28] classifiers.

The performance for both image enhancement and image
classification experiments was evaluated based on processing
time and classification accuracy (C ), where the C 4 is defined
as follows:

Ca = Ny 100m, (26)
N7
where N is the number of query points, which is classified
correctly, and Ny is the total number of the query points.
All experiments were performed in MATLAB R2007 (b)
and tested on Intel Core i7, 21 GHz CPU, 6G RAM, and
Windows 8 operating system.

4.1. Image Enhancement. To determine the optimal size of
window neighborhood, w for the proposed method, a clean
image was obtained, and the values of w were set to0 3, 9, 15,
and 19. The performance result was based on image quality
and processing time. The results are shown in Tablel. The
window neighborhood of w = 15 provided the best image
quality. Although the image quality for w = 19 was similar to
w = 15, the processing time was longer. Therefore, to size the
window neighborhood, w = 15 was used in the subsequent
experiments.

This section also validates the utility of the image
enhancement techniques discussed in Section 3.2. In this
experiment, the palm print features were extracted using
PCA with a feature dimension size fixed at 80. Then, the
IFKNCN classifier was obtained, in which the value of k
was set to 5. Table 2 shows the performance results with
and without applying the image enhancement techniques.
An improvement gain of approximately 3.61% in the C, was
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TasLE 2: Comparison of the image enhancement techniques.

Cy (%)
Method " Salt and Motion blur
Clean : :
pepper noise noise

Withoutimage 95404114 86404207 88.80 + 148
enhancement

With LHEAT 9842+ 0.55 9040 + 089  93.60 +0.89
technique
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Ficurge 16: Performance of the LHE, LAT, and LHEAT methods for
o,

achieved when the proposed image enhancement method
was applied. Although the performance decreased because
of degradation in image quality in the corrupted image, the
image enhancement technique was able to recover more than
90% of the image compared with results without the image
enhancement technique.

The next experiment investigated how the proposed
LHEAT technique compared with previous techniques, such
as LHE and LAT. The settings used in this experiment were
the same as in the previous experiments. The result of the
three experiments is shown in Figure 16. LHEAT performed
better than LHE and LAT, yielding a C, of more than
90% for the clean and corrupted images. LHE enhanced
brightness levels by distributing the brightness equally and
recovered original images that were over- and underexposed.
When LAT was applied, the threshold changed dynamically
across the image. LAT can remove background noise and
variations in contrast and illumination. LHE and LAT in
LHEAT complement one another and yield promising results.

LHEAT gives another advantage over other methods
in terms of its simplicity in computation. Normally, LHE
and LAT require a time complexity of O(w* x 1*) with an
image of size (n X 1) with a size of window neighborhood
(w x w). However, in the proposed LHEAT technique, the
time complexity is O(n”) because the sliding neighborhood
is only used to obtain local mean (M) and local standard
deviation (Z). Hence, the time required for LHEAT is much
closer to global techniques. Figure 17 shows a comparison of
computation times during the image enhancement process.
The LHEAT technique outperformed the LHE and LAT
techniques.
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F1ourg 17: Performance of LHE, LAT, and LHEAT in processing
time.

4.2. Image Classification. Following the image enhancement
experiments, the efliciency and robustness of the proposed
[FKNCN classifier were evaluated. The first experiment in
this section determined the optimal k value for the IFKNCN
classifier. To avoid situations in which the classifier “ties”
(identical number of votes for two different classes), an odd
number for k, such as 1, 3, 5,7, 9,11, 13, 15, and 17, was used,
and thesize of feature dimension was fixed to 80. Coniparison
results are summarized in Table3. IFKNCN achieved the
highest C, results when k was 5 and 7. The best C, values
were 98.54 + 0.84% (k = 5), 94.02 + 0.54% (k = 5), and
91.20 + 1.10% (k = 7) for clean, salt and pepper noise, and
motion blur images, respectively. Because there was only a
0.12% difference between k = 7 and k = 5 for IFKNCN in
motion blur images, the value of k is set to 5 to ease the
calculation in the subsequent experiments. The results also
showed that increasing the value of k further lowers the
C,4. When k increases, the number of pearest neighbors
of the query point also increases. In this situation, some
training samples from different classes, which have similar
characteristics, were selected as the nearest neighbor, and
these training samples were defined as overlapping samples.
Misclassification often occurs near class boundaries in which
an overlap cccurs.

The second experiment determined the optimal feature
dimension size for the IFKNCN classifier. The k value was set
to 5, and the size of the feature dimension was set te 20, 60, 80,
100, and 120. The results are shown in Table 4. As expecied,
the palm priat recognition achieved optimal results when
the size of the feature dimension was set to 120. However,
the value also had the highest processing time. When the
feature dimension was set to 100, the processing time was
reduced twofold lower than the feature dimension of 120. The
difference in C 4 between the 100 and 120 feature dimensions
was relatively small (approximately 0.10%). Therefore, a
feature dimension of 100 was selected as the optimal value for
IFKNCN, and this size was used for the next experiment.

The subsequent experiment evaluated the proposed clas-
sifier. A comparison of [IFKNCN with other previous nearest
neighbor classifiers, such as kNN, kNCN, and FkNN, was
performed. The optimal parameter values, that is, k = 5 and
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TaBLE 3: Comparison of the CA results for different k values (results are in %).
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TasLe 4: Comparison of [FkNCN of different feature dimension values.
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Frourk 18: Comparison of IFKNCN with kNN, kNCN, and FkNN
classifiers based on C,.

a feature dimension of 100, were used. The overall perfor-
mance results based on C, are described in Figure18. By
utilizing the strength of the centroid neighborhood while
salving the ambiguity of the weighting distance between the
query point and its nearest neighbors, the IFKNCN classifier
outperformed the NN, kNCN, and FkNN classifiers. The C,
of the IFKNCN increased approximately 7.53%, 6.81%, and
5.3% in the clean, salt and pepper, and motion blur images,
respectively, compared with kNN, kNCN, and FkNN. .

In addition to better accuracy, the proposed IFKNCN
classifier also had better processing times in all conditions,
as shown in Figure 19. By using the triangle inequality and
fuzzy IF-THEN rules, the training samples that were not
relevant to additional processing were removed. Accuracy
did not decrease, but the processing time was 2.39 s, whereas
the processing times for kNN, kNCN, and FkNN were 7.825s,
109.17 s, and 9.59 s, respectively. )

The time required to execute each process, that is, image
preprocessing, image enhancement, feature extraction, and

I Salt and pepper
& Motion blur

Fiourg 19: Comparison of IFkKNCN with the kNN, kNCN, and
FKNN classifiers based on processing time.

300

250

200 186 188186

S

Processing time (ms)
s
u
=}

B Clean

B Salt and pepper
i Motion blur

FicurE 20: Processing speed of a touchless palm print system.

image classification, in the touchless palm print recognition
is shown in Figure20. The reported time is the average
time required to process an input image from a user.
The total time 1o identify a user was less than 130 ms.
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The speed demonstrated by the proposed system demon-
strates that it has the potential for implementation in real-
world applications.

5. Conclusions and Puture Works

‘This paper presents a touchless palm print recognition
method usingan Android smart phone. The proposed system
is accessible and practical. In addition, the device is cost-
effective and does not require expensive hardware. This paper
focused on image enhancement and image classification.
To enhance the quality of the acquired images, we propose
the LHEAT technique. Because the sliding neighborhood
operation is applied in the LHEAT technique, the compu-
tation was much faster compared with previous techniques,
such as LHE and LAT. The proposed technique was also
able to reduce noise and increase the dominant line edges
in the palm print image. Moreover, this method works
well in noisy environments. This paper also presents a
new type of classifier, called IFKNCN, that has advantages
compared with the kNN classifier. The major advantage of
the IFKNCN classifier is that it can remove the outliers
and that its computation is efficient. Extensive experiments
were performed to evaluate the performance of the system
in terms of image enhancement and image classification.
‘The proposed system exhibits promising results. Specifically,
the C, with the LHEAT technique was more than 90%,
and the processing time was threefold lower than with the
LHE and LAT methods. In addition, the C, achieved by
the IFKNCN method was improved to more than 90% for
clean and corrupted images, and the processing time was
less than 120 ms, which was substantially less compared with
the other tested classifiers. The proposed touchless palm
print system is convenient and able to manage real-time
recognition challenges, such as environmental noise and
lighting changes.

Although the purpose of this rescarch has been achieved,
there are some aspects that need to be taken into con-
sideration for future work. Firstly, in order to ensure the
developmeat of touchless palm print system is more appli-
cable in real application, experiment in various types of
noises needs to be extracted before the ROI extraction. So
the filtered process can be improved before the subsequent
process is applied. Secondly, additional algorithms in the
image enhanceient can be added to improve the LHEAT
performance, especially when the image is captured in var-
ious types of llumination, background, and focus: However,
addition of other algorithms may slow down the speed of
this technique. Thus, this problem should be considered if
the online or real-time processing algorithm is required.
For the dlassification process, the code optimization could
be conducted to increase the computational efficiency of
the IFKNCN classifier during the searching stage. Since the
complexity of each training sample in searching stage is
high, the code optimization process will be beneficial in
offering better solution to overcome this complexity prob-
lem.
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Abstract.

In this paper, a new approach for personal identification using finger vein image is presented. Finger vein is an emerging
type of biometrics that attracts attention of researchers in biometrics area. As compared to other biometric traits such as
face, fingerprint and iris, finger vein is more secured and hard to counterfeit since the features are inside the human body.
So far, most of the researchers focus on how to extract robust features from the captured vein images. Not much research
was conducted on the classification of the extracted features. In this paper, a new classifier called fuzzy-based k-nearest
centroid neighbor (FKNCN) is applied to classify the finger vein image. The proposed FKNCN employs a surounding
rule to obtain the k-nearest centroid neighbors based on the spatial distributions of the training images and their distance
to the test image. Then, the fuzzy membership function is utilized to assign the test image to the class which is frequently
represented by the k-nearest centroid neighbors. Experimental evaluation using our own database which was collected
from 492 fingers shows that the proposed FKNCN has better performance than the k-nearest neighbor, k-ncarest-centroid
neighbor and fuzzy-based-k-nearest neighbor classifiers. This shows that the proposed classifier is able to identify the
finger vein image effectively. o

Keywords: Fiager vein, Biometrics, Néarest neighbor, Fuzzy, Classifier
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INTRODUCTION

In the modemn world, there is a high demand to authenticate and identify individuals automatically.
Consequently, the technology such as personal identification number (PIN), smart card or passwords have been
introduced [1]. However, these technologies are inadequate since they can be duplicated, misplaced, stolen and easy
to be accessed by an imposter. For this reason, biometric has been introduced in the late 90s to recognize a person
based on the physiological or biological characteristics [10]. Compared to the classical user authentication system,
biometric technology provides a level of assurance that simply cannot be faked, stolen or lost. Due to the specific
physiological or behavioral characteristic possessed by the user, this technology is more secure and reliable to be
implemented in various fields such as door access controls, criminal investigations, logical access points and
surveillance applications [11].

There are various kinds of modalities that can be utilized in the biometric systems such as fingerprint, iris, face,
hand geometry, palm print, gait, voice and signature [1]. Among the available biometrics, face, iris and fingerprint
are the most widely used modalities. However, there are some disadvantages that come along with these biometric
modalities. For example, in the face biometrics, the users’ faces will be changed over time. Moreover, in order to
recognize faces accurately, the image must be acquired at a good pose. This is not always possible and can be very
difficult to do in some environments [12]. As for the fingerprint, if the finger gets damaged and/or has one or more
marks on it, identification becomes increasingly hard. Furthermore, the system requires the users' finger surface to
have a point of minutiae or pattern in order to be matched with the registered data. This will be a limitation factor
for the security of the algorithm [13]. On the other hands, the disadvantages of the iris biometric system are some
individuals are difficult to capture and the iris can be easily obscured by eyelashes, eyelids, lens and reflections from
the cornea. There is also a lack of existing data, which deters the ability to use for background or watch list checks
[14].

To overcome the limitations of aforementioned biometric systems, a new technology based on finger vein
pattern has been developed [2]. Recently, this biometric system has received a lot of researcher’s attention due to
their high user acceptance and exhibit some excellent advantages in this application. As compared to conventional
biometrics such as fingerprint, face and iris, the features of the finger vein are inside the skin surface, which makes
it difficult to be duplicated. Thus, it is more secure compared to other modalities and leads to the high recognition
accuracy. In addition, as the veins are located inside the body; it is less likely to be influenced by changes in the
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weather or physical condition of the individual. Moreover, the rushes, cracked and rough skin does not affect the
result of recognition {2].

To date, a number of methods have been studied to improve the accuracy of finger vein recognition. For
example, a finger vein extraction method using repeated line tracking [15), local binary pattern (LBP) [16, 17],
principal component analysis (PCA) [18], Gabor Wavelets and Circular Gabor Filter [19] were proposed. However,
it was found most of the current available approaches for finger vein recognition are mainly focused on the feature
extraction process.Apart from extracting the finger vein features, the classification is also a crucial factor that needs
to be considered. To the best of our knowledge, only a few researchers pay attention to the classification process.
For example, Yang et al. [20] propose to use Support Vector Machine (SVM) to classify the finger vein images.
However, the biggest difficulty in the SVM is the model for classification is generated from the training stage using
the sampling data. If the parameter values are not set properly, then the classification outcomes will be less than
optimal. Another study on the classification of the finger vein can be found in [21]. In [21], a new type of classifier
called Local Mean based K-nearest centroid neighbor (LMKNCN) is proposed to classify finger vein patterns. In the
LMKNCN, a local mean vector of k nearest centroid neighbors from each class for a training sample or query point
is well positioned to sufficiently capture the class distribution information. Nevertheless, the weighting issues in
assigning the class label before classification is not studied carefully [6]. As in the kNN, the LMKNCN has an
identical weight for making classification decisions, regardless of their distances to the query point is inappropriate
or not. .

In order to enhance the classification process of finger vein, an extensive improvement classifier of kNN [3]
called a fuzzy-based k-nearest centroid neighbor (FKINCN) classifier is proposed in this paper.This classifier is
obtained based on the centroid-distance and fuzzy rule system which have been applied in KNCN [7] and FkNN [6].
The centroid-distance is applied to ensure that the selected training samples are distributed sufficiently in the region
of the neighborhood with the nearest neighbors located around the query point. Consequently, the weighting fuzzy-
based rule is employed to solve the ambiguity of the weighting distance between the query point and its nearest
neighbors. Compared to the kNN, kKNCN and FkNN, in the FKNCN, the query point is classified not only depending
on the minimum distances of the k neighbors and how the samples are placed around it, but also taking into account
the assigning fuzzy membership to the query point. In addition, FKNCN is applicable to problems with a limited
number of training samples since the region of the centroid neighborhood is bigger than other neighborhoods
employed in the FKNN and kNN. This is an advantage of the FKNCN since a restricted number of training samples
is often encountered in the classification process.

The rest of this paper is organized as follows: The proposed classifier for the finger vein xdentlﬁcatlon system is
described in Section 2. The experimental results are explained in Section 3, and this paper is concluded in Section
4.

THE PROPOSED FUZZY BASED K-NEAREST CENTROID NEIGHBOR CLASSIFIER

This section aims to provide a description of the proposed fuzzy based k-nearest centroid neighbor
(FKNCN) classifier. The main objective of this classifier is to optimize the performance while considering the
surrounding-fuzzy based rules, which are (i) the k centroid nearest neighbors should be close to the query point as
possible and located symmetrically around the query point and (ii) the query point is classified by taking the fuzzy
membership values into account.

Given a query point y, a set of training samples, T = {x,- € R"‘};;l, with x; = {c,,¢;, ..., ¢y} Where N is the number

of training samples, x; is the training sample, M is the number of class, and c¢ is the class label of M. The procedures
of the FKNCN are as follows;

Select the training sample as the first nearest centroid neighbor by sorting the distance of the query point and
training sample using the Euclidean distance given as;

T
d(y. %) = J(y -%) (v -x) )
Let the first nearest centroid neighbour be x{“". For k = 2, find the first centroid of x'¥ and the other training
samples given as;

Nix
x§ ==2—1 @

Then, determine the second nearest centroid neighbor by finding the nearest distance of the first centroid and query
point.
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For k > 2, repeat the second step to find the other nearest centroid neighbors by determining the centroid between
the training samples and previous nearest neighbors

% = Zha 'Y 4y ' (€)
Let the set of k nearest centroid neighborsT{ ¥ (¥) = {xi" € R"‘] > assign the fuzzy membership of the query
point in every k nearest centroid neighbor. The fuzzy membership is given by,

oy ,
J=1uyy mﬁn—ﬂf

CN (y) (4)
K 1
):]zx('"y_ ‘%CNHZRM—!;)

where i= 1,2,....¢, ¢ is the number of classes, u;is the membership degree of training sample, xj selected as the
nearest neighbor, Ily x, New || is the L-norm distance between the query point x and its nearest neighbor and m is a
fuzzy strength parameter which is used to determine how heavily the distance is weighted when calculating each
neighbor's contribution to the fuzzy membership values.
For the value of the fuzzy strength parameter, m the value of m is set to 2. This is because, if m is 2, the fuzzy
membership values are proportional to the inverse of the square of the distance and thls gives the optimal result in
the classification process [8].
There are two ways to define u;; [8]. One is using the crisp membership where the training samples assign all of the
memberships to their known class and non-memberships to other classes. The other way is using the constraint
fuzzy membership, i.e. when the Kk nearest neighbors of each training sample are found (say x;.), the membership of
Xy in each class is assigned as;
0.51+0.49(n;/k) j =i

wyla) = { 049(n;/k) j#i 2

where 71; denotes the number of neighbors of jth training samples.

In this paper, the membership degree u; is defined by using the constraint fuzzy membership. The reason why the
constraint fuzzy membership is used, is to ensure higher weight is assigned to the trammg samples in its own class
while lower weight is assigned to the other classes [9].

Classify the query point to the class label by obtaining the highest fuzzy membership value,

y = argmax (4" () (6)
Repeat the steps (i) to (vi) for new query point.

In order to show that the proposed classifier outperforms better than the other classifiers, a comparison between
the FKNCN and the other three classifiers i.e. kNN, KNCN and FkNN is demonstrated using a problem with a
limited number of training samples. Figure 1 shows the two-dimensional decision area of two classes with 15
training samples of class ‘0’ and 10 training samples of class ‘0°. Figure 1(a) shows all the training samples that are
able to classify in class ‘0’, while kNN produces the erroneous decision boundary as-three of the training samples
from class <0’ are misclassified. In another case, Figure 1(b) shows the decision area produced by kKNCN. Although
there is a slight improvement in the KNCN, where only two of the training samples are misclassified in class ‘¢°,
there is a training sample misclassified in class ‘0’. Meanwhile, Figure 1(c) shows the decision area produced by
FKNN. In this figure, all the training samples are classified correctly. However, there are two disjoint areas. That is,
the FKNN will assume that these disjoint areas contain outliers. On the other hand, Figure 1(d) illustrates the
decision area of FKNCN. In this figure, all the training samples are classified successfully to their class label. It can
be seen that the boundary line is more flexible than the other three classifiers, and this causes the FKNCN to be able
to produce the best decision area and to make it more optimal in the limited training samples. As the result, the
FKNCN can be more suitable for making classification decision, and this simple example shows that the FKNCN can
handle the problem of the distribution of training samples and the limited training samples better than the other
classifiers.
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FIGURE 1. Example of decision area for (a) kNN (b) kNCN (c) FkNN (d) FKNCN
EXPERIMENTAL RESULTS

In this section, a comparative study on the performance of FkNCN on finger vein dataset has been investigated
and compared with kNN, kKNCN and FKNN. The performance of the classifier is determined based on the
classification accuracy (CA) where the CA is defined as;

=Ne .
CA - Nt X 100% . (6)

where N is the number of query point which is classified correctly, and Ny is the total number of the query point.
The classifiers were implemented in Matlab R2007 (b), and the experiments were conducted on Intel Core i7,
2.1GHz CPU, 6G RAM and Windows 8 operating system.

Finger Vein Image Database

To evaluate the performance of the proposed classifier, we use our own finger vein image database [2] that can
be downloaded from the following website : http://blog.eng.usm.my/fendi/ . The’ database was obtained from 123
volunteers who were staffs and students (83 males and 40 females). ). The age of the subjects ranged from 20 to 52
years old. Each subject provided four fingers i.e. left index, left middle, right index and right middle resulting 492
finger classes employed. The images were acquired in two sessions, separated by more than two weeks’ time. Each
finger was captured six times in every session. Thus, a total of 5904 (123x4x6x2) images were obtained from two
sessions. The images from the first session were used as training data while the images in the second session were
used as test data. The spatial and depth resolutions of the images were 640x480 pixels and 256 grey levels,
respectively. As the focus of this paper is on the classification of finger vein image, the extracted region of interest
(ROI) of the images were used in the experiments. Few examples of the extracted ROI of the finger vein images are

shown in Figure 2.
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FIGURE 2. Example of extracted ROI finger vein image collection from (a) the first session and (b) the second session

Finger vein classification

In order to show the effectiveness of the FKNCN classifier in the finger vein identification, the ROI images have
been classified without going through any image enhancement and feature extraction stages. The images are
resized using the ratio from 0.1 to 1.0, and the obtained grayscale values are normalized to the unit norm.

Table 1 shows the performance of different classifiers, i.e. KNN, FkNN, kNCN and FKNCN where the value of k
in each classifier is set to 3. It clearly shows supremacy of FKNCN over other classifiers. It was observed that the
FKNCN significantly performed better than the kNN, FKNN and KNCN in each resize ratio. The best classification
result is when the image was resized to 0.7 with 81.13%. The experimental results also show that when the size of
the image is too small, the recognition accuracy is low. This is because some of the important [eatures are lost when
the resize ratio is reduced.

| TABLE 1. Results of performance evaluation on classification

Resize kNN FKNN KNCN FKNCN
Ratio

0.1 76.32 76.82 78.42 80.79
0.2 76.86 76.86 78.52 80.79
0.3 76.90 7730 78.36 80.76
0.4 7696 7734 78.59 - 8093
0.5 77.03 77.19 78.61 81.03
0.6 76.10 76.99 78.64 81.09
0.7 76.96 77.37 78.61 81.13
0.8 76.96 7735 78.59 81.10
0.9 76.68 77.39 78.56 81.09
1.0 7649 77.41 78.53 81.09

CONCLUSION

In this paper, an empirical work of the centroid neighborhood and fuzzy-rule based system called a fuzzy-based
k-nearest centroid neighbor (FKNCN) has been proposed and successfully implemented for finger vein database. The
proposed classifier aims at exploiting the strength of the centroid neighborhood while solving the ambiguity of the
weighting distance between the query point and  its nearest neighbors. The FKNCN computes the k nearest centroid
neighborhood for each class separately. Then, the fuzzy membership is constructed to assign the query point to the
right class label. In this paper, the proposed FKNCN has been compared with the kNN, KNCN and FKNN. A series
of experiments, based on the different ratio of image size from 0.1 to 1.0 have been performed to determine the
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competence of the proposed classifier. The optimum classification accuracies were up to 77.03%, 77.41%, 78.64%
and 81.13% for kNN, kKNCN, FKNN and FKNCN, respectively. Results indicate that the FKNCN provides the best
recognition accuracy among the classifiers.
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ABSTRACT

Performances of single biometric speaker verification systems are outstanding in clean condition but drop
significantly in noisy condition. Implementation of multibiometric systems is one of the solutions to this
limitation. However, in order to ensure the performances of multibiometric systems are sustained, the
optimum weight for the fusion system must be determined correctly according to the quality of current data.
This study proposes the use of Fuzzy Inference System for weight inference. Two traits i.e., speech and lip
are used while Support Vector Machine (SVM) is employed as the classifier in this study. The speech

. features are extracted using the Mel Frequency Cepstrum Coefficient (MFCC) method and the lip features
are extracted using Region of Interest (ROI) method. The performances of single modal system (i.e., speech
and lip) and multibiometric systems with sugeno and mamdani approaches are compared at different quality

_ conditions in this study. Experimental results prove that the use of Fuzzy Inference System as weight
inference is a very promising approach. For 15 dB SNR speech signal and 0.2 lip quality density, the GAR
performances at FAR equals 0.1% for Mamdani-type, Sugeno-type, lip and speech systems are observed as
94, 95, 86 and 7%, respectively. In short, the proposed fusion scheme based on Fuzzy logic is able to
maintain the performance of fusion system especially when one of the biometric sources is in noisy
condition due to its capability to infer the correct fusion weight according to current data quality.

Keywords: Biometrics, Single Biometric System, Multibiometric System, Fuzzy Logic Fusion Scheme,

Sugeno-type, Mamdani-type

1.INTRODUCTION

Previously, the traditional verification uses passwords,
keys or smart cards which are less secure since few
problems may occur due to forgotten password, duplicated
keys or stolen smart cards. Nowadays, biometric data for
verification systems are commercially used in data
security, internet access, ATMs, network logins, credit
cards and government records. More studies on biometric
system have been done by researchers due to the increase
of requirement of automatic information processing in
many industrial fields (Chia and Ramli, 2011). Biometrics
is defined as the development of statistical and
mathematical methods applicable to data analysis
problems in the biological sciences. Biometrics is also a

technology, which uses various individual attributes of a
person to verify his or her identity. Biometric
characteristics can be divided into two main classes i.e.,
physiological and behavioral characteristics. Physiological
characteristics refers to the human body such as face,
fingerprints, palm print, iris, DNA, hand geometry and
finger vein structure while behavioral characteristics are
related to the actions of a person such as voice, keystroke
dynamics, gait, typing rhythm and signature (Jain ef al,,
2004). This study implements biometric system for
speaker verification systems. Speaker verification system
is used to verify a person’s claim from the enrollment
database by using speech signal as the input data.

Single biometric systems have to face few limitations
such as non-universality, noisy sensor data, large intra-
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user variations and susceptibility to spoof attacks. For
example, a single biometric system uses voice patterns to
identify the individuals may fail to operate because of a
noisy data signal captured by the system. Limitations
faced by single biometric system can be overcome by
applying the multibiometric system. Multibiometric
system enhanced the matching accuracy of a biometric
system in noisy condition as well as increases the
population coverage with multiple traits (i.e., lip, iris,
voice and face). Studies on multibiometrics are further
discussed in Ben-Yacoub et al. (1999) and Pan et al.
(2000). Besides that, multibiometric system may
continuously operate even though a certain trait is
unreliable due to user manipulation, sensor or software

" malfunctions. . However, this is only true when fusion

scheme is done at the decision level where hard decision
fusion for example or operator is executed. For the score
level decision fusion, the multibiometric systems are at
its best performance only when all traits operate in clean
condition. In noisy condition, the unreliable speech
signal tends to cause the system to obtain false scores for
genuine and imposter signal. This problem does not

- occur in clean condition since both speech and lip signal

gives reliable scores for genuine and imposter signal.
This study proposes the use of quality based score

. fusion approach to improve the performances of

multibiometric systems. The quality based fusion
depends on the input current condition. This method is
very useful to ensure the speaker verification system is at
its best performance especially in noisy condition. The
quality based fusion implements the quality measure
identification system to identify the quality of sample
data. Researches on quality measure identification
system have been discussed in Fierrez-Aguilar et al.
(2005) and Nandakumar et al. (2008). In order to take
full advantage of the quality based fusion approaches,
this study implements the fusion mechanism for-different
biometric information. For this purpose, Fuzzy Inference
System is developed so as to infer the optimum weight
for robust and reliable multimodal biometric based
security systems. The use of fuzzy logic as the fusion
scheme for quality based fusion approach improves the
system performances.

According to Vasuhi et al. (2010), the fuzzy logic
decision-making is approximately the same with the
human decision-making. Fuzzy design can accommodate
the ambiguities of human languages and logics. It
provides both an intuitive method for describing systems

. in human terms and automates the conversion of those

system specifications into effective models. Fuzzy logic

% Sdence Publications

has the ability to add human-like subjective reasoning
capabilities to machine intelligences as described in
Prade and Dubois (1996). General block of fuzzy logic
with Mamdani-type and Sugeno-type is shown in Fig. 1.
Fuzzification is the process where each input is assigned
to a lingustic variable. Degree of membership can be
obtained from the lingustic variable. The degrees of
membership are combined using fuzzy rules which may
be expressed in terms such as “if x is A, then y is B”.
The process of converting the fuzzy output based on the
strength of membership is called defuzzification.
Defuzzification is used in fuzzy modeling and in fuzzy
logic control to convert the fuzzy outputs from the
systems to crisp values.

There are two types of Fuzzy Inference System (FIS)
i.e., mamdani and sugeno. A Mamdani-type FIS has
fuzzy inputs and a fuzzy output. For Mamdani-type, the
input is transformed into a set of linguistic variable
during the fuzzification process. The Fuzzy Inference
System (FIS) uses the input variables and fuzzy rule
to derive a set of conclusion which will be used during
the defuzzification process. A crisp number is the
output of the defuzzification process (Jassbi et al.,
2007). Mamdani-type FIS is widely accepted for
capturing expert knowledge. It allows us to describe
the expertise in more intuitive and human-like
manner. The advantages of the Mamdani-type FIS are
it have widespread acceptance, intuitive and well-
suited to human inputs. However, Mamdani-type FIS
entails a substantial burden.

In short, both Mamdani-type and Sugeno-type are
similar in term of the fuzzification and rule evaluation
process. The main different between Mamdani-type and
Sugeno-type is the output of Sugeno-type is linear or
constant.  Besides  that,  Mamdani-type  uses
defuzzification method to extract the output while
Sugeno-type uses weighted average method to extract
the output. Sugeno-type FIS is computationally effective
and works well with optimization and adaptive
techniques, which makes it is very attractive in control
problems, particularly for dynamic nonlinear systems. So

. that it works well with linear technique and well-suited

to mathematical analysis FLT, 2010.

The first objective of this .study is to analyze the
performances of single modal system i.e., speech and lip
at different quality conditions. Consequently, the Fuzzy
Inference System is designed for weight inference.
Finally, the performances of the fusion systems with
weight inferred from FIS are compared to the
performances of the single systems.
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Fig. 1. Fuzzy logic with Mamdani-type and Sugeno-type

2. MATERIALS AND METHODS

Data Acquisition: In data acquisition, voice which is
continuous electrical signal is converted to digital signal
using a sampler and Analog-to-Digital (A/D) converter.
The digitization process consists of sampling, quantization
and coding. Sampling process is discussed extensively in
(Rabiner and Schafer, 1978). After sampling process, the
sampled signal is discrete in the time domain but still
continuous in the amplitude domain. The quantization
process divides the continuous amplitude range into finite
subrange (Furui, 2000). Finally, the coding process is done
by assigning these finite values into a sequence of codes
for binary number representation.

In this study, the audio and visual data are obtained from
Audio-Visual digit database (Sanderson and Paliwal, 2001).
The database consists of 20 repetition of number zero from
37 different subjects. Mel Frequency Cepstrum Coefficient
(MFCC) is used to obtain the features for speech modality.
This study uses 12 MFCC features to form the feature
vector. The data is collected in 32 kHz, 16-bit mono format.
For the lip verification, the Region of Interest (ROI) of lip
images are cropped and stored as JPEG files with resolution
of 512x384 pixels. The ROI method to extract the lip
features in this study as discussed in (Potamianos et al.,
2000; Iyengar et al., 2001). :

The database is divided to two sessions which are
training and testing. During the enrolment process, 2220
audio data are developed for all 37 subjects. For training
purposes, 740 data are used to train the system. Each
subject is treated as the claimant and the other subjects as
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the imposters during the verification process. Therefore,
the database has 40 testing data from the authentic
speaker and 1440 from the imposter speaker. The visual
data consists of 60 sequences of images (20 for training
and 40 for testing) where each sequence consists of 10
images. In total, 22200 data are developed for all 37
subjects. Similar to speaker verification, each subject is
treated as the claimant and the other subjects as the
imposters during the verification process. Hence, the
database has 400 testing data from the authentic lip
image and 14400 from the imposter lip image.

2.1. Feature Extraction

A preemphasis of high frequencies is required to
compress the signal dynamic range by flattening the
spectral tilt in order to raise the SNR. The first order FIR
filter is used to filtering the speech signal. The use of
window function is important to minimize the signal
discontinuities at the beginning and end of each frame by
zeroing out the signal outside the region of interest. This
study implements the Mel Frequency Cepstrum
Coeficient (MFCC) processing to extract the audio
features. There are few steps involved in MFCC process.
First, all frames of the signal are computed using discrete
Fourier transform. Next, the filter bank processing
formed the spectral features at defined frequency at its
exit. After that, log energy computation which consists
of computing the logarithm of the square magnitude of
the filter bank is performed. Finally, the mel frequency
cepstrum is computed (Becchetti and Ricotti, 1999).
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2.2. Classification

This study implements the Support Vector Machine
(SVM) as classifier. A SVM performs classification by
constructing an N-dimensional hyperplane that optimally
separates the data into two categories. SVM mode is a
supervised leaming method that generates input-output
mapping functions from a set of labeled training data.
The foundation of Support Vector Machines (SVM) has
been developed as discussed in (Vapnik, 1995) and
becomes popular and accepted nowadays due to many
attractive features and promising empirical performance.
Theory regarding SVM is further explained in (Gunn,
1998). In brief, decision boundary in support vector
machine can be explained as presented in Fig. 2.

The SVM identifies the data pomts that are found to
lie at the edge of an area in space which is a boundary from
one class to another. The space between regions containing
data points in different classes as being the margin between
those classes. SVM is used to identify a hyperplane that
separates the classes. The maximum margin between the
different classes is found. An advantage of this method is
that the modeling only deals with these support vectors,
rather than the whole training dataset.

2.3. Fusion Scheme

A fuzzy fusion mechanism for robust and reliable
multimodal biometric based security systems is
developed. The use of fuzzy logic system as the fusion
scheme improves the system performances. For this
experiment, the fuzzy logic system consists of two inputs
(speech and lip) and one output (weight). The parallel
nature of the rules is one of the most important aspects in
fuzzy logic (Hellmann, 2001). Initially, the input
verification scores (speech and lip) are scaled to some
range of score by using the min-max normalization
equation as in Equation (1):

§‘ _ s, minj, §; 0

max¥, s, —minl;s,

where denote the ith match score output and K is the
number of the match scores available in the set
(Jain et al., 2005).

The fuzzy logic system procedures are proposed as
below (Zadeh, 1965; 1984).

Step 1: Fuzzification

In this study, there are two fuzzy models for
Mamdani-type and Sugeno-type, respectively. Each
model has two inputs, speech and lip and one output
which is weight. Figure 3 shows the fuzzy inference
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system using Mamdani-type and Sugeno-type method
in Matlab Fuzzy Toolbox.

Next, the inputs are identified and the degree of each
input is determined according to appropriate fuzzy sets
via membership function. The membership functions are
Gaussian shapes because it can covers several values in
one membership. The inputs are always a crisp
numerical value. For input 1 (speech), the interval is
varied between [0, 40] SNR and for input 2 (lip), the
interval is varied between [0, 1] quality density. The
output (weight) is varied between [0, 1].

Then, the speech fuzzy set is modeled for three mfs:
speech (Qlow), speech (Qmed) and speech (Qhigh) and
three mfs are also modelled for the lip fuzzy set: lip (Qlow),
lip (Qmed) and lip (Qhigh) as shown in Fig. 4. For the
output fuzzy set, three mfs: weight (Qlow), weight (Qmed)
and weight (Qhigh) are used. Output for Mamdani-type and
Sugeno-type are as illustrated in Fig. 5.

Step 2: Rule Evaluation

For this study, there are nine rules for the system.
From the experiment, lip performs better than speech.
Therefore, this study relies more on lip since uncertainty
inputs condition are involved during the process. For
example, when both speech (Qhigh) and lip (Qlow) are
determined, the weight output is mapped to weight
(Wmed). Rule editor is used to define the rules for each
model. The rule editor for each model is shown in Fig. 6:

IF speech (Qlow) IF speech (Qmed) IF speech (Qhigh)
AND lip (Qhigh) AND lip (Qhigh) AND lip (Qhigh)
THEN (Wlow) THEN (Wlow) THEN (Wmed)

IF speech (Qlow) IF speech (Qmed) IF speech (thgh)
AND lip (Qmed) AND lip (Qmed) AND lip (Qmed)

" THEN (Wlow) THEN (Wlow) THEN (Whigh)

IF speech (Qlow) IF speech (Qmed) IF speech (Qhigh)
AND lip (Qlow) AND lip (Qlow) AND lip (Qlow)
THEN (Wmed) THEN (Wmed) THEN (Whigh)

‘Support vectors.

Fig. 2. Decision boundary in support vector machine
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Fig. 3. Fuzzy Inference in Fuzzy Matlab Toolbox for Mamdani-type (top) and Sugeno-type (bottom)
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Fig. 5. Output for Mamdani-type (top) and Sugeno (bottom)
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Fig. 6. Rule editor in fuzzy inference

Step 3: Aggregation membership functions and the output is one fuzzy set
for each output variable. The Mamdani-type method
Aggregation is the process of unification of the and Sugeno-type method for aggregating the fuzzy

outputs of all rules. The membership functions for all rules and computing the output are shown in Fig. 7
rules are scaled and combined into a single fuzzy set. and 8, respectively. All the rules must be combined
The aggregation’s inputs are the list of scaled and tested in order to make a decision.
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e N A& A AW N -

TR NS AN R

Fig. 8. Aggregation and defuzzification methods for Sugeno-type

Step 4: Defuzzification

The output of aggregation will be used as input for
the defuzzification process and the output is a single
number (weight). For defuzzification process, the
Mamdani-type applied the centroid calculation method in
order to obtain the centre of area under the curve while
the Sugeno-type used the weighted average of few data
points’ method. The output (w) obtained from fuzzy
logic system is implemented as in Equation (2) in order
to calculate the fusion scores:

Y=wX o +(1-w)X, )

where, Y is the score and W is the weight applied to ..

speaker’s modality input data which ére and respectively.

% Sdence Publications

3. RESULTS

System performances for fuzzy logic fusion using
Mamdani-type and Sugeno-type based on equal error
rate (EER) at different levels of SNR are shown in Table
1 and 2, respectively. System performances based on
receiver operation characteristic (ROC) showing the
tradeoff between GAR and FAR percentages are then
presented in Fig. 9-11.

Some results obtained by the single biometric and
multibiometric system using Mamdani-type and Sugeno-
type fusion method are also compared in terms of GAR
and FAR at certain condition of speech and lip quality as
illustrated in Fig. 9-11.

Figure 9 shows the performances of fusion systems

. compared to single systems at 5dB SNR with 0.2, 0.5 and

0.8 quality densities.
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Fig. 9. The performances of fusion systems compared to single systems at SdB SNR with 0.2, 0.5 and 0.8 quality densities
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Fig. 11. The performances of fusion systems compared to single systems at 35 dB SNR with 0.2, 0.5 and 0.8 quality densities

Table 1. EER performances for fuzzy logic fusion using Mamdani-type

Audio
Visual  clean 40dB 35dB 30dB 25dB 20dB 15dB 10dB 5dB -5dB
Clean 0.0428 0.0493 0.0529 0.0566 0.1036 0.2993 0.4774 0.8443 1.5429 2.1105
0.1 0.0492 0.0648 0.0601 0.0591 0.2018 0.3069 0.5818 1.1421 1.9454 2.3003
0.2 0.0511 0.0882 0.1104 0.0779 0.3504 0.7104 1.1997 2.4062 3.6421 5.7645
0.3 0.1384 0.3388 0.3010 0.3463 1.0126 1.8816 2.5723 4.0465 5.9056 10.0475
0.4 0.2056 0.6278 0.6072 0.9552 1.4251 3.8081 5.7508 7.6079 9.0465 15.0956
0.5 0.2964 0.7066 0.7423 1.4011 3.9054 5.9223 9.7147 11.9257 13.5839 20.7664
0.6 03119 0.7873 0.8399 3.0261 5.1242 9.1122 15.2843 17.6605 20.5227 25.1253
0.7 0.3805 0.7883 1.1562 4.6678 6.8975 104255 18.1961 23.7960 28.0265 29.9903
0.8 0.4377 0.7883 1.2106 5.0221 9.5918 16.8290 23.1231 28.9611 35.1328 39.5665
0.9 0.5622 0.7742 1.4884 5.6034 13.4722 19.4998 25.0901 32.2325 39.0888 43.2836
Table 2. EER performances for fuzzy logic fusion using Sugeno-type
Audio
Visual clean 40dB 35dB 30dB 25dB 20dB 15dB 10dB 5dB -5dB
Clean  0.0339 0.0489 0.0593 0.0627 0.2855 0.7642 0.9362 1.0072 1.1032 22117
0.1 0.0477 0.0666 0.0703 0.0976 0.8643 1.0811 1.0745 1.1924 2.0057 2.7555
0.2 0.0593 0.1342 0.1389 0.1952 1.2284 1.5907 1.6216 2.9034 3.7993 5.9015
03 0.3928 0.6607 0.6747 0.3987 2.8913 3.7172 3.8082 41225 5.1523 11.6776
0.4 0.5692 1.0801 0.9619 0.9196 6.5869 8.2226 8.3333 8.3343 8.3352 15.9945
0.5 0.6943 1.1421 1.1684 1.4310 9.4002 9.5126 10.6730 13.6806 13.6890 21.1034
0.6 0.6943 1.1355 1.1983 2.3020 10.2787 18.9921 21.5531 21.6282 21.8300 25.6724
0.7 0.8033 1.1233 1.2509 4.9278 12.6997 21.2828 23.6693 259741 27.6971 31.6770
0.8 0.8223 1.1515 1.2678 5.5572 13.1742 23.3183 24.8433 29.5069 36.4613 39.9001
0.9 0.8749 1.1780 1.2744 5.8708 149231 23.3183 26.1684 323931 39.1047 44,0005
JCS
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When system at 5dB SNR and 0.2 quality density, GAR
performances for Mamdani-type, Sugeno-type, lip and
speech are evaluated as 88, 88, 83 and 2%, respectively, at
0.1% FAR. Meanwhile, at 5dB SNR and 0.5 quality
density, GAR performances are observed as 82, 82, 81 and
20% for Mamdani-type, Sugeno-type, lip and speech,
respectively at 10% FAR. Consequently, at 5dB SNR and
0.8 quality density, GAR performances for Mamdani-type,
Sugeno-type, lip and speech equals to 30, 30, 28 and 20%,
respectively at 10% FAR.

Subsequently, the performances of fusion systems
compared to single systems at 15dB SNR with 0.2, 0.5
and 0.8 quality densities are illustrated in Fig. 10. When
system at 15dB SNR and 0.2 quality density, GAR
performances are observed as 94, 95, 86 and 7% for
Mamdani-type, Sugeno-type, lip and speech respectively,
at 0.1% FAR. Meanwhile, at 5dB SNR and 0.5 quality
density, GAR performances are observed as 90, 82, 82
and 50% for Mamdani-type, Sugeno-type, lip and
speech, respectively at 10% FAR. At the same FAR, ie.,
10%, when system at 5dB SNR and 0.8 quality density,
GAR performances for Mamdani-type, Sugeno-type, lip
and speech equals to 57, 56, 28 and 50%, respectively.

Finally, the performances of fusion systems compared
to single systems at 35 dB SNR with 0.2, 0.5 and 0.8
quality densities are illustrated in Fig. 11 below. The GAR
performances for Mamdani-type, Sugeno-type, speech and
lip are observed as 99%, 99%, 95% and 83%, respectively
at 0.1% FAR when system at 35dB SNR and 0.2 quality
density. While system at 35dB SNR and 0.5 quality
density, the GAR performances for Mamdani-type,
Sugeno-type, speech and lip are defined as 97, 96, 95 and
10%, respectively at 0.1% FAR. GAR performances of
96, 96, 96 and 2% are then observed for Mamdani-type,
Sugeno-type, speech and lip, respectively at 0.1% FAR
when system at 35dB SNR and 0.8 quality density.

4. DISCUSSION

From the experimental results illustrated in Fig. 9-11,
it is observed that fusion systems based on Mamdani-type
FIS and Sugeno-type FIS are able to increase the
performances of single systems i.e., speech and lip when
one of the traits is in clean condition or under minor quality
degradation. Fusion systems based on Sugeno-type FIS and
Mamdani-type FIS are observed as the most outstanding
systems compared to the other fusion schemes.

Consequently, when both of the traits are severely
corrupted by noise, the performances of single system

% Sdence Publications
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tend to decrease. However, by implementing Sugeno-
type FIS and Mamdani-type FIS fusion schemes, the
systems are able to maintain its performances.

5. CONCLUSION

This study concludes a multibiometric verification
system that combines both speaker and lip verification
using fuzzy logic with Mamdani-type and Sugeno-type.
Experimental results show that Mamdani-type and
Sugeno-type are quite similar in accuracy performance
and much better compared to the performances of single
biometric systems. As a conclusion, the limitation faced
by score level fusion in multibiometric system can be
overcome using the fuzzy logic system due to its
capability to infer the optimum weight according to the
quality of verification data.
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Abstract— Palm print is an emerging type of biometric that
attracts researchers in biometrics area. As compared to the other
biometric traits such as face, fingerprint and iris, the image
quality of a fingerprint is robust with more information can be
employed even though itis in low resolution. A new approach in
feature extraction called evolution of kernel principal component
analysis (Evo-KPCA) was proposed to speed up the processing
time in the extraction stage. It used a reduced set density estimate
(RSDE) to define a weighted gram matrix. As a result, the Evo-
KPCA only extracted the most relevant and important
information from a dataset. A total of 2400 palm print images
was collected from three types of android mobiles. An
experimental evaluation showed that the Evo-KPCA performed
well in term of processing and accuracy compared to the region
of interest (ROI), principle component analysis (PCA) and kernel
principal component (KPCA) with the Genuine Acceptance Rates
(GAR) of more than 98% and shorter processing time of less
than 0.5s.

Index Terms— Evo-KPCA, RSDE, weighted gram matrix,
palm print

INTRODUCTION

Today’s complex demands for reliable authentication and
identification methods are increasing rapidly. Initially, the
traditional technologies such as personal identification number
(PIN), smart cards and passwords were introduced [1].
However, they had a number of inherent disadvantages such
as duplication, misplacing and hacking. Therefore, biometrics
were introduced in the late 90s to recognize a person based on
the physiological or biological characteristics (2]. The
biometric technology is inherently more reliable. It is capable
to provide a level of assurance for the preventions of
duplication, stealing and hacking. Due to the specific
physiological or behavioral characteristics that are possessed
by the users, this technology is able to be implemented in
various fields such as door access controls, criminal
investigations, logical access points and surveillance
applications [3].
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Currently, there are various kinds of modalities of the
biometric systems that are either widely used or developed
such as the fingerprint, iris, face, hand geometry, palm print,
gait, voice and signature [1]. The most widely used biometric
modalities are the face, iris and voice. However, there are
some drawbacks that come along with these biometric
modalities. In the face biometrics, the users” faces change over
the time. In order to recognize faces accurately, the image
must be captured at an appropriate fixed position. This is not
always possible and can be very difficult to be done in some
environments [4]. On the other hand, the disadvantage of the
iris biometric system is that some of the individuals’ irises are
difficult to be captured as they can be easily obscured by the
eyelashes, eyelids, lens and reflections from the cornea. It is
also lacked of existing data, thus deterring it to be used for
background or watch checklist {5]). The main drawback of the
voice biometric is that it cannot work effectively in the
presence of noise [2].

Other than the aforementioned biometric system, the hand-
based biometric systems such as the fingerprint and palm print
recognitions have also received a lot of attention from
researchers due to their high user acceptance and excellent
advantages in their application [6]. Thus, the fingerprint is the
most mature biometric technology while the palm print .
recognition has been widely investigated since the last decade
in the pattern recognition field. The palm print recognition is
similar to fingerprints, such that it is based on the aggregate of
information presented in a friction ridge impression. The
image quality of a fingerprint is robust because of its multiple
lines, wrinkles and ridges but the palm print covers even more
information and the ridge structures remain unchanged
throughout the life, except for a change in size [7]. A palm
print is distinctive and thick, therefore enabling an easy
capture by using the low-resolution devices. As the results, the
cost of detection system and the number of users needed to
extract the features can be decreased(8].
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To date, a number of palm print extraction methods have
been studied to improve the accuracy of palm print
recognition, for example the PCA [9], eigenpalm [10], Gabor
filters [11], Fourier Transform [12] and wavelets [13]. The
PCA has been widely used compared to the other methods
because its features are more robust than the other palm print
recognition systems. It is basically suitable to be applied for
dimensionality reduction in a computer vision followed by the
introduction of KPCA to map some points to the higher
dimension space [14, 15]. This is done by obtaining the kernel
manifold leaming algorithm, where the eigen decomposition
of nxn kernel matrix or gram matrix & is formed. The KPCA
approach provides more advantages than the PCA as the
nonlinear features give out a more compact information.
However, in some applications, the compulatxon of eigen
decomposition can slow down the process in KPCA.
Therefore, an Evo-KPCA was proposed to devise a
considerable faster eigen decomposition of kernel k.

A common starting point for the data reduction process in
terms of probability f{x) due to the density can be described by
the distribution of the data. The kernel density estimate (KDE)
is known as one of the nonparametric ways to evaluate the
probability density function of a random variable in which the
RSDE was the major influence in the propunded Evo-KPCA.
Instead of using nxn gram matrix, the RSDE defined a
weighted mxm gram matrix where m<<n. This new gram
matrix significantly reduced the computational cost by
avoiding the computation of the full kernel matrix. As a result,
the processing time can be decreased and a better performance
of classification or recognition can be achieved.

The proposed Evo-KPCA for the palm print verification
system is described in Section II. The experunental results are
explained in Section Il and the conclusion is being made in
Section IV.

THE PROPOSED EVOLUTION OF KERNEL PRINCIPAL
COMPONENT ANALYSIS (Evo-KPCA)

The Evo-KPCA was performed by employing the
knowledge of kernel smoothing and learning with integral
operator as shown below. Intuitively, the integral equation of
KPCA is defined as:

KD = [ k(xyF0IPG)dy )
The Equation (1) implies a kemnel smoothing of the density.for
example an operator k is applied to f{x) where (Kf)(x) is an
output, f(y) is an input, kx, () is the chosen kemnel function,
x is an output variable and y is an input variable.

Assuming that a set of points (samples) of N, X:x, i,..n is
drawn from the density fix), the empirical estimate of
probability density fx) using X is given as:

fe) =2 X7 8(xix) @
Then, the smoothed approximation of Equation (1) is obtained
as:

fo) = ®NE@ =2 X7 k(x, %)

where 7 is a bandwith or smoothing parameter.

€]

Equation (3) is known as KDE and it can converge to fix) .
under certain conditions. The utilization of RSDE, p(x) was
implemented and resulted in Equation (4) to avoid the usage
of an expensive computation to compute the smoothcd
approxunauon p(x). The equation (4) is

px) = -r; Zi:l w;k (ci, %) @

where W = fw,w,,...,wo}, C = {cpey....cf and m << n.
When it was compared to equation (2), the empirical density
in generating $(x) under the kernel smoother K was given by:

p() == X1, wid(ciux) )
It then led to the eigendecomposition problem with the
reduced gram matrix of :
E‘Q\; = A;Q‘l, i?,, = \/W—‘-k(c,-,cj)‘/ﬁ'? for Ci,Cj €EC (6)
The proposed Evo-KPCA replaced the gram matrix k
empirically as shown below:

Ka; = 4,Q;, , Kij = k(x. %)) Q)
The gram matrix K in the empirical eigen problem was
surrogated by a density weighted as:

K =wkwT ®
where K%, := k(c, ¢) and W = diag(yWy, , ..., /Wy, was the
weight matrix and X© was an m x m matrix. '

. The nodes C were chosen by a sampling that was obtained
from the distribution of f{x). The weight of a node was given
by a fraction of points that contributed to the node where

#1w;=1 Once C was selected and the weight was

computed using a RSDE, the original data was discarded. The
following algorithm summarizes the proposed Evo-KPCA
framework.

Summary for the proposed Evo-KPCA:

Input: Set of samples X = {x1,x3, .., X}
1. Areduced set density estimator was applied to X fora
computation where

W= fwpw,,....w,},C = {cc;,...c,}, and n << m.
2. The empirical measure generating P under the kernel
smoother K was given by:

p(x) = —z w;6 (¢ x)

3. The Gram matrix K in the empmcal eigen problem was
replaced by a density weighted surrogate of : .
R =wkwT
where K%, := k(c, c), W = diag(yyWy, -..,/Wn was the
weight matrix and K€ was an m x m matrix.
4. The eigenvector decomposition was performed as:
Ka; = 2,
5. The eigenvectors was reweighted as:
Qi =w'q
Output; The eigen functions was computed as:

B,(x) = X1, Gik(cux)
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EXPERIMENTAL RESULTS

In this section, a comparative study on the
performance of Evo-KPCA on the palm print database had
been investigated and compared with the ROI, PCA and
KPCA. The support vector machine (SVM) classifier was
employed to calculate the score of the pattern matching
between training and testing data.

Generally, the evaluation of the performance of a
palm print verification system is based on the calculation
values of False Acceptance Rates (FARs), GARs, False
Rejection Rates (FRRs) and Equal Error Rates (EERs).
FAR refers to the propertions of unauthorized individuals
that are granted with an access by the system and it is
defined as:

number of imposter>threshold
FAR = ( number of imposter ) x 100% (9)
FRR is the percentage of wrongly rejected individuals over
the number of genuine accesses:
FRR = (number of genuine< tfl?‘eshold) X 100% (10)
number of genuine
GAR is the percentage of the number of correctly accepted

individuals over the number of genuine accesses.
number of genuine>=zthreshold
GAR =1-FRR = ( Lo

(1)
EER measures the effectiveness of the system. It can be
found when FAR=FRR.
The results discovered by the research are shown in the
Receiver Operating Characteristic (ROC) curves.

The experiments were implemented in Matlab R2007
(b) and conducted using Intel Core i7, 2.1GHz CPU, 6G
RAM and Windows 8 operating system.

) x 100%

number of genuine

Palm print Database

The database was obtained from an Intelligent Biometric
Group (IBG) for rescarch and educational purposes. It
contained 2400 color images captured from 40 young Asian
volunteered users, who were students. The age range of the
users was from 19 to 23 years old and each of them had
provided a verbal consent before a photography session. An
input image was captured using an Android application which
can be run on most of the Android devices. The devices used
were HTC One X, Samsung Galaxy S3 and Samsung Galaxy

ablet 2 and they were positioned at a fixed background. The
taken image was later converted to grey image with a depth
scale resolution of 256. Fig. 1 shows the flow chart of the
development of the Android application.

In this application, the users were simply asked to place
their palm print facing the acquisition device. There was no
peg or other tool was used in the system thus enabling the users
to place their hands at different heights facing the mobile
phone camera. The palm image appeared as a large and clear
image when it was placed near to the camera as there were
many line features and ridges can be captured within a shorter
distance. Fig. 2 shows an example of graphic user interface
(GUI) for data collection using the application in three
different types of Andreid mobile. The files were saved in
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JPEG format. Some of hand image samples in the database are

shown in Fig. 3.

Intioduction page

Dispiay Caraers
evEWw

v
. Register
0_- Cﬂr”‘,n pilmprint }‘hx\?rUmz
1raage?
|
be o e = )
&
Display
captured image

Send datato e rver and show
verification result

!
.. 0
YES
Iig. 1. The flow of Enrolment and Verification in an Android
Application Development

HTC One X Samsung 83 Samsung Tab 2

Fig. 2. The GUI for Data Collection Using Android
Application

The captured image was then proceeded by using the
Matlab application in the pre-processing stage. There were
three major steps employed which were hand image detection,
peak and valley detections and ROI extraction. In the hand
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image detection, the tracking of hand boundary from a
background was obtained followed by the peak and valley
detections to trace the finger tips and valley respectively.
Finally, the ROI was calculated and extracted based on the
peak and valley data.

There were 60 palm print images from each users were
captured, in which 20 images were used as a training set and
the rest were used as the testing one. Thus, a total of 800
images and 1600 images were obtained for training and testing
set respectively. As the focus of this paper was on the feature
extraction of the palm print image, the extracted ROIs of the
images were used in the experiments and they are shown in
Fig. 4.

HTC
One X

Samsung
Galaxy
83

Samsung
Galaxy
Tablet 2

Fig. 3. The samples of hand images captured by using
Android Application stored in Database
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Fig. 4. The examples of extracted ROI palm print image
collection

Performance Evaluation

The palm print features were extracted by using a constant
feature dimension of size 64x64. Based on the aforementioned
Evo-KPCA algorithm, the calculation depended on the value of
nodes C in computing the weights. Hence, it was compulsory
to determine the value of C in Evo-KPCA where C was set at
30 in this experiment.

The performances of the palm print verification system by
employing four approaches are illustrated in Fig. 5. The GARs
at FAR of 1% of the ROI, PCA, KPCA and Evo-KPCA were
obscrved at 98.6%, 97.5%, 99.4 and 99.1% respectively. Their
percentages at FAR=10% increased to approximately 99.8%
for ROI, KPCA and Evo-KPCA, and 98.1% for PCA.

Fig. 5. The comparison of ROC curves of different feature
extractions for HT'C One X device
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Fig. 6 shows the comparison of ROC curves for four
feature extraction approaches experimented using Samsung
Galaxy S3 device. The result shows that when FAR=0.1%, the
KPCA performed the best with GAR value of 98.5%, while
the Evo-KPCA attained the worst result which was lower than
97%. However, at FAR=1%, the GAR value for Evo-KPCA
increased to be more than 99%, meaning that its performance

KPCA consumed the shortest processing time with no much
difference than the KPCA in EER percentage. In addition,
Samsung Galaxy S3 proved that the Evo-KPCA had attained
the best EER percentage and the lowest time consumed in the
matching process.

was the most outstanding one compared to the other features. HTC One X EER (%) | Time (Sec)
ROI 1.0369 26.0318
o mmfggﬂ PCA 2.1931 50.8717
KPCA 0.7973 46.3044
Evo-KPCA 0.9159 0.2760
Samsung Galaxy 83 EER (%) | Time (Sec)
ROI 1.0673 25.8105
PCA 1.1987 61.5136
KPCA 0.9824 52.2588
Evo-KPCA 0.6859 0.4841
Samsung Galaxy Tab2 | EER (%) | Time (Sec)
ROIL 0.6306 26.2614
PCA 1.0649 47.2986
KPCA 0.6290 53.1162
Evo-KPCA 0.8865 0.4434

EER PERCENTAGES OF BIOMETRIC SYSTEMS WITH DIFFERENT FEATURE
. . - EXTRAC S BY F
Fig. 6. The comparison of ROC curves of different feature TIONS BY USING THREE DIFFERENT DEVICES

extractions for Samsung Galaxy S3 device

CONCLUSION

An empirical work of the Evo-KPCA was proposed and
successfully implemented in the palm print database. The
propounded approach aimed to exploit the strength of Evo-
KPCA while minimizing the computation in the gram matrix
such that the processing time can be reduced. Therefore, an
altemative formulation of the RSDE was proposed to devise a
considerable faster eigen decomposition of kemel k by
allowing the extraction of the most relevant and important
information from a large dataset. In order to acquired an
effective Evo-KPCA, it was compared with the ROI, PCA and
KPCA. A series of experiments based on different android
mobile phones were set to determine the competency of the
proposed feature. It can be concluded that the Evo-KPCA
provided the GAR value for more than 98% and it took the
shortest processing time which was less than 0.5s.

The performance results of ROI, PCA, KPCA and Evo-
KPCA using Samsung Galaxy Tablet 2 device are illustrated in
the ROC curves in Fig. 7. The GAR values at FAR=1% of ROI
and KPCA features were 99.5%. The values were 99% for the
PCA and Evo-KPCA. The GAR percentages at FAR=10%
increased to 99.5% for ROI, PCA, KPCA and Evo-KPCA. It
was observed that when FAR was lower than 0.01%, Evo-
KPCA was gradually performed better than the other
approaches.
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Abstract— In this paper an Intelligent Frog Species
Identification System (IFSIS) which works as a
sensor is developed. It is designed to assist the non-
experts to recognize frog species according to frog
biocacoustics signals for environmental monitoring.
IFSIS consists of Android devices and a server.
Android device is used to record frog call signal and
to display the details of the detected frog species
once the identification is processed by the server.
Meanwhile, feature extraction and identification
process of the frog call signal are done on Intel atom
board which works as scrver. The Mel Frequency
Cepstrum Coefficient (MFCC) is used as feature
extraction technique while the classifier employed is
Support Vector Machine (SVM). Experimental
results show that the performances of 95.33% has
been achieved which proves that IFSIS can be a
viable automated tool for recognizing frog species.

Keywords— Android device, Mel Frequency Cepstrum
Coefficient, Support Vector Machine, Frog call.
FROGS are the most common group of amphibians. Many
ecologists suggest that amphibians, such as frogs, are
good biological indicators because of the health of frogs is
signifying the health of the whole ecosystem {1,2,3]. This is

due to three reasons. Firstly, frogs require suitable habitat for
both the terrestrial and aquatic environment. Secondly, frogs
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are in the intermediate positions of the food chains. The third
reason is the skin of frogs is permeable which can easily
absorb toxic and pollutants [3].

These phenomena which can be observed in our
surroundings can become signs to the environmental
disturbaices. As reported in [4,5]. Frogs have survived for the
past 250 million years in countless ice ages, asteroid crashes
and other environmental disturbances but yet, one-third of
these amphibian species are on the verge of extinction
nowadays. So, this should be served as an alarm call to
humans that if drastically wrong in our environment. Hence,
smart environment monitoring is needed so as to preserve the
world from frog species elimination.

Apart from for environmental monitoring, another
important factor which encourages this research is owing to
the discovery of the secreted peptide on frog’s skin. Since,
numerous bacteria are now able to develop resistance against
formerly drug or antibiotic which can cause a serious threat to
public health, the scientists have rekindled their interest in
other alternatives for new antimicrobial agents. This new
peptides have evolved a chemical resources for body
protection and oxidant scavenging activities[6).

A group of Russian researchers have discovered that over
76 different antimicrobial peptides on the skin of the
European Common Brown Frog (Rana Temporaria) and these
peptides have potencial in preventing both pathogenic and
antibiotic resistance [7]. The Alkaloid Epibatidine was also
found on the skin of an Ecuadorian poison frog and it is
proved to work as a powerful painkiller [8,9,10]. Finally, as
frog eggs and oocytes are also involved in the cloning and
embryology research so this activity will also be benefited by
this proposed sensor.

Since frogs bring many advantages to ecosystem and some
certain species are important for medical researches, an
automatic recognition of frog species is needed. Currently,
detecting and localizing certain frog species is commonly
done manually by experts who is capable in recognizing the
morphological characteristic of the frog. In this process, frogs
or portion of the frogs need to be localized and then captured.
This requires only experts with sufficient experiences and
intuitio_x} to conduct the procedure. Nevertheless, the numbers
of the qualified expert in this field is very limited.
Furthermore, this procedure also involves intensive field
sampling which is troublesome to be done manually using
human visual sense [11, 12].
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Due to almost all animals generate sounds either for
communication or as a by-product of their living activities, so
in this study, an automatic detection of frog species based on
frog call is investigated. Besides, we ofien hear animal sound
or vocalization rather than see the animal in the forest. As
animals generate sounds to communicate with members of
the same species, thus their vocalizations have evolved to be
species-specific. Hence, recognizing animal species based on
their vocalization is more effective.

Current developed frog species identification system is
based on the architecture of audio biometric identification
system [13,14]. Typically, this system architecture is divided
into five modules which are frog call signal acquisition,
signal pre-processing, [feature extraction and pattern
matching using classifier as illustrated in Fig. 1. This current
developed frog species identification system is only
implemented in computer or laptop. Due to frog species
identification are always taken place in outdoor such as forest,
river-side, rural area, and wetlands [15] then, the system
which built with laptop are not really feasible and user-
friendly. As a result, it is imperative to improve the current
frog identification system to become portable and more
practical. Thus, more samples can be collected and the field
work can be done efficiently, conveniently, and more cost-
effective. In this study, an automated system based on Intel
Atom board and hand-held device android smartphone is
proposed. This system is a client-server based system, where
the Android smartphone acts as client and Intel Atom board
acts as server. Another similar approach involved system
monitoring and detection has also been researched; but for
outdoor plant detection which can be found in [16]. Then, the
use of smartphone platform for human behavior cognition
and sensing context was reported in {17].
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Fig. 1. Frog species identification system.

The first objective of this study is to develop data
acquisition module on an Android device. Subsequently, the
second objective is to develop feature extraction and
classification algorithm based on Mel-Frequency Cepstrum
Coefficient (MFCC) technique and Support Vector Machine
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(SVM) on the Intel atom board. Finally, the last objective is
to set up client-server communication between Android
device and Intel Atom hence to integrate the whole system as
real time frog call identification which can work as frog
species identification sensor.

[I. METHODOLOGY

Overview of the proposed implementation of the Intelligent
Frog Species Identification System (IFSIS) is shown as in Fig.
2. The overall system is described as follows:

e Input stage - Audio file of frog call is obtained either
recorded by using microphone of the Android device or
loaded offline from its memory cell. This audio file is
then sent to the server which is an atom processor via
Hypertext Transfer Protocol (HTTP).

o Processing stage - A Hypertext Preprocessor (PHP) script
on the server invokes the server-side application to
initiate the identification process. The recorded frog call
audio are processed so as to extract the features.
Subsequently, the extracted features are fed to the
intelligent classifier for the identification of the types of
species.

e Qutput stage - The identification result, which is the frog
species that has been identified based on the input sound
wave will be generated by the server. This result is then
sent to the Android device for displaying purpose.

2Sendthe recorded AR
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{ RecadFogCl j—— [ apein
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1. Chentrecords an Fog cal TS
sl : { ofFu;g\\
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i DisplayRestft r——————ri - + Sgpd Preprocessing
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6. Reod dapy e i idertification es@loChenl.  » Clzssfication
device
Fig.2. Overview of IFSIS

A. Data acquisitions

Two sources of frog call samples for data acquisition are
database collected by IBG Research Group, PPKEE, USM
and recorded samples using Android-powered device
(Samsung Galaxy 33).

The frog call samples obtained from IBG Research Group
were recorded at Sungai Sedim, in Kulim, Kedah, Malaysia
from 8.00 pm to 12.00 pm using Sony Stereo IC Recorder
ICD-AX412F supported with Sony electret condenser
microphone. The sounds samples were recorded in wav files
at a sampling frequency of 44.1 kHz and are then converted
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to 16-bit mono. The recording dataset include samples of 15 call durations, average calls and standard deviations of frog
species where the scientific name, common name and images ~ calls. It was observe, depends on the species, the number of
are tabulated as in Table 1 [18,19]. The recordings were later ~ calls varies from as low as 61 and high as 148 where the
analyzed by Praat software with the following parameters i.e  average of their calls are 0.25 to 1.2s as shows in Fig. 3.

Table 1. List of frog call samples used in the project

Image, scientific name and common name

Hylarana glandulosa Polypedates leucomystax Microhyla heymonsi
Common tree fro Taiwan rice fro;

Phrynoidis aspera Kaloula baleata
River toad Flower pot toad

Kaloula pulchra Philautus mjobergi
Asian painted bullfi Bubble-nest fro

Odorrana hosii Duttaphrynus melanostictus
Poisonous rock fro Black-spectacled toad

A e AT
ke

Philautus pefersi Microhiyla butleri Rhacophorus appendiculatus
Kerangas bush fro Painted chorus fro Frilled tree frog

At ﬁ' .
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Fig. 3. Average and standard deviations for call duration of frog calls

Fig. 4 shows an example of calls waveform and
spectrogram from Microhyla heymonsi  and Microhyla
butleri. From the figure, the waveforms from each call looked
similar. However, each species has different calls based on
on how the individual frog permanently changes its calls. The
changing of calls is occur in a wide range of frequencies and
some are long, lasting several scconds, while others last only
in fraction of a second.

()
Fig. 4. Waveform and spectrogram for (a) Microhyla heymonsi (b)
Microhyla butleri.

The frog call samples obtained from IBG Research Group
is then played using speaker. The sound from the speaker is
recorded using Samsung Galaxy S3. These recorded sounds
are used for testing purpose for system evaluation.

B. Development of Client System in Android Device

The softwares required to develop the Android application are
Eclipse IDE, Android SDK and Unified Modeling Language
(UML). Eclipse IDE and Android SDK are the Android
Developer Tool (ADT) which is used to develop the IFSIS
Android Application for the Android client device. Unified
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Modeling- Language (UML) is used to design the Android
application for the system. A very user-friendly graphical user
interface (GUI) is then designed for the application. The use
case diagram which is used to determine the requirement of
the specifications of the Android application is illustrated in
Fig. 5.

r/__-‘\\
rd \‘7_"7" G
S Recording new sound
/L: (from Use Case View)
USER TSy
&

=

(from Use Case View)

Coin )
Send sound file
(from Use Casz View)
Fig. 5. Use case diagram of Android application.

IFSIS Android application is a graphical user interface
application which can be run on most of the Android device.
This application is used to record frog calls signal, save the
signal into audio file in WAV format, upload the audio to the
server, and download result from the server. The overall
flowchart of this application is shown in Fig. 6.This
application consists of two major parts i.c. the recording and
uploading of the audio file. The Android multimedia
framework includes support for capturing and encoding a
variety of common audio formats. In order to perform the
audio capturing or recording, some variables need to be
declared and  initialized.  Subsequently,  Android
MediaRecorder instance is created in the next step. Next, the
system needs to sct the audio source, output file format,
output file name, and audio encoder according to our
requirements. After that, users start recording and stop
recording by calling functions. Before the process ends, the
system releases the MediaRecorder instance in order to clear
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the memory. The recorded sound signal is saved in WAV

format on the Android

No

device memory.

Stant

—

A/Disﬁav.m ;

T

<Press Record 8utt

Yes

[ 7=/

Fig. 6. Overall flowchart of IFSIS Android application

The flowchart for recording part is shown in Figure 7a.

After the frog call is recorded, it can be uploaded to the
server for identification process. The application will use
Hypertext Transfer Protocol (HTTP) to send and receive data.
Android includes two HTTP clients: HttpURLConnection and
Apache HttpChent both of them support HTTP configurable
timeouts, [Pv6, and connection pooling. For IFSIS android
application, HttpURLConnection is used. Next, the system
creates a buffer of maximum size which is enough for the
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audio file to be uploaded. After that, the system will read the
file and write it into form. If necessary, multipart form data is
sent, and close the file input streams. While the file is being
sent to the server, the application will continuously read the
response from the server. The upload process is complete
after the server received the file. The flowchart of uploading
file is shown in Fig. 7b.
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Fig. 7. Flowchart of (a) recording function and (b) uploading
function developed for Android application

C. Development of Server System in Intel Atom Board

i) Server system requirement

The main hardware of the server is Intel Atom Innovation
Kit 3 with some connected peripherals, such as hard disk,
liquid ecrystal display (LCD), mouse, keyboard and wireless
modem. The hard disk is used to store the operating system,
files and software needed in the project. LCD monitor screen,
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mouse and keyboard are used to set up the identification
system in the server. A wireless modem router is connected to
the Gigabit Ethernet port of the server using LAN cable.
Once the connection between modem and server is
established, the server is ready to receive files from client
devices via wireless network and send identification result
back to the client. Fig. 8 shows the hardware architecture of
the server part in this project. The software required is
XAMPP 1.8.1 with PHP 5.4.7, Scilab 5.4.1 and Matlab
2011b. XAMPP is a free and open source cross-platform web
server package. It is used to receive requests from clients and
return the requested content to them. PHP is the languages
used for the web server development. In this project, a PHP
script is written to facilitate the communication between
client and server. This script is used to receive audio files
from clients, invokes Scilab script, and sends results back to
the clients. Scilab is an open source, cross-platform numerical
computational package with a high-level programming
language. The processing of sound signal data and species
identification is implemented using Scilab and Matlab.

ii) Frog call signal processing and species identification

Signal Pre-Processing

Once the audio file is received by IFSIS server, the server
system will read the sound signal and execute signal pre-
processing process on the signal. Signal pre-processing
process in this system includes noise reduction, syllable
segmentation, signal pre-emphasis, framing and windowing,
These steps are employed in order to reduce computing time
and increase the accuracy of the identification system.

Noise Reduction Using Band-Pass Filter.

Although it is impossible to remove all noises from the
recorded sound signal, it can be minimized to certain
acceptable level. The recorded frog call signals which are
normally corrupted by various types of noise can reduce the
accuracy of identification. In reality, noise is not merely from
the environment but it can be due to the residual electronic
noise signal. This electronic noise gives rise to acoustic noise
heard as ‘hiss’ and it is high in frequency. Therefore, low-
pass filter is used in this project so as to reduce the noise in
the recorded sound signal. The cut-off frequency of the low
pass filter is set lower than the noise frequencies so that the
interested bandwidth can be preserved while the ‘hiss’ noise
is filtered. In this project, Scilab predefined function “filter”
and ‘zpbutt® are used to perform low pass filter on the
recorded sound signal. Besides, Matlab predefined function
“filter” and ‘butter’ are used for the same purpose. The steps
to develop low-pass filter are described as follows:

1. Obtain zeros and poles by using ‘zpbutt’ function in
Scilab or ‘butter’ function in Matlab. This function
computes the poles of a Butterworth filter of order n
and cutoff frequency, fe.

2. Obtain low-passed signal by using ‘filter’ function.
The filter is set up using the zeros and poles

_computed in step 1.

Syllable segmentation
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A syllable is a sound that a frog produces with a single
blow of air from its lungs. Compared to human, frog syllables
seem to be slightly less complex than human due to no-vowel-
consonant and less intricate grammar [20]. In the past work,
it has been indicated that zero-crossing rate (ZCR) and short-
time energy (STE) are the two most important time domain
and low level features which play major role in end point
detection and syllable segmentation of speech [21,22]. In this
project, ZCR is used together with STE for syllable
segmentation. The steps for syllable segmentation using STE
and ZCR are as follows:

1. The low-pass filtered signal is blocked into small
frames of 20 milliseconds. The filtered signal
waveform consists of a long sequence of sampled
values. Thus, it is usefiil to break the long sequence
into small frames which are quasi-stationary. The
more sample points in a frame it has the less
stationary it is. Therefore, a 20 millisecond frame
size is chosen to compromise between sufficient
sample points for accurate analysis and the quasi-
stationary assumption. For a short-term sound signal
(the n®* frame sound after framing and windowing)
is as shown in (1)

x,(m) = x6n)win — m),

Where w{) is window function and n is the sample
that the analysis window is centered on, and N is the
window size.

2. The STE ot"l each frames is computed using (2)

E, = Z [xGm)wGr — m)]?

m=n-N+1

(2)
Where x(m),m = L ..,Nis the audio samples of
the n®™® frame. This simple feature can be used for
detecting silent part in audio signals.

3. ZCR is a simple measure of the frequency content of a
signal, especially true for narrowband signals such
as sinusoids. The ZCR of each frames is computed

using (3):
1 N—-1
Zy= 5;11(”0 —xGm + DI ®

Z, is especially helpful for detecting speech from
noisy background or begin and end point detection,

4. Mean and standard deviation of &, and Z, for the first
100 millisecond of signals are computed. It is
assumed that no voiced part in this interval.

5. The maximum value of E, from all of the frames is
determined.

6. E,thresholds are computed based on results of steps 4
and 5. This thresholds are upper threshold (ETU)
and lower threshold (ETL) computed by taking some
percentage of the peaks over the entire interval.
Threshold for zero crossings (ZCT) based on zero
crossing distribution for unvoiced speech s
computed.
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Fig. 8. Overall diagram of the server-side devices.

7. Ejthresholds are computed based on results of steps 4
and 5. This thresholds are upper threshold (ETU)
and lower threshold (ETL) computed by taking some
percentage of the peaks over the entire interval.
Threshold for zero crossings (ZCT) based on zero
crossing  distribution for unvoiced speech is
computed.

8. The frame with E, exceeds the ETU threshold is
determined. Find a putative starting point (NI)
where E, crosses ETL from below and a putative
ending point (N2) where E, crosses ETL from
above.

9. Move backwards from N1 by comparing Z, to ZCT,

and find the first point where Znsmaller than ZCT;

similarly move forward from N2 by comparing £, to

ZCT and finding last point where Z, smaller than

ZCT.

The first point and last point in step 8 are the

starting point and ending point of a single syllable of

voiced part signal.

10.

Signal Pre-emphasis

The segmented syllable is first pre-emphasized to
compensate the high-frequency part that was suppressed
during the call production mechanism of frogs. It can also
amplify the high-frequency syllables of frog call to obtain
simitar amplitude for all syllables. This is important because
high-syllables have smaller amplitude relative to low-
frequency syllables. Signal pre-emphasis is also applied to
prevent numerical instability. Pre-emphasis of the segmented
syllable frog call signal is implemented by filtering it with a
first order FIR filter. The transfer function of this filter is in
z-domain as follow:
H(z) =1 —az? 0<a<1 )
@ being the pre-emphasis parameter. Essentially, pre-
emphasis filter is a first order high-pass filter in time domain.
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The relationship between pre-emphasized signal and input
signal is shown as follow:

x'(n} = x(n) — ax(n — 1) (5
A typical value for « is 0.95. This value of & gives rise to a
more than 20 dB amplification of the high frequency
spectrum.

Framing and Windowing

A frame-based analysis is essential for speech signals. This
short-term processing is performed by framing and
windowing methods. The pre-emphasized signal x'{(} is
framed and windowed into succession windowed sequences
x:(m). £ = L2 ... T, known as frames. This frame can be
processed individually as:

21 =x'Cn—t-0), ©)
x.) =wln) - xin) )
N is the number of samples in a frame and w{n) is the
impulse response of the window. Each frame is shifted by a
temporal length @ given @ is smaller than ¥. The number of
samples overlapped of one frame to the previous frame is
equal to ¥ —@. This means that a total of ¥ — @ samples at
the beginning of a particular frame %1 (7} are duplicated
from the end of the previous frame *¢ ().

In this project, § and N are set in order to overlap the
frames in 50%. These frames must be in quasi-stationary so
that the digitized sound signal can be represented by frames.
After framing, the processing step is followed by windowing
each individual frame to minimize the signal discontinuitics
at the beginning and end of each frame. The concept of using
this step is to use the window to taper the signal to 0 at the
beginning and end of each frame. This is very important
because discontinuity at the begin point and last point of a
frame will introduce undesirable effects in the frequency
response. Frequency response of the signal is computed in
feature extraction methods. Effectively, the signal is cross-

multiplied by a window function as follows:
22 = 2, wn), fsnsN-1

0=t=T.0<n<N

(8)
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There are several types of window functions such as
rectangle, Hanning, Hamming, Blackman and Kaiser.
Hamming window is a typical window applied most
frequently. This window has the form,

2nn
wn) =0.54-—0.4-6cos(N_1). 0<n<N-1

(&)

Hamming window exhibits lower side lobes and wider
main lobe than other windows. This characteristic of
Hamming window reduces the leakage effect and resolution
of sound signal. Thus, Hamming window is a good choice in
speech recognition, because leakage will give negative effect
on the signal and a high resolution is not required [23].

Feature Extraction Using MFCC

The extraction of important parameltric representation of frog
call signals is a crucial task in order to achieve better
identification and recognition performance. Mel Frequency
Cepstral Coefficients (MFCC) is one of the most commonly
used feature extraction method in speech recognition. MFCC
takes human hearing perception sensitivity with respect to
frequencies into consideration. '

After the frog call sound signal is pre-emphasized,
framed, and windowed, MFCC is used to extract meaningful
parameter in the frog call sound signal. The steps to
implement MFCC in this project are as follows:

1. Discrete Fourier Transform (DFT) of each frame is
computed for each frame. Each frame of N samples is
converted from time domain into frequency domain
in this step. The Fourier Transform is to convert the
convolution of the glottal pulse and the vocal tract
impulse response in the time domain. The DFT of all
frames of the pre-processed frog call signal is:

N )
% () =Zx;(11)a.mﬁ . 1<k<K  (10)
n=1

Where 7 is the number of samples in a frame, and &
is the domain index of the DFT.

2. The signal spectrum is then processed by mel filter
bank processing. The frequencies range in signal
spectrum is very wide and voice signal does not
follow the linear scale. Therefore, the magnitude of
frequency is multiplied by Mel filter bank. This is to
obtain the log energy of each triangular band-pass
filter in the filter bank. The filter bank used in this
project is consists of 24 triangular band-pass filter
that is emphasize on processing the spectrum which
frequency is below 1 kHz.

The positions of these filters are equally spaced along
the Mel frequency scale and related by following

equation: p
= g an
Where fnet is the subjective pitch in Mels

corresponding to a frequency in Hz. Psychophysical
studies have shown that human perception of the
sound frequency contents for speech signals does not
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follow a linear scale. Therefore, Mel scale is used to
measure the subjective pitch of each tone with an
actual frequency, f, measured in Hz.

3. Normally, log energy is obtained by computing the
logarithm of square magnitude of the
coefficients Y, 0m}. ¥,0Gmdis the mt filter bank
output. In this project, the log energy is obtained by
computing logarithm of the magnitude of the
coefficients. This is done for reducing the complexity
of computing.

4, Inverse DFT is computed on the logarithm of the
magnitude of the filter bank output as shown
following;

Ll k -1 7
7 = z fogf] Yt(m)ﬂ-cos(ﬁ), k=0,mel
(12)

m
=t

Where M is the number of triangular filters in the Mel
filter bank, and L is the number for mel-scale cepstral
coefficients. The obtained features are referred to as
mel-scale cepstral cocfficients, or MFCC. In this
project, the value of N is 20 and L is 12. The energy
within a frame is added to the 12 number of mel-scale
cepstral coefficients.

5. Delta cepstrum—the first and second order time
derivatives of 13 number of features which are the
frame energy and mel-scale cepstral coefficients is
computed.

32 =[5 00,805 00} 8o 42{5 60}, 4463} a3

According to .(13), the results from first and second
derivatives are added as new features. Hence, a 39-
dimentional MFCC features per frames is extracted
from the digitized frog call sound signal.Each feature
set consists of 12 mel cepstrum coefficient, one log
energy and 13 first delta cepstrum and 13 second delta
cepstrum.

~ Identification Using SVM Classifier

A user inputs frog call signal into server system using
Android client during identification process. This frog call
signal is pre-processed and it meaningful parameters are
extracted. These parameters or features are used to generate a
testing frog call template. Then, the testing template is
categorized into one species or others based on the score of
the testing template with the trained model. The process of
computing similarity of two different features is known as
feature matching. In this project, feature matching process is
carried out by Support Vector Machine (SVM) [24].

Similar to other classifiers, SVM requires training data to
build model which will be used as reference to predict a new
set of data into one category or the others. In this project,
there are 15 species of frogs need to be identified and
recognized. Thus, multi-class SVM method is used to
accomplish this task. There are several ways to construct
SVM classifiers for more than two classes such as one-
against-all, one-against-one, and DAGSVM methods. The
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SVM multi-class classification implemented in the project is
the one-against-all method. In this method, 15 SVM models
is constructed as 15 species of frog are going to be identified.
The i SVM is trained with all of the samples in the i class
with positive labels, and negative labels for the rest of the
samples.

SVM assign or predict the class of x by using the following
decision function:

class of x = argmaxi., ()7 o) + b)) (14)
The largest value of the {#decision function indicates that
xis in i* class.

In this project, ‘libsvin_svmtrain’ and
‘libsvimn_svmpredict’ function in Scilab are used for SVM
model training and identification, respectively. On the other
hand, Matlab predefined function ‘svmtrain’ and
‘svmpredict’ are used for the same purpose.

The steps to build SVM model are listed as follows:

1. 20 samples of training data per each of the frog
species is collected. This total up to 300 samples of
frog call signal is used for training purpose.

2. Feature extraction process is then executed on the
training samples.

3. The extracted features are then resized to 4096 feature
point. This is done to ease the model training
processes.

4. The i®® SVM model is built or trained with all of the
samples in the i™ class with positive labels, and
negative labels for samples in all other classes. The
function ‘libsvm_svmtrain® with polynomial kernel is
used to train the SVM model.

The steps to predict or identify frog species using SVM are
listed as follows:

1. A new sample of frog call data is sampled.

2. This sample is the testing data which will then
proceed with feature extraction.

3. The extracted features are then resized to 4096 feature
point. This is done to ease the identification
processes. R

4. ‘libsvm_svmpredict’ function is used to determine the
matching rate for the testing data based on the trained
SVM model.

D.Client-Server Communication using PHP

A Hypertext Preprocessor (PHP) script is written to
facilitate client-server communication between Android
device and Intel Atom board. This script allows a client to
upload a recorded audio and returns the corresponding result
from identification process. After the server is set up, the
script will stand by and wait for receiving file from Android
client. Once the file is successfully received, the script will
invoke a Scilab script hence the identification process starts.
The result from the identification process will send back to
the client by the script. The flowchart of the PHP script is
shown in Figure 7.
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Fig. 9. Flowchart of PHP script which facilitates the client-server
communication.

The steps of web server configuration are described as
follows:

1. To start the server, the server machine i.e. Intel Atom
Innovation Kit 3 is booted up and connected to a
wireless router using a LAN cable,

2. In this project, XAMPP is used as web server
application. It is one of the most robust, and offering
cross platform. As the operating system Intel Atom
board 3 is Fedora Linux, the Linux version of
XAMPP is downloaded and installed.

3. After installation, SELinux in Fedora Linux operating
system need to be deactivated. Only super user of the
Linux Machine able to deactivate the SELinux. To
log in as super user, the following command is used
in the terminal:

- su

'

Next, the system would request for super-user’s.

password in the terminal. After successfully log in as
super user, SELinux in Fedora Linux operating sytem
is deactivated by using the following command line in
a terminal:
— satanforea O
4. The web server only can be started once the SELinux
is deactivated, by calling the following command line
in the terminal. .
—+/opt fleomp flamp start
5. The written PHP script named ‘vi.php’ is then stored
in the server folder path as follows:
—/opt flampp [ktdoes frupl
6. After step 5 is completed, the server is now ready to
communicate with the client.
Fig. 10 illustrates the overall structure of the developed
IFSIS.
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III. RESULTS AND DISCUSSION

In this experiment, 30 samples of frog call syllables are
evaluated for each species. Training data which consists of 10
samples from each species are used to build the SVM model,
while 20 samples from each species are randomly selected to
test the system. Based on the results in Table 2, Scilab-IFSIS
achieves 95.33% of accuracy which is considered high and
this reaches the expected accuracy which has been set to 90%.
The accuracy of Matlab-IFSIS is 95.67% which is slightly
higher than the accuracy of Scilab-IFSIS.

Confusion matrix in Table 2 and 3 shows the truec
positives and false positives of the Scilab-IFSIS system on
frog calls samples. It can be observed from the confusion

matrix that eight samples are tabulated under ‘unknown’
column. These samples of frog call are unidentified by the
system. Besides that, there are six false positives are made by
the system which are three from Philautus Mjobergi, and each
from Hylarana Labialis, Genus Ansonia, and Microhyla
Butleri. Out of 300 samples of frog call, a total number of 286
samples are correctly identified by the system based on the
number of true positives.

A. Performances of IFSIS in term of processing time

The processing time of the identification processes are also
recorded to evaluate the efficiency of IFSIS. In order to
calculate the processing time, 15 frog call samples (1 sample
for each species) with duration of 15 seconds were taken as
the testing samples to record the processing time. The
processing time is defined as the time taken to upload the frog
call audio file samples by Android client to server until the
result of the identification is displayed on the client. The
difference of the processing time for each identification
process is caused by the length of frog call syllables. Each
species of frog exhibits unique syllable trend which is also
different in length. The longer syllable of the frog call, the
longer time is taken for the identification process. The results
are tabulated in Table 4.

As observed from the above table, the processing time
using Matlab-IFSIS is 24.00 sec. This performance is better
compared to Scilab-IFSIS which is 27.17 sec in average. This
system is considered efficient if the processing time is short
and this achieves the expectation of the project. The expected
processing time was set to 60 seconds or less.

Table 2. True positive and false positive of Matlab-[FSIS
Predicted class
ACC
sp 1 2 3 4 5 6 | 7 8 9 [ 10|11 (12|13 | 14 | 15 | Unknown | (%)
1 S | 2 100
2 2 85
3 100
4 100
5 100
w| 6 2 90
g7 2 75
=1 8 100
2.9 100
<[ 10 1 95
11 95
12 95
13 100
14 95
15 Humsbasalaia 100
Mean Recognition Accuracy 95.33
Spl: HylaranaGlandulosa Sp6: RhacophorusAppendiculatus Spl1: OdorranaHosii
Sp2: PhrynoidisAspera Sp7: Hylaranal abialis Sp12: PolypedatesLeucomystax
Sp3: MicrohylaHeymonsi Sp8: PhilantusPetersi Spl13: KaloulaBaleata
Sp4: FejervaryaLimnocharis Sp9: MicrohylaButleri Spl4: PhilautusMjobergi
Sp5: Genus Ansonia Sp10: KaloulaPulchra Spl15 DuttaphrynusMelanostictus
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Table 3.  True positive and false positive of Scilab-IFSIS

Predicted class
Unknown neo
sp 11213 | 4 5 6 (78 |9 10111213 14]15 (%)
1 A 100
2 3 85
3 100
4 100
5 100
gl 6 2 90
'S 7 2 75
= 8 100
219 100
<| 10 1 95
11 95
12 95
13 100
14 95
s 15 e e e afiziaiy 20 100
Mean Recognition Accuracy 95.33 .
Spl: HylaranaGlandulosa Sp6: : RhacophorusAppendiculatus Spl1: OdorranaHosii
Sp2: PhrynoidisAspera Sp7: HylaranaLabialis Spl2: PolypedatesLeucomystax
Sp3: MicrohylaHeymonsi Sp8: PhilautusPetersi Spl13: KaloulaBaleata
Sp4: FejervaryaLimnocharis Sp9: MicrohylaButleri Spl4: PhilautusMjobergi
Sp5: Genus Ansonia Spl10: KaloulaPulchra Spl15 DuttaphrynusMelanostictus

e Displaying the result on the android device.

Table 4. Processing time using Scilab-IFSIS and Matlab-IFSIS

Scientific name Processing time (second)
Matlab-IFSIS Scilab-[FSIS
HylaranaGlandulosa 20.34 23.02 TE (
PhrynoidisAspera 26.07 30.80 Recordin g
MicrohylaHeymonsi 21.33 24.12 H AT :
FejervaryaLimnocharis 22.77 25.26 I N
Genus Ansonia 22.97 25197 . i1
RhacophorusAppendiculatus 2421 27.85 S 0 3 0 2 d
Hylaranalabialis 25.83 29.66 ot Pt
PhilautusPetersi 22.99 25.19 i i
MicrohylaButleri 23.05 26.33
. KaloulaPulchra 27.80 31.58
Odorranalostii 25.12 28.83
PolypedatesLeucomystax 25.61 29.13
KaloulaBaleata 23.04 25.71
PhilautusMjobergi 28.82 3248 e
DuttaphrynusMelanostictus 20.06 2244 neBT 30420 GO e
Average time (second) 24.00 27.17 sesguizol soeoaginam,
suka?0 3 04.20 ORZHZT wav
PO A-08-20 TATIT2 reav
As a conclusion, in term of accuracy and processing time e
of the IFSIS, Matlab is slightly powerful than Scilab. BTN 304,21 1ALTS e

ButlioZ013-04. 21 216867 wuv

However, Scilab-IFSIS is still a better option for this project
in order to minimize the development cost for the whole PRI

Ly e T

The android application GUI is shown as shown in Fig.

PO 3-08-71 Z2ATE3 wav

11. It consists of three main layout which facilitates user to () (d)
perform the following procedures: Fig. 11.  User interface of the Android application for (a)
o Recording the frog call signal. : recording sound signal, (b) alert dialog after users press “Stop”
o  Uploading the frog call audio file to Atom board button, (c) audio file directory, and (d) result
(server).
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IV. CONCLUSION

Intelligent Frog Species Identification system (IFSIS) has
achieved high accuracy in identifying frog species correctly
and efficiently. The identification of frog species which can
be done using smartphone interface takes advantages of the
android-device’s graphic capabilities to make the system easy
to use and portable. The system GUI assists user to record
frog call signal, upload to-be-recognized frog call audio file to
server, and read the identification result while the processing
can be done via server on atom processor. From the
experimental results, it shows that the proposed system is
promising and can work as remote sensing for frog species
identification. Thus, with the innovative, practical, reliable
and affordable IFSIS, we may now suggest that “Now,
everybody can be a physiological research expert in

identifying frog species."
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Abstract—Identification of frog sound is useful tool and
competent in biological research and environmental monitoring.
In contrast with traditional methods that not practical due to the
fime consuming, expensive or detrimental to the animal’s
welfare, this study proposes an automatic frog call identification
system. 750 data species that recorded from Malaysia forest is
used as data signals and have been corrupted by 10dB and 20dB
noise to determine the performance of accuracy in noisy
environment. MFCC parameter is employed as feature
extraction. An analysis of signals for different rumber of MFCCs
(8, 12, 15, 20 and 25) is presented and the results are provided
using MFCC, Delta Coefficients (AMFCC) and Delta Delta
Coefficients (AAMFCC). Subsequently, kNN classifier is applied
to evaluate the performance in the frog identification system. The
results show the accuracy range from 84.67% to 85.78%, 61.33%
to 68.89% and 5933% to 67.33% in clean environment, 10dB
and 20dB, respectively.

Index Terms—Frog identification system, mel frequency
cepstrum coefficients, signal to noise ratio, kth nearest neighbour

I. INTRODUCTION

Frogs have been playing important roles to human society
as bio-indicators of whole ecosystem due to their biphasic life
and they can servers as a waming when something
contaminating the environment that could be harmful to

human society. Moreover, frogs can also secrete substances in .

medical field. The chemical compound in their skin include
amines, alkaloid and peptides can play as poison, antibiotics
and pain reliever that have significant potential application for
human health [1]. Frogs produce a variety of sound to show
their presence, mating ritual and defend their territory. Their
sound can receive over varying distance that allows an
obstructive detection of their existence [2].

Different techniques that relates feature extractions and
classifiers have been studied and proposed to identify the frog
species based on their sound automatically [3-6]. The most
common features used is mel frequency cepstral coefficients
(MFCC). This feature tends to uncorrelated, computationally
efficient, has been resilience to noise and able to perform

results in higher accuracy [7).-For example, Lee ef al [3]
studied averaged MFCC as feature extraction and Lipear
discriminant analysis (LDA) was used as a classifier to
identify 30 kinds of frog calls and 19 kinds of cricket calls.‘
Another related study, Shih ef al [4] used MFCC to transform

27 kinds of frog calls into feature vectors and combined two

or three samples with different types of frogs to create mixed
class samples before identifying the frog calls using support
vector machine (SVM) classifier. ’

However, most of the earlier studies take directly from
human speaker recognition tasks and used default value that
commonly more suitable for human. For example, 8-12
MFCCs are commonly used in human speaker recognition
since human can hear up to 20kHz and typically talk in 2 to
3kHz since 8-12 MFCC is suitable values due to the higher
order MFCCs are less useful for human speaker. Nonetheless,
the number and type of MFCCs to be used for improved
classification for frog species has yet to be determine. In the
frog world, most of the them can hear sounds up to 38kHz
depend on their species [8]. So, in order to get higher
identification accuracy, higher order MFCCs with information
on syllables content can be revealed.

Another potential problem of most frog identification
system is unsatisfactory performance in noisy environment'
In real condition, the recordings may contain interference
background noise for examples sound of running water, and
the variable nature of weather i.e, sound of the wind or other
animal calls in the background. Furthermore, their calls also
depend on the corresponding changes in temperature and
rainfall where this also contributes to the limitations in
acquiring clean data for the experiment [9]. Therefore, effort
is necessary to find the impact noise and other distortions in
order to give the great performances in the frog identification
system.

This paper determines the suitable methods of feature
extraction which gives the highest performance accuracy for
frog identification system. In addition, the experiment is
conducted based on clean, 20dB and 10dB Signal to N se

" Ratio (SNR) of data signal. The feature extraction based @
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12, 15, 20 and 25 MFCC is executed in this study. Also, delta
(AMFCC) and delta delta coefficients (AAMFCC) were
calculated and compared in this study. Consequently, the kth
nearest neighbour (kNN) is used as a classifier in the pattern
matching process. The paper outline as follows. The
methodology includes data acquisition, pre-processing, feature
extraction and classifier presented in Section II. Section III
describes the experimental results and discussion. Finally,
conclusions are summarized in Section I'V.

II. METHODOLOGY

A. Data Acquisition

The frog sound were recorded from locations around Baling
and Kulim, Kedah, Malaysia using Sony Stereo IC Recorder
ICD-AX412F supported with Sony electret condenser
microphone in 32-bit wav files at a sampling frequency of
48kHz. The sounds were recorded next to a running stream
from 8.00 pm to 12.00pm. The database consist 750 audio
data which obtained from 15 species as listed in Table I and
has been simulated with Additive White Gaussian Noise
(AGWN).

TABLEI
FROG SPECIES DATABASE

[ Scientific name Family Common name
Hylarana glandulosa Microhylidae Rough sided frog
Phrynoidis aspera Bufonidae River toad
Kaloula pulchra Microhylidae Asian painted

bullfrog

Odorrana hossi Ranidae Poisonous rock frog
Polypedates Rhacophoridae Commaon tree frog
leucomystax

Kaloula baleata Microhylidae Flower pot toad
Philautus mjobergi Rhacophoridae Bubble-nest frog
Mierohyla heymonsi Microhylidae Taiwan rice frog
[Iylarana labialis Ranidae White-lipped Frog
Philautus petersi Rhacophoridae Kerangas bush frog
Microhyla butleri Microhylidae Painted chorus frog
Rhacophorus Rhacophoridae Frilled tree frog
_appendiculatus

Fejervarya limnocharis | Dicroglossidae Grass frog

Genus ansonia Bufonidae Stream toad
Duttaphrynus | Bufonidae Black-spectacled
melanostictus toad

B. Syllables Segmentation

A syllable is basically a sound that frog produces with a
side blow of air from the lungs. Compared to the human, frog
syllables seem to be slightly less complex than human due to
no-vowel-consonant and less intricate grammar [10].The
segmentation techniques described here is based on STE and
STAZCR where the principle of the techniques is to determine
the endpoint of syllable boundaries accurately where the
endpoint is used to detect the syllable signal that has been
segmented [9]. In the STE technique, energy of a call is
another parameter for classifying voiced/unvoiced parts. The
voiced part has high energy than unvoiced part due to the

periodicity. The STE function applied for the recorded signal
is defined by the following expression;

| & 2
B, = ;[x(m)w{n m)] (1)
Where E, is the energy of the sample n of the signal, x(m) is
the discrete-time signal and w{m] is a hamming window of
size V.

On the other hands, STAZCR is often used as a part
of the front-end processing in automatic speech recognition
system. During the frog signal processing, the amplitude of
the unvoiced part normally have much higher values and vice-
versa. The ZCR is the rate at which signal changes from
positive to negative and back and defined as;

N
Z, = Z_Iﬂl_zl sgn x(m) —sgn[x{m—1)]| w(n—m) (2)

m=]
where

Lx(m)=0

sglx(m)] = {—l x(m) <0 )

Fig. 1 shows an example of the syllable segmentation for a
Kaloula Baleata’s call. The red lines in Fig. 1(a) shows the
detected syllable is only happened when the frog call energy
has been analysed in the high energy as shown in Fig. 1(b). In
opposition, during the syllable concealed, the STAZCR in Fig.
1(c) is relatively low. Hence, the analysis of the STAZCR was
further applied to enhance the accuracy of the syllable
segmentation.

Fig. 1. An example of syllable segmentation

C. Pre-processing

The syllables characteristic of audio at higher frequency has
smaller amplitude relative to low frequency syllables. Thus, a
pre-emphasis of high frequencies needed to obtain similar
amplitude for all syllables. Pre-emphasis is implemented by
filtering the speech signal with a first order FIR filter whose
trangfer function in the z-domain is;

124

978-T-4799-0269-9/13/$31.00 ©2013 IEEE



2013 IEEE Intemational Conference on Signal and Image Processing Applications (ICSIPA)

H(@)=1-az"' 0<asl @)
In essence, a pre-emphasis filter in time domain is a first

order high pass-filter;

X'(n)=x(n)-ax(n~1) ©)

where U is the pre-emphasis parameter. A typical value for U
is specifying as 0.95. This has rise to a more than 20 dB
amplification of the high frequency spectrum as stated by
Ricotti [11] and Ramli er a/ [12].

In automatic speech recognition, Hamming window most
frequently applied since high resolution is not required, whose
impulse response is a raised cosine impulse and defined as;

0.54-046c0s(27%, |} n=0,.,N -1

0 otherwise

W(n)= 6

D. Feature Extraction

MFCC is selected due to the features are robust to noise
which is suitable to be implemented in outdoor environment
that contain interference of background noises such as sound
of wind, running water and other animal calls. The operation
of this system is based on two types of filter which are
linearly and logarithmically spaced and processes on the
Fourier transform of x, (n): X, (¢°). The X, (¢/) is
evaluated only for discrete number of w values [13].

There have several steps in MFCC processing. The first
step is computation of the Discrete Fourier Transform
(DFT) of all frames of the signal. By consideringm:%,-

the DFT of all frames of the signal, x,(k) is obtained as:
x, (k) : X, (e Ay, k=0,...N~1 ®)

. The computational complexity can also be reduced if the
number of samples N is a power of 2. The result obtained after
this step is called as signal’s specu'um - ‘

A filter bank processing is the second step in MFCC
processing. Filter banks properly integrate a spectrum at
defined frequency and spectral features are obtained after this
process The outputs of the filter bank are denoted as Y, (m),
1< m< M where M is number of band-pass filters. In general,
a set of 24 band-pdss filter is used. Subsequently, computation
of the log emergy is the third step which computes the
logarithm of the square magnitude of the filter banks outputs,
¥e (m). The final step for MFCC processmg is mel frequency
cepstrum computation that performs the inverse DFT on the
logarithm of the magnitude of the filter bank output:

yo(k) = Zzog{Y (). oos( (m—%JM)k=O,...,L ®

In this study, the database of MFCC features consists of
750 set of MFCC features from 15 species with 50 syllables
signal data in each species. The syllable is divided into
overlapping frames of 256 samples with 50% overlap. Five
different numbers of MFCCs i.e, 8, 12, 15, 20 and 25 with
one log energy coefficient are applied. In addition, AMFCC

. category.

and AAMFCC were calculated to measure temporal change
in parameters and delta parameters [14]). The overall process
of the MFCC is shown in Fig. 2.

Input syllable x(n)

x,(k)
v x,(n)
Pre-processing -@—m—’ Mel filter bank
y i (k)
Window ”
g energy
] Ener: computation
(A { v (& )} 2y
»Ae . yo(k)
ye={" » ye) ¥
4 A2 { ym ( k )}
! «4—] Derivalives |« IDFT
8% {e } ]

Fig 2. MFCC block diagram

E. Classification

The classjfier obtained in this study is kNN where this
classifier is a nonmparametric classifier that employs lazy
learning. This classifier is one of the most fundamental and

'sunple classification techniques and has been practiced in

various sound analysis [15]. Given a set of parameters, KNN
classifier will find the nearest neighbour among training data '
by determining the minimum distance between query instance
(testing set) and each training set. In the absence of prior
knowledge, most kNN classifier use Euclidean distance with

dE(x,y) to measure the distance or similarity between query
instance and training set. The Euclidean distance is defined as;

dg(x,y)= Z\/( ) (10)

i=l
where X,y are training and testing samples composed of
feature N, respectively.

'Each query instance will be compared with training
set. A classification combination method that combines the
selected training set and the query instance is then applied.
The simplest classification method is the voting method where
the class label of the query instance is determined based 01‘
the majority voting among the k nearest training samples

The k values represent an important role in kNN
classification. Generally, k-values of kNN should be
determined in advance and the best choice of k-values
depends on the data. Normally, larger values of k will reduce
the effect of noise on the classification but cause boundaries
between classes less distinct [16].

III. EXPERIMENTAL RESULTS
The experiments are implemented using Matlab R2010(b)

"and have been test in Intel Core i5, 2.1GHz CPU, 2G RAM

and Window 7 operating system. In this experiment, the data
of 50 syllables have been exiracted by MFCC. 20 syllables are
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used for training and 30 for testing. The value of 4=3 is used
with Euclidean distance has been employed as classifier. The
classification accuracy (C,) is defined as;
N o

Cy= N, —=x100% (1)

where N, is the number of syllables which are recognized
correctly and Ny is the total number of test syllables.

The first experiments were based on different number of
MFCCs and the results by MFCC, AMFCC and AAMFCC is
shown in Table II.

TABLEIII
FROG IDENTIFICATION RESULTS BASED ON DIFFERENT NUMBER OF MFCC
SNR(dB) | Num. MFCC AMFCC AAMFCC
(%) (%) (%)
Clean 8 82.44 82.44 82.44
12 84.67 84.44 84.44
15 85.78 85.33 85.33
20 85.33 85.33 85.33
25 85.33 85.33 79.56
20 8 68.89 68.82 68
12 68.44 68.22 68.22
15 68.44 68.44 68.44
20 68 67.33 68.67
25 67.56 67.33 61.33
10 8 65.76 65.76 65.76
12 65.56 65.78 66
15 66.67 65.78 65.55
20 66.67 66 67.33
25 62.67 65.56 59.33

Results in Table I show the accuracy tends to increase in
clean recording with increasing number of MFCC and gives
the greatest accuracy for 15 MFCC with 85.78%. However,
the accuracy slightly decreases for 20 MFCC and tend to
support to 85.33%.

The results show when using values for feature extraction
of human speaker recognition which are 8-12 MFCC, the
accuracies of frog identification system are slightly decrease.
However, the accuracy is expected to be higher when the data
signal is clean due to higher level MFCC are more likely
robust to low-level noise [17].

For the second experiment, the results of MFCC, AMFCC
and AAMFCC at different levels of SNR value is shown in Fig.

3.

ML)
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Fig. 3. Frog identification results based on different level of SNR
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Fig. 3 shows the accuracy dropped less than 60% when
level of SNR values increased. It was also observed that
different level of SNR had different effects on the
identification accuracy. For example, in 10dB (20 MFCC), the
accuracy value of AMFCC gave much poorer identification
accuracy but enhance with little different in identification
frequency in AAMFCC.

Based on the experiments, the best identification accuracy
is obtain due to the considering if using 15 MFCC feature in
clean recording condition. Table III lists the analytical results
of the 15 MFCC in clean recording.

TABLE I
FROG IDENTIFICATION RESULTS IN 15 MFCC
Scientific name Syllables Percentage
detected (%)
Hylarana glandulosa 30 100
Kaloula pulchra 30 100
Qdorrana hossi 20 66.67
Polypedates leucomystax 29 - 96.67
Kaloula baleata 30 100
Philautus mjobergi 29 96.67
Duttaphrynus melanostictus 30 100
Phrynoidis aspera 24 80
Microhyla heymonsi 17 70.83
Fejervarya limnocharis 25 8333
Genus ansonia 29 96.67
Rhacophorus appendiculatus 30 100
Hylarana labialis 30 100
Philautus petersi 6 20
Microhyla butleri 27 90
Total 386 - 85.78

The results show that six species have successfully been
identified with 100% accuracy. Nevertheless, a species such
as Philautus petersi is clearly misclassified with only 20% of
accuracy. It should be noted that some species is difficult to
classify due to the recorded location and their syllables are
keep changing when recorded.

TV.CONCLUSION

Frogs play a central role in many ecosystems since this
species used to control the insect population, and as food
source for many larger animals. Physiological research
reported that certain frog species contain antimicrobial
substances which is potentially and beneficial in overcoming
certain health problem. As a result, there is an imperative need -
for an automated frog specles identification to help people in
physiological research in detecting and localizing certain frog
species lived in Malaysia forest.

In this paper, different number of MFCC and level of SNR
values were employed to automatic identification frog species
based on their sound. The data were tested based on human
speaker recognition tasks and higher order MFCC. Results
suggest that the frog identification system can give a better
result in higher level of identification accuracy, particularly
when the feature extrdction methods and classifiers are
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modified to better suit frog sound. Accuracies of 59.33% to
85.78% were achieved from different number of MFCC and
SNR levels indicating the excellent potential of MFCC and
kNN classifier in the frog identification system.’
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Abstract

* Multibiometric system employs two or more behavioral or physical information from a person’s traits for the verification

and identification processes. Many researches have proved that multibiometric system can improve the performances of
single biometric system. In this study, three types of fusion levels ie feature level fusion, score level fusion and decision M
level fusion have been tested. Feature level fusion involves feature concatenation of the features from two modalities before
the pattern matching process while score level fusion is executed by caleulating the mean score from both biometrics scores
produced after the pattern matching. Finally, for the decision level fusion, the logic AND and OR are performed on the final
decision of the two modalities. In this study, speech signal is used as a biometric trait to the biometric verification system
while lipreading image is used as a second modality to assist the performance of the single modal system. For speech signal,
Mel Frequency Ceptral Coefficient (MPCC) is used as speech features while region of interest (ROI) of lipreading is used as
visual features. Consequently, support vector machine (SVM) is executed as classifier. Performances of the systems for each
fusion level is compared based on accuracy percentage and Receiver Operation Characteristic (ROC) curve by plotting
Genuine Acceptance Rate (GAR) versus False Acceptance Rate (FAR. Experimental results show that score level fusion
performance is the most outstanding method followed by feature level fusion and finally the decision level fusion. The
accuracy percentages using 20 training data are observed as 99.9488%, 99.7534% and 99.6639% for the score level fusion,
feature level fusion and decision level fusion, respectively.
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Abstract: Apraxia is one of speech disorder problems which lead to the difficulty of the movement of muscle for
speech production that encountered among children. Research shows that Apraxia children arc unable to compete
among their peers and this cause to the interpersonal problems. Early detection of Apraxia for speech therapy is
important and becomes one of the solutions to this problem. In this study, an Automatic Speech Recognition
(ASR) system for carly detection of Apraxia of speech is suggested. A database of normal and Apraxia speech
samples is collected for the modeling and testing process. Mel Frequency Cepstral Coefficient (MFCC) and Linear
Prediction Coding (LPC) are extracted as speech features while for the classification of normal and Apraxia sig-
nals; a Support Vector Machine (SVM) is used as classifier. Four types of systems for validation are developed
namely data dependent-speaker dependent, data independent-speaker dependent, data dependent-speaker indepen-
dent and data independent-speaker independent systems. Performance evaluations are measured using percentage
of accuracy and Mean Squared Error (MSE). Experimental results prove that the ASR system can be a viable sys-
tem for early detection of Apraxia. Accuracy percentages for data dependent-speaker independent system and data
independent-speaker independent system are observed as 99.86% and 81.88% using the MFCC method while
99.31% and 78.54% for the LPC method.

Key words: Apraxia, speech disorder, speech recognition system, speech therapy.

INTRODUCTION

Speech disorders refer to the communication problems which correspond to the areas of oral motor func-
tion. These disorders are related to difficulties in producing speech sounds which lead to deterioration of the
quality of the produced speech. It ranges from making simple sound deviation to the lack of ability in using oral
motor mechanism for functional speech (Tian-Swee et al., 2007). According to Shriberg et al., (2006), there are
four main categories of speech disorders, which are omission, addition, distortion and substitution. Omission
occurs when the children drop out sounds or syllables whereas addition occurs when the children add an extra
sound or syllable to a word. Subsequently, distortion is a condition when the children pronounce a word correct-
ly, but one of the sounds involved is not correct. Lastly, substitution is the case when the children consistently
substitute one sound for another. Researches from previous works have indicated that children with speech dis-
order problems are found less intelligible than normal children of the same age.

Apraxia of speech is one of speech disorder problems focused on speech pathology research. According to
Ogar et al., (2005), Apraxia is a neurogenic speech disorder resulting from disability of the sensor motor com-
mands to program the movement of muscles for speech production. It can be divided into three main categories,
which are Apraxia among children, stroke-associated Apraxia and stress-induced Apraxia. However, Apraxia
among children is different from Apraxia in adults which due to strokes, head injuries or stress as the children
were born with the disorder. It is the least common form of Apraxia, which constitutes 15% of all reported cas-
es, but it is the most difficult to treat. From Bowen (2009), there are several characteristics of Apraxia speech.
For instance, the utterances are not clearly spoken, although there may be some exceptions such as for a very
clear word like ‘no’. The speech errors affect vowels and sometimes the sound that are used in different words
are the same sound. Apart from that, unusual intonation, pausing and stress patterns and pronunciation of the
same word in several different ways are also observed. Examples of the Apraxia words regarding the characte-
ristics in Apraxia speech is tabulated in Table 1 as reported by Bowen (2009).

Table 1: Characteristics in Apraxia speech.

Characteristics Examples
Words not clearly spoken ‘ball” = ‘or’, ‘bor”
‘knee’ <> ‘dec’
Speech errors affect vowels ‘milk’ < ‘mih’, ‘mub’, ‘meh’

Inconsist in pronunciations

“me’ > ‘ec’, ‘dee’, ‘bee”, ‘mee”

Different words produce the same sound

“happy", ‘poppy’ > ‘hah hee'
‘people’, ‘purple’ -> ‘pur pur’

Unusual intonation pattern ‘play” -> ‘pay”

Unusual pausing pattern ‘top” = ‘to..pp’
‘am’ > ‘ar..mm’

Unusual stress pattern ‘pie’ > ‘pa.ec’
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Speech therapy session is one of the treatments that can be given to the Apraxia children. It is a clinical area
concemned with disorder of human communication (Cleuren, 2003). Children with Apraxia must be taught with
the skills required to program and sequence the movements for speech and they are required to practice the
skills deliberately (Kumin, 2006). Early detection of Apraxia for speech therapy is imperative in order to avoid
children from struggling and using incorrect oral communication during their learning years. Besides, it can
shorten the duration of speech therapy treatment. According to Flipsen (2006), a general formula used by speech
therapist to calculate the expected conversational intelligibility levels of preschoolers talking to unfamiliar
people is given as equation (1),

Age in years | 4 x 100 % = % understood by stranger 1)

From this formula, it can be calculated that children of aged 1, 2, 3 and 4 are 25%, 50%, 75% and 100%
intelligible to strangers, respectively. According to Gordon-Brannan et al. (2000), children of four years with
speech intelligibility score less than 66% should be considered as having speech disorders and become the can-
didates for speech therapy and treatment. Thus, for normal children, unfamiliar listeners should be able to un-
derstand at least 66% of the spoken by four year old children.

Normally, any speech impairments can only be traced by experts or therapists. However, as an alternative
technique, Automatic Speech Recognition (ASR) system can be used for early detection of Apraxia. Various
techniques of ASR for diagnosing speech disorders have been introduced over the years. One example of the
techniques is the implementation of adaptive signal processing to compare the speech signal of children with
speech disorders and normal children using feedback mechanism technique (Gudi et al., 2010). The resultant
curve fitted is used to tune the constant values of speech disordered children by calculating the deviation values
using correlation technique. In another study, implementation of ASR utilizing Hidden Markov Model technique
has been done by Tian-Swee et al., (2007). The speech pattern of normal and speech disordered children are
used to train the model for classifying the problem of speech disorder. The developed system also provides text-
to-speech system to guide the user during diagnosis process.

Another technique is the use of data mining technique in order to obtain the best results of speech disorders
diagnosis in condition of maximum efficiency. Data mining involves analysis of mass data to produce a particu-
lar enumeration of data patterns. The proposed system gives information that enables the implementation of
personalized therapy programs according to the characteristics of the speech disordered children (Danubianu,
2009). In a research reported by Georgopoulos & Malandraki (2005), Fuzzy Cognitive Map (FCM) model is
used to develop a diagnosis system for Apraxia. The implementation of Artificial Intelligence (AI) technique
such as FCM model can integrate with decision making process in order to differentiate different types of
Apraxia speech. Meanwhile, another diagnostic assessment by using ASR methods for Apraxia speech has also
been described in Hosom et al., (2007). Training of Artificial Neural Network (ANN) is performed in order to
evaluate the speech production in this study. The main objective of this study is to evaluate the feasibility of
classifying normal and apraxia words using SVM classifier. Experiments are also conducted so as to seek out
the suitable apraxia words and feature extraction methods for the ASR system application.

MATERIALS AND METHODS

In this research, the apraxia and normal speech signal data is obtained by recording and saving the audio
samples into WAV format files using digital audio editor. The digitized audio signals are 16 bit, monophonic
and the sampling rate is 44.1 kHz, 705 kbps. Figure 1 shows the platform of Goldwave digital audio editor for
recording and editing the speech signal samples. Apparently, the figure shows a recorded of one sentence with
20 repetitions of speech signals. For data collection, the recording process is carried out in three different ses-
sions. For each session, the speaker performed 20 repetitions of 20 different normal and Apraxia sentences. A
total of 3600 audio samples from all session are collected for the system development.

Feature Extraction and Classification:

Feature extraction is a process of transforming input data into reduced representation set of informative fea-
tures which involves the speech signal processing method (Lim Sin et al., 2009). For the purpose of speech
recognition, speech samples are divided into frames and features are extracted from each frame. During feature
extraction, speech features are extracted into a sequence of feature vectors in order to be classified in classifica-
tion stage (Chulhee e al, 2003). Before the feature extraction process taking place, 3 basic steps of pre-
processing i.e. pre-emphasis, framing and windowing are executed as shown in Figure 2.

The first feature extraction used in this research is Mel Frequency Cepstral Coefficient (MFCC). All the pa-
rameters and steps involved for this method is illustrated as in Figure 3. This procedure produces 12 mel cep-
strum coefTicients, one log energy coefficient, their delta and delta-delta coefficients for each frame as features
(Ramli et al., 2011; Ramli e? al., 2010). Linear Prediction Coding (LPC) is the second method for feature extrac-

2061




Aust. J. Basic & Appl. Sci., 5(9): 2060-2071, 2011

tion that has been employed in this study. It can be described as a linear combination of speech samples where
unique set of predictor is determined by minimizing the sum of the squared differences between actual speech
samples and predicted speech samples (Kondoz, 2000; Kesarkar, 2003). The implementation of LPC processing
is illustrated in Figure 4. The parameters for the sampling frequency, pre-emphasis, frame length and window
length used at each stage of the processing are also indicated in this figure. For this method, each feature set

consists of 14 cepstrum coefficients per frame.

s ‘- ‘7'.'»’.7- =
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Fig. 1: Platform of digital audio editor.
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Fig. 2: Speech signal pre-processing process.
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Fig. 4: Implementation of LPC processing.

For the purpose of speech classification, Support Vector Machine (SVM) is used as a classifier. It is a learn-
ing method used for classification with the basic idea is to find a hyperplane in order to separate the d-
dimensional data into two classes. In the original form, SVM is a training algorithm for linear classification.
However, since example data is often linearly separable, SVM introduces the notion of a kernel induced feature
space to transform the data into a higher dimensional space where the data is separable (Boswell, 2002). SVM
also tunes the capacity of the classification function by maximizing the margin between the training patterns and
the decision boundary. According to Gunn (1998) and Vapnik (1995), the solution of linearly separable case can
be done by considering a problem of separating the set of training vectors of two separate classes as in equation
(Dand ()

D= {(x*y?),...(x*y1)}, x€(~1,1} M
with a hyperplane
w,x)+ b=0 Q)

where w and b characterize the direction and position in space and w is normal to the plane. For each direc-
tion, w the hyperplane has the same distance from the nearest points where each class of the margin is twice this
distance. The hyperplane is optimal when it is able to separate the set of vectors from both classes without error
and the distance between the closest vectors to the hyperplane is maximal. For non-linear boundary case, the
data sets of input space are mapped into higher dimensional feature space, by constructing an optimal separating
hyperplane in the new higher dimensional space as described in Boswell (2002). In practice, the mapping is
achieved by replacing the value of dot products between the data points in input space with the resultant value
when the same dot product is performed in the feature space.

ASR System Development:

The development of the ASR system consists of four types of approaches, which are data dependent-
speaker dependent system, data dependent-speaker independent system, data independent-speaker dependent
system and data independent-speaker independent system. For each system, two influenced factors are manipu-
lated in term of word and speaker dependability. The data dependent means the testing data uses the same word
as in the model data while data independent denotes the testing data uses different word from the model data.
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Consequently, speaker dependent signifies the speaker for the modeling and testing process is the same person
while speaker independent involves different person for the modeling and testing process.

In this study, the experiment is conducted through two phases as illustrated in Figure 5. The main intention
of the first phase is for validation. All the four systems are evaluated using MFCC features in this phase and a
set of words i.e. down, happy and milk are used for modeling and testing. While, for the second phase, only the
most applicable systems toward real application are evaluated. For this experiment, a new set of words i.e. ball,
down, happy, milk, pie and play are employed for modeling and testing. Apart from that, two types of features
i.e. MFCC and LPC are experimented. In this phase, the words and feature that give consistent performance are
observed. :

Fig. 5: Summary of system development.

After recording session, the collected audio data files are edited using the editor software to acquire the
normal and apraxia data samples. A total of 4680 words arc obtained from the editing process. The developed
system is fully software based, implemented using Matlab programming. Three training data is used to train the
ASR system and the system is executed through the following procedures:

1. Read the WAV files of model data folder. Perform data collection using Hamming window with sampling
frequency of 32 kHz to the 240 N data samples. Store the processing data in datasp_all_data array.

2. Load the datasp_all_data array. Extract model data using MFCC and LPC methods. Store the extracted
features in wordsp_mfcc_3_data array and wordsp_Ipc_3_data array.

3. Load the datasp_test_data array. Extract test data using MFCC and LPC methods. Store the MFCC features
in wordsp_mfec_test_data array and LPC features in wordsp_Ipc_test_data array.

4. Load the wordsp_mfcc_3_data array and wordsp_lpc_3_data array. Set the number of model data as 3.
Train the model features using SVM method. Store the training model in wordsp_mfcc_model_3_data array
and wordsp_Ipc_model_3_data array, accordingly.

5. Load the wordsp_mfcc_test_data array with its corresponding wordsp_mfcc_model 3 _data array or
wordsp_lpc_test_data array with its corresponding wordsp_Ipc_model 3 data array. Set the number of

training data as 20. Perform SVM model to match the data pattern between the two arrays. Evaluate the

matching score using percentage of accuracy and MSE parameters. Store the data results in
wordsp_result_mfec_data array and wordsp_result_lpc_data array, accordingly. Display the evaluation pa-
rameters.

RESULTS AND DISCUSSIONS

Two types of speech signal patterns have been obtained which are normal and Apraxia along with their
spectrograms. The spectrograms are used to show the spectral density of a signal varies with the time which
indicated by the darkness of the plot of the frequency analysis. During the period of voiced sound, frequency
energy of spectral is seen in the spectrogram while in silence period, the spectral cannot be observed. The
speech signal pattern and its spectrogram of normal and Apraxia for word down and word happy are depicted in
Figure 6 and 7, respectively. The dissimilarity between normal and apraxia for word down is the characteristic
of unusual pausing pattern for Apraxia word as shown in Figure 6. For word happy, there is an obvious differ-
ence between the normal and Apraxia utterances in the two syllables of word happy as shown in the following
Figure 7.
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(hy

Fig. 7: Speech signal pattern and spectrogram of (a) normal word happy and (b)Apraxia word happy.
Whereas, Figure 8 displays the representation of normal word milk and Apraxia word milk. When compar-

ing the speech signals and spectrograms, the utterance of word milk affects the vowel resulting continuous lines
at the end of the speech as in the Apraxia sample.

Fig. 8: Speech signal pattern and spectrogram of (a) normal word milk and (b)Apraxia word milk.
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The word ball is utilized in the system since the word is not clearly spoken by the Apraxia candidates. The
speech signal pattern and its spectrogram of normal word bal/ and Apraxia word ball are given in Figure 9. The
difference between the normal and Apraxia utterance can be seen in the figure where the Apraxia sample holds
longer at the end of the speech.

1®1
Fig. 9: Speech signal pattern and spectrogram of (a) normal word ball and (b)Apraxia word ball. .

The following Figure 10 shows the speech signal pattern and corresponding spectrogram of normal word
pie and Apraxia word pie, respectively. The word pie is used in the system due to its characteristic of unusual
stress pattern for Apraxia of speech problem. From the figure, it can be seen that the Apraxia pie sample is dis-
played as two absurd syllables.

s

(Ll

Fig. 10: Speech signal pattern and spectrogram of (a) normal word pie and (b)Apraxia word pie.

Meanwhile, the speech signal pattern and spectrogram of normal word play and Apraxia word play are .
displayed in Figure 11. The Apraxia characteristic of the word play is unusual intonation pattern, where the
Apraxia word play is spoken like a single absurd syllable as shown in the corresponding figure.

|y T

' ®
Fig. 11: Speech signal pattern and spectrogram of (a) normal word play and (b)Apraxia word play.
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Performance of the First Phase System Development:

From the experimental result, the performance of data dependent-speaker dependent system gives the aver-
age of 99.86% accuracy and 0.01 MSE. Except for the word happy from speaker spl, the systems are able to
achieve 100% of accuracy as shown in Figure 12. This may be due to speech signals produced by this speaker
are shaky and sometimes unstable.

Data Depend - Speaker Dependence System

N
1-0—{-B——a-t

Lol

998 . 4

g
4

]
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993 : Data

[ ! ! —e—down
}  ~@=happy
—a~milk

Percentoge of Accuracy (%)
b3
[ Y]

bt oded da

p0 pl pl
Speaka

Fig. 12: Performance of data dependent - speaker dependent system.

For the data dependent-speaker independent system, the average accuracy is 81.20% and the average MSE
is 0.75. The testing speech samples are taken from different speakers, independently from the speaker of the
model samples. Figure 13 shows that among three types of words, the happy words are indicated as lower per-
centage of accuracy than the other words since the word has two syllables sound that may affect the accuracy
consistency. Besides, the accuracy is also decreased for the input speech samples of speaker sp2 due to the
speaker sp2 has the lowest pitch sound compared to the speaker sp0 and speaker spl.
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Fig. 13: Performance of data dependent - speaker independent.

For data independent-speaker dependent system, the input of word samples is different from the model
samples. Compared to the first system, this system reaches the average accuracy of 95.28% and average MSE of
0.19. Otherwise, the accuracy is also decreased for the input speech samples of speaker spl when comparing
with the other speakers as in the second approach as shown in Figure 14.
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Fig. 14: Performance of data independent - speaker dependent system.
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For the last system in the first phase of ASR system, the performance of data independent-speaker indepen-
dent system is the lowest compared to the other three systems due to the effect of system complexity. The aver-
age accuracy is 71.04% with average MSE of 1.16. The testing speech samples are taken from different speak-
ers, which independent from the speaker of the model samples. Besides, the input speech samples are also dif-
ferent from the model samples. The following Figure 15 indicates that among three types of words, the happy
words are indicated as lower percentage of accuracy than the other words since the word has two syllables
sound that can deteriorate the accuracy consistency.
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Fig. 15: Performance of data independent - speaker independent system.

Performance of the Second Phase System Development:

The second phase of ASR system is implemented using different methods of feature extractions for perfor-
mance comparison. Besides, this phase is also conducted to seek out the consistent word samples that are prefer-
able to be used in real application of ASR system. The numbers of words are increased to six types of words.
Two systems, which are data dependent-speaker independent and data independent-speaker independent, are
experimented. These systems are selected since the manipulation of independent speaker is the most realistic
approach to be applied for the real application.

Performances of data dependent-speaker independent system using MFCC and LPC methods are shown in
Figure 16. From the results, the word ball and word play give lower result at the range below 60% of accuracy
for both MFCC and LPC methods. The reason of this outcome is probably due to the Apraxia characteristic for
these words are not clearly spoken and contain unusual intonation pattern that affect the data accuracy. The
overall performances of the system based on words and feature extraction methods can also be found in Table 1.
In general, yellow color indicates good performances while low performances are specified by grey color.
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Fig. 16: Performance of data dependent - speaker independent system in the second phase of ASR system using
(a) MFCC method (b) LPC method.
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Consequently, Figure 17 presents the performances of data independent-speaker independent system using
the MFCC and LPC methods. The word play and word happy give poor result compared to the other data sam-
ples with accuracy below 60% for both MFCC and LPC methods. The Apraxia characteristic of unusual pattern
for the word play is probably one of the factors that will affect the data accuracy. On the contrary, the word
happy which is observed as lower performance is due to the word that has two syllables sound that may stray the
accuracy consistency. The overall performances for this system can also be referred in Table 2 which yellow

and grey colors indicate good and low performances, respectively.

Table 1: Result of data dependent - speaker independent approach.
Speaker Percentage of accuracy (%) Mean squared error (MSE)
Input Model Word MFCC LPC MFCC LPC
ball 50 50.42 2 1.98
down 97.08 67.92 0.12 .28
spl, sp2 sp0 happy 7292 61.67 1.08 .53
milk 74.58 4833 1.02 2.07
pie 100 99.17 0 0.03
play 51.25 49.58 1.95 2.02
ball 62.08 52.08 1.52 1.92
down 97.92 59.17 0.08 1.63
sp0, sp2 spl happy 76.25 84.58 0.95 0.62
milk 90 69.58 0.4 1.22
pie 100 98.75 0 0.05
play 45.83 40.83 2.17 2.37
ball 55.42 62.92 1.78 1.48
down 76.67 77.08 0.93 0.92
sp0, spl sp2 happy 70.83 64.58 1.17 142
milk 51.67 55.83 1.93 1.77
pie 99.58 100 0.02 0
play 53.75 52.92 1.85 1.88
(a) Data Independ - Speaker Independ System Using
~ MFCC Method
% 100 - F4 " Data
20 |—] *
g P » - [ s X - L :::blﬂ
T g0 || L Alx) (e donn
% —ir-happy
§ 20 2. e ik
£ ° —pie
0 sl a2 —a—phay
Speaker
(b) Data Independ - Speaker Independ System Using
LPC Metbod
% 100 T 3 Data
5 80 X Y - p ~—ball
2 L] * % . PY L 4 a r3 ® =%=~donn
R e S i ~a—happy
é 20 & —— itk
i ° ——pie
0 1 P2 —~aplay
Speaka

Fig. 17: Performance of data independent - speaker independent system of the second phase of ASR system
using (2) MFCC method (b) LPC method.

To sum up, obviously the performance of MFCC method in ASR system is better than the LPC method in
term of accuracy as shown in the following Figure 18. From observation of the analysis graph, most of the data
samples have reached above than 60% of accuracy for implementation of MFCC method. For other comparison,
the word pie and word down are the most accurate data samples that reach above 90% of accuracy. Hence, these
words are meaningful to be implemented as model data in real application since the data are consistent for
processing of larger input testing data. For word pie, the system gives up to 99.86% and 81.88% of accuracy
using MFCC feature extraction. While, by using the LPC feature extraction method, 99.31% and 78.54% of
accuracy percentages are observed. Furthermore, the result of word pie data samples has also proved that MFCC
method is better than LPC method
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Table 2: Result of data independent - speaker independent approach.

Speaker Percentage of accuracy (%) Mean squared error (MSE)
Input Model Word MFCC LPC MFCC LPC
ball 50.63 50 1.98 2
down 86.25 46.25 0.55 2.15
spl, sp2 sp0 happy 48.75 21.88 2.05 3.125
milk 75 50 1 2
pie 94.38 76.25 0.23 0.95
play 22.5 38.75 3.1 2.45
ball 67.5 48.75 1.3 2.05
down 70.63 38.75 1.18 2.45
sp0, sp2 spl happy 85.63 71.88 0.58 1.13
milk 60 43.13 1.6 2.28
pie 70 88.75 1.2 0.45
play 49.38 50 2.03 2
ball 67.5 56.88 1.3 1.73
down 76.25 66.25 0.95 1.35
sp0, spl sp2 happy 52.5 50 1.9 2
milk 50 56.88 2 1.73
pie 81.25 70.63 0.75 1.18
play 50 55 2 1.8
Performance of ASR Syitem Using MFCC and LPC Methods
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Fig. 18: Comparison between data dependent - speaker independent and data independent - speaker independent
systems using different feature extraction methods.

Conclusions:

In a nutshell, the experimental results have proved that the implementation of ASR system for early detec-
tion of Apraxia can be a viable system which gives up to 99.86% and 81.88 of accuracy percentages for data
dependent-speaker independent and data independent-speaker independent systems, respectively. For modeling
the most outstanding apraxia word, the experimental results have proved that the word pie and word down are
the most preferable that give more than 90% of accuracy. Meanwhile, the implementation of MFCC as features
to the ASR system achieves better performance compared to the implementation of the LPC feature extraction.
For future research, a real time ASR system for early detection of apraxia speech disorder with the integration of
speech therapy facilities will be developed.
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Biometrics is science and technology of measuring and analyzing biological data. But,
unibiometrics systems are prone to be lack of accuracy, non-universality and spoof
attacks. However, these limitations can be minimized by developirig a multibiometric
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palm print, MFCC, LPC, SVM (SVM) is used as classificr. Subsequently, for multibiometric system, score level fusion
classifier. with sum-rule fusion and weighted sum-rule fusion techniques are used to increase the
system performances. Receiver Operation Characteristic (ROC) curve of Genuine
Acceptance Rate (GAR) versus False Acceptance Rate (FAR) is plotted and Equal
Error Rate (EER) is calculated to evaluate the performance of the biometric systems.
Lastly, the multibiometric system is developed by using GUI. In this project, it has been
proven that the multibiometric system with MFCC technique together with the
weighted sum-rulc score fusion gives the best performance with’ the lowest EER
percentage i.e. 0.2046% compared to 2.1678%, 1.0088% and 6.8515% for single

biometric system based on MFCC, LPC and palm print.
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INTRODUCTION it varies from person to person. The examples of

physiological characteristics are face recognition,

Information technology field becomes advance
and widely used nowadays. As the internet becomes
common for information exchange, hence a reliable
authentication system is very important to ensure its
privacy and confidential. The applicability of
traditional methods such as pin identification,
password or token based (ID cards) arrangement has
many limitations and restricted. Furthermore,
password or pin identification can be lost, forgotten
or stolen. As a consequent, biometrics approach has
become a good alternative for the identity
authentication due to its uniqueness to each
individual and cannot be lost, recreated or forgotten
(Teoh et al., 2003, Bhattacharyya et al., 2009).

Biometrics is the science of measuring human’s
characteristics for the purpose of authenticating or
identifying the identity of an individual. There are
two main classes in biometric characteristics which
are physiological characteristic and behavioral
characteristic. Physiological characteristic is a
biometric feature that measures the parts of body and

palm print, hand geometry, fingerprint and iris
recognition. On the other hand, behavioral
characteristic measures the action that is performed
by human such as signature and voice (Yih ef al.,
2008).

However, unibiometric systems are prone to be
affected by problems such as lack of accuracy, non-
universality, noise sensor data and spoof attacks due
to its identifier only use single source of biometric
information. These limitations of the unibiometric
systems can be reduced by combining multiple
sources of biometric information. Accordingly, a
system which consolidates information from multiple
sources i.e.multibiometric systems are developed in
order to enhance the accuracy and the performance
of unibiometric systems (Kiskuet "al;, 2011). The
performance of multimodal biometric system can be
increased by information fusion as reported in (Liau
and Isa, 2011).

Multimodal biometrics can overcome the
limitations possessed by single biometric trait and
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give better classification accuracy (Ross and Jain,
2003).This paper proposes an audio-visual system
based on fusion at matching score level using support
vector machine (SVM). The support vector machine-
based fusion method also gave very promising
results. Speech biometrics is proposed in this
research due to the ease of data collection which is
patural and non-obstructive. Furthermore, the
hardware used is cost effective and only a simple
arrangement is needed for setting up for the data
collection process.

Subsequently, the advantages of the use of palm
print biometrics are large palm area for feature
extraction is available, easy of capturing and high
user acceptability (Sun et al., 2005). The cost of
palm print acquisition device is less compared to
other biometric trait like iris and fingerprint scanning
device. Besides, palm print is harder to imitate than
fingerprint. It is more acceptable than face
recognition system that may cause privacy issues
(Shu and Zhang, 1998). As reported in Kong (2000),
human palm has line features including minutiae
points as in the case of fingerprints. In order to obtain
the palm features, the palm can be scanned so as to
get an abundance of ridges and minutiae information
which form the finer details of the palm. In this
research, these finer details are obtained by scanning
the palm image a high resolution of 1000 DPL In
Ibrahim and Ramli (2013), instead of focusing on the
final details, the higher level textural information

presents on the palm in the form of major lines and
small wrinkles are extracted. The reason for choosing
to work with these features is that the higher level
details can be captured by using a generic web
camera at low resolution (Ibrahim et al, 2014).

Methodology:

The methodology in this study is divided into 4
modules i.e. data acquisition, feature extraction,
classification, fusion and development of GUI for the
developed palm print biometric system.

Data Acquisition and Feature Extraction:
a. Speech Biometric:

This database consists of the digitized speech
signals of the recording voices of 37 speakers stored
as monophonic 16 bit, 32 kHz and in WAV format.
There are 60 audio data for each speaker obtained.
Hence, it consists of 2220 - data. A speaker
verification system is developed by using mel-
frequency cepstral coefficients (MFCC) and linear
predictive coding (LPC) as feature extraction and
SVM as classifier

MFCC processing consists of signal pre-
emphasis, windowing, spectral analysis, filter bank
processing, log energy computation and mel
frequency cepstrum computation as shown in Fig. 1.
There are 12 melcepstrum coefficients, one log
energy coefficient and three delta coefficients per
frame have been set in the experiments.

Maggitude
Toput ectrum
syllable ®
Pre-processing DFT Mel filter bank
! Md spectrum
Md frequeacy Log caergy
Ve «+— ceptrum < computation
computation
Md
spectrum

Fig. 1: Typical MFCC process

On the others hand, LPC feature extraction
models the process of speech production and is
defined as a digital method for encoding an analogue
signal in which a particular value is predicted by a

linear function of the past values of the signal
(Rabiner & Juang, 1993; Furui, 1981) where the
process of the LPC is shown in Fig. 2.
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Fig. 2: Typical LPC process
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b. Palm print Biometric:

Palm print database contains 60 images right
hand images collected from 37 individuals by using
Canon optical scanner. The acquired images of palm
print are in BMP format. Each speaker consists of 60
sequences of palm print images (20 sequences from
each session) hence in total of 2220 images from
entire speakers. The visual data of 2220 images from
37 speakers are converted into gray scale with the
size of 351 x 351 pixels. The gray scale images are
stored for the feature extraction process. For each

speaker, first 20 images are selected as model or
training set, and then the rest 40 images of each
speaker in this database are used in verification
system or testing set. Hence, there are 740 data are
stored in training set and 1480 data as testing set.

The ROI of palm print image with gray scale
level is used as features in this study. The appropriate
coordinate is chosen on the palm print image in order
to crop the image that contains the principal lines. A
region of ROI is determined to get the cropped
image.

Fig. 3:Extraction of palm print biometric modality (a) Acquired image from scanner (b) Gray scale level of
palm print image (c) ROI region to be cropped (d) Cropped image

Pattern Matching:

After extracting features from the speech signal
and palm print images, the features are fed to the
classifier and proceed with the pattern matching
process. In pattern matching process, the similarity of
the testing data and training data is measured.

In SVM classifier, 20 data of each speaker is
used as the training data and 40 data of each speaker
is used as testing data. The SVM classifier calculates
the score of the pattern matching between training
data and testing data. Several sets of parameters are
determined in polynomial Kernel to compare the
performance of the system. Consequently, the FARs,
GARs and EERs values are calculated and the ROC
curve is plotted in order to evaluate the performance
of the multibiometric system.

Scorefusion = wy.5C0T€geech + Wo. SCOT€papmprint
wptw, =1 3)

The weights, w; and w,are varied from range of
0.1 to 0.9 in steps 0.1. ROC curve based on the new
set of fusion scores is plotted to analyze the system
performances.

GUI development:

Finally, a GUI of multibiometric system is
developed. GUI is a visual object that enhances
interaction between a computer and a user. The GUI
layout is designed so as to support the process of data
collection, user-friendly between users and interface
as well as to assist administrative work.

Score Fusion:

After pattern matching via SVM classifier is
executed, the scores obtained from two single
biometric systems which are speech biometrics and
palm print biometrics will -proceed to fusion task.
The score fusion techniques used in this study are
sum rule technique and weighted sum-rule technique.

In sum rule technique, the new set of score is
obtained as shown in Eq. (1).

SCOTE speec h+SCOTE palmprint ( [)

Scorefusion = =

The combined matching score can also be
computed as a weighted sum-rule as given in the Eq.
(2) and Eq. (3).

@)
RESULTS AND DISCUSSION

To evaluate the performance of the system, a
ROC curve of GAR versus FAR is plotted. A total of
1,480 genuine data (40 genuine data from each
speaker) and 53,280 imposter data are used to plot
the ROC curve. Several ROC curves are plotted to
compare the performances of single biometric system
and multibiometric system which have been
undergone the score fusion.

FAR is the percentage of wrongly accepted
individuals over the total number of wrong matching.
FRR is the percentage for number of wrongly
rejected individuals over the total number of correct
matching. GAR is the percentage of the number of
correctly accepted individuals divided by the number
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of identification attempts. EER is the value when
FAR is equal to FRR.

Performances for Single Biometric System:

Fig. 4 shows the ROC curve for three distinct
cases in single biometric systems, (i) speech
biometrics with LPC features, (ii) speech biometrics
with MFCC features, and (iit) palm print biometric
system with ROI features. When FAR is 1%, the
GAR values of palm print system with ROI features,
speech system with LPC features and speech system

with MFCC features are 80%, 95% and 99%
respectively. When FAR achieves 10%, speech
biometrics with LPC and MFCC features
approximately approach 100% of GAR where palm
print biometrics with ROI features is 95%. Table 1
indicates the EER performances for three different
biometric systems. Palm print biometrics with ROI
features has the highest value of EER where speech
biometrics with MFCC features has the lowest value
of EER.

Performance of Different Single Biometric Systems
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Fig. 4: Comparison of ROC curves of speech biometric and palm print biometric

Table 1: EER percentages for single biometric systems

LPC MFCC Palm print
2.1678 1.0088 6.8515
Performances for Sum-Rule Fusion of features and palm print biometrics is achieved

Multibiometric Systems and Single Biometric
System:

Fig 5 shows the ROC curves of sum-rule score
fusion of multibiometric system with different single
biometric system (a) speech biometrics with LPC
features; (b) speech biometrics with MFCC features
and (c) palm print biometrics with ROI features.
When FAR is 0.1%, the GAR value of LPC and palm
print sum-rule score fusion is 98%. For MFCC and
palm print sum-rule score fusion, the GAR
percentage is 99%. When FAR is 1%, the GAR
values of score fusion of speech biometrics with LPC

99.5%. Else, the GAR values of score fusion of
speech biometrics with MFCC features and palm
print biometrics is 100%. Table 2 shows the EER
performances of single biometric system and
multibiometric system with sum-rule score fusion.
The multibiometric system with combination of
speech biometrics with MFCC as features and palm
print biometrics with ROI features has the smallest
value of EER. Hence, the fusion multibiometric
system has the higher performance than the single
biometric system.
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Perforrance of Diftesent SVM Systams by Using Sum-Rulo Fusion

Performance of Difforant SVM Systoms by Using Sun-Rule Fusion
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Fig. 5: Comparison of ROC curves of sum-rule score fusion of multibiometric system with respective single
biometric system (a) speech biometrics with LPC as feature extraction, (b) speech biometrics with
MFCC as feature extraction ard (c) palmprint biometrics

Table 2: EER percentages for single biometric system and multibiometric system

LPC and Palm print MFCC and Palm print

LPC MECC Palm print

0.4673 0.3087

2.1678 1.0088 6.8515

The intersection point of the FAR and FRR rate
in the multibiometric system (speech biometrics with
LPC feature and palm print biometric system) by
using weighted sum-rule score fusion is 0.4730
which represents EER rate for the system as shown
in Fig. 6. The desired threshold value obtained is
0.7469.

Fig 7 shows the FAR and FRR percentages with
different threshold values for weighted sum-rule
fusion of speech biometric system with MFCC
feature and palm print biometric system. The
intersection point of the FAR and FRR rate is 0.2027
which represests EER rate for the system. The
desired threshold value obtained is 0.7175.
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Fig. 6: Graph of FAR and FRR percentages versus
different threshold values of multibiometric
system (weighted sum-rule fusion of speech
biometrics with LPC feature and palm print
biometrics)

Implementation of GUI:

A GUI for multibiometric system as shown in
Fig 8 is developed to increase the user friendliness.
First of all, the user needs to key in their ID and press
the enter button. Once the valid ID is obtained by the
system, the system will proceed to the next step. The
user can choose either speech biometrics, palmprint
biometrics or both as shown in Fig 8(a). Next, the
system requests for the biometric trait(s) enrollment.
For this case, the user enrolls his/her biometric
trait(s) by browsing the database. The enrolled
biometric trait will pop up as in Fig 8(b). After the
system obtains the enrolled biometric trait(s), the

== At S et
MULTIBIOMETRIC SYSTEM
!

é ¥ [

B =

TR

I L) WA
@)

Fig. 8: Layout of the GUI

Conclusion:

At the end of this research, a reliable
multibiometric system is successfully developed.
Based on the analysis result, weighted sum-rule score
fusion of multibiometric system has the best
performance. These projects successfully develop 2
single modal systems based on speech and palm print
using SVM classifier. Speech biometric system and
palm print biometric system are developed for
verification. SVM classifier is used during the
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Fig. 7: Graph of FAR and FRR percentages versus
different threshold values of multibiometric
system (weighted sum-rule fusion of speech
biomeirics with MFCC feature and palm
print biometrics)

user can choose the types of feature extraction to be
used in the system. In speech biometric system, there
are two available feature extraction techniques which
are MFCC and LPC. In palmprint biometric system,
the feature extraction technique used is ROI After
the feature extraction, the system will match the
enrolled trait with the model by using SVM
classifier. Fig 8(c) indicates the pattern matching in
process. Once the score is obtained, the system will
proceed to decision. If the score is below the
threshold value, the system will show accept as in
Fig 8(d), else the system will show reject which
means that user is an imposter.

TR prg s e b r i ol e |
IMULTIBIOMETRIC SYSTEM

|MULTIBIOMETRIC SYSTEM

pattern-matching process. Palm print biometric
system has the lowest performance compared to
speech biometric system. Next, a multibiometric
system is developed by combining the speech and
palm print biometric. Score level fusion is applied to
obtain a better performance of the system. In this
project, the score level fusion techniques used are
sum-rule fusion and weighted sum-rule fusion. The
performance of the system is analyzed by plotting
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ROC curve. The sum-rule fusion has the best
performance.
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Abstract Introduction: Mel Frequency Cepstrum Coefficients (MFCC) is one of the most widely used feature
extraction techniques for speech recognition and produce MFCC featuresasinput for the classification phase. In this
study the reduction of feature dimension on MFCC featuresis studied due to large data size affects computational
time which leads to slower verification speed. So, implementation of data reduction techniques so asto retain the
most important feature parametersis evaluated in this study. In this study, an investigation of data reduction based
on principal component analysis is proposed. Two approaches of Kernel Principal Component Analysis [KPCA)
techniques i.e. Gaussian and Polynomial KPCA and PCA are evaluated and compared. The features based on MFce
and the reduced dimensions based on KPCA and PCA are then classified using two types of Support Vector Machine
(SVM) classifiers i.e. linear and polynomial SVM. A set of clean data samples with three different dimensions of
principle componentsie. 80, 117 and 180 are used for system evaluation. For performance evaluation, Equal Error
Rates (EER) and verification time (VT) are employed in this study. The best system performance is observed for
MFCC-KPCA Gaussian feature extraction technique with 117 featuresdimensions using linear SVM as classifier. This
study proves that the use of data reduction technique can speed up verification time tremendously and improve

sy stem performancesas well.

Key words: Data reduction; MFCC; Kemel PCA; Speaker verification

1. Introduction

Speech recognition systems have been
developed successfully by utilizing many types of
feature extraction methods. One ofthe most popular
methods is Mel Frequency Cepstrum Coefficients
{MFCCs) which provide a compact parametric
representation of a cosine transform of the real
logarithm of the short-term energy spectrum
expressed on a Mel frequency scale. In 1980, Davis
and Mermelstein (1980) compared parametric
representations for monosyllabic word recognition
in continuously spoken sentences. Thisstudy utilized
parametric representation based on Mel Frequency
Cepstrum, Linear Frequency Cepstrum, Linear
Prediction Cepstrum and Linear Prediction
Spectrum. Based on the experimental results, this
study concluded that MFCC possess significant
advantage over the other methods. The superior
performance of the MFCC may be attributed by the
fact that they are better in representing the
perceptually relevant aspects of the shortterm
speech spectrum.

Lee, Fang, Hungand Lee (2001) have presented a
new feature extraction approach that designs the
shapes of the filters in the filter bank. The study
applied PCA approach on the FFT spectrum of the
training data. As a resujt the conventional MECC
features have been improved by the PCA-optimized

* Corresponding Author.
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filter bank. The proposed features are robust to
additive noise for speech recognition while
providing the same result for clean speech. It is
claimed due to the PCA-optimized filter bank has
maximized both the SNR variance ratio and the
variation of the features.

A comparative evaluation on various MFCC
implementations has been implemented by Ganchev
etal. (2005). The implementation differs from other
researches mainly in the number of filters, the shape
of the filters, the way the filters are spaced, the
bandwidth of the filters, and the manner in which
the spectrum is warped. In addition, the frequency
range of interest, the selection of actual subset and
the number of MFCC coefficients employed in the
classification are also evaluated. As a result, this
study reported that the speaker verification
performance does not vary vastly when different
approximations of the non-inear pitch perception of
human are used. However, some observations _
suggested that regardless of the specific filter bank
design, alarger number offilters favour the speaker
detection performance. Beside the number of filers
in the filter bank, the overlapping among the
neighbouring filters also proved as a sensitive
parameter.

Chen and Luo (2009) in their paper have
proposed a study on the use of MFCC and SVM for
text-dependent speaker verification. The MFCCs
used in this paper are extracted from the voiced
password spoken by the user. These parametersare
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then normalized and then used as the speaker
features for training a claimed speaker model via
SVM. By using speech signals selected from the
Aurora-2 database, experimental results shown the
performance of the proposed speaker verification
algorithm yields an average accuracy rate of 95.1%
with 22-order MFCCs.

Althou gh speech recognition systems have been
developed su ccessfully with great performances and
features, this success depends muchon the extracted
speech features, which has an importantrole in the
whole recognition system (Amaro etal; 2004). If the
speech features are not well extracted or come with
an extreme data size, itwill cost much computational
time to the speaker verification system, which then
will affect its performance and speed.

Further research on MFCC applying data
reduction in speaker recognition system has been
doneby Hasan, Jamil and Rahman (20 04). This study
presented a security system based on speaker
identification by utilizing MFCC as feature extraction
method while Vector Quantization (VQ) technique as
data reduction method. The study revealed that,
when the number of centroids increased, the
identification rate of the system also increases. They
also found that combination of Mel frequency and
Hamming wind ow leads to better performance. This
study also observed that the linear scale can improve
system accuracy if comparatively higher number of
centroids is used. However, the recognition rate
using a linear scale would be much lower lf the
number ofspeakers increased.

The use of MFCC and Vector Quantlzauon in
speaker recognition has also been carried out by
Mishraand Agrawal (2012). This study implemented
an enhanced MFCC with silence removal. The silence
presentbefore and after the voiced part is removed
to improve the performance of classifier. Based on
their findings, this research suggested an effective
normalization algorithm can be adopted on
extracted parametric representations in order to
improve the identification rate. Apart from that, a
combination of features ie. MFCC, LPC, LPCC,
Formant etc. may be used so as to obtain a robust
parametric representation for speaker identification.

The combination of MFCC and PCA hasalso been
presented by Ittchauchareon, Suksri and
Yingthawornsuk (2012). This paper described an
approach of speech recognition using the MFCC
features extracted from speech signal of spoken
words. PCA isemployedas the supplementin feature
dimensional reduction state, prior to training and
testing speech samples via Maximum Likelhood
Classifier (ML) and SVM. It is found that the
combination of MFCC-PCA-SVM with more MFCC
samples have shown the improvementin recognition
rates significantly compared to MFCC-PCA-ML.

Motivated by all of these researches, this study
comes outwith the p}'oposed system of MFCC-KPCA-
SVM model for speaker verification system where
KPCA is used as data reduction technique on MFCC
features. PCA is a way of identifying patterns in data,
and expressing the data in such a way as © highlight
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their similarities and differences (Rodriguez, de Paz
et al; 2008). Since patterns are hard to find in high
dimensional data, PCA is a powerful tool for
analyzing data.

Accordingw Leitner, Pernkopfand Kubin (2011),
linear PCA refers o orthogonal transfor mation of the
space containing the data samples. The transformed
space is spanned by the eigenvectors thatare found
by eigenvalue decomposition of the covariance
matrix estimated from the data samples. The
coordinates ofthe data samples after transformation
arereferredasprincipal components. Normally, few
principal components capture most of the
characteristics of the data. The directions of these
components are given by the -eigenvectors
corresponding to large eigenvalues, as a large
eigenvalue means that its eigenvectors covers
relevantinformation ofthe data.

Kernel PCA (KPCA) is one of the kernel
algorithms that have been known from mid-nineties.
It performs the PCA in the feature space, so it looks
for directions of largest variance that yields
nonlinear directions in the input space. KPCA was
introduced after PCA to merit the performance of
PCA (Huang et al; 2009). KPCA is a non-linear
extension of PCA which data is first mapped and PCA
is applied to the mapped data. KPCA make it possible
for us to represent the speech features in a higher
dimensional space which can possibly generate more
distinguishable speech features (Amaro etal; 2004).
Itcan extract up to n (number of samples) nonlinear
principal  components without  expensive
computations. [talso can give a good re-encoding of
the data when itlies along a non-linear manifold.

KPCA involves calculation of the eigenvalues
decomposition or singular value decomposition of
centered kernel data and is in search for orthogonal
functions thatoptimize the kernel data scatter. In the
linear case, it is well known that the classical PCA is
not robust against data contamination and a small
portion of outliers can give disturbance to the
resulting principal components (Huangetal; 2009).
PCAis a powerfultechnique for extracting structure
from possibly high-dimensional data sets. But it is
not effective for data with nonlinear structure. In
KPCA, the input data with nonlinear structure is
transformed into a higher dimensional feature space
with linear structure, and then linear PCA is
performed in the high-dimensional space.

So, in next section, discussion on feature
extraction method using MFCC is presented.
Subsequendy, PCA and KPCA as data reduction
techniques are described. Finally, explanation on
SVM classifier as classification method is then given.

2. Material and methods
2.1. Research framework

The overall research framework of this study is
summarized as in Fig. 1 below.
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Fig. 1: Research framework

2.2.Database

The digitized audio signals from the Audio Visual
Digit Database (Sanderson and Paliwal; 2001); which
is monophonic, 16 bit, 32 kHz in WAV format have
been used for performance evaluation in this
research. This database consists of video and
corresponding audio recordings of 37 speakers (21
males and 16 females). The recordings are done in
three sessions. In each session, each speaker
performed 20 repetitions of digitzero to nine hence
60 audio data for each speaker from all sessions. in

total, 2220 audio data from entire speakers have
been used for thisresearch.

2.3. Feature Extraction

The entire process of extracting MFCC features is
illustrated in Fig. 2. In this research, we utilize a
feature set consists of 12 mel cepstrum coefficients,
one log energy coefficient, 13 delta coefficients and
13 delta? coefficients per frame which in total 39
coefficients. The entire frames are then resized with

data interpolation technique to 64X64 matrix. This
feature matrix is then reshaped to 1X4096 a5
feature vector to represent each voice sample. A
matrix of 740%4096 dimensionsbased on 20 voice
samples and 37 speakers is then constructed.

For the purposes of comparison and evaluation
with the proposed method of PCA and KPCA, we
resize the feature matrix of 64%64 gimensions to
lox 10‘ 12X12 and 14X14 * using data
interpolation technique. This entire new matrix is
then reshaped lelOO' 1X144 and 1X196

respectively which will represent each voice
samples. As a results, for training data with 20 voice
samples and 37 speakers, four sets of feature
dimensions i.e'740x100'740xl44"740x196

and 740%4096 5re used.
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Fig. 2: Feature extraction process

3. Principal Component Analysis (PCA)
Processing ..

For PCA technique, a set of eigenvoices
(eigenvectors) from the training data is constru cted.
This eigenvoices are then used to generate the
projection of new training and testing data. Our
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training data consist of MFCC features of matrix in

2 2
N*XM gimension where V™ is the feature sizes

and M is sample size hence x= 4096x740
The eigenvoices for training data are computed
as the following steps.
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Step 1: Computation of mean and subtraction of
mean from each data pointofall samples.
Define the data average vector:

1
p= 5Tl xy (1)
where ¥ represent each data point in matrix x

. 2
for i=1,2,3,...M and j=L23,..N
Step 2: ComPum the covariance matrix

XXT = = Tl Goyy = 1) Cxy — )7 (2)

Determine the Eigenvoices and Eigenvalues

In order to getthe eigenvectors and eigenvalues,
we need to compute a covariance matrix which
characterizes the distribution of all samples.

C=XX" (3)

By using equation (3), a very large matrix with

2 2
the dimension ofV XN% produced ie.

4096x4096  The large size matrix will also add a
large computational burden for the analysis. This
can be avoided by using an optimum method
introduced by Turkand Pentand(1991)as below:

cC=X"X 4)
where a smaller matrix of ¥ XM dimensions (
740x 740 i this research )is used.

Then, the Eigenvector # and Eigenvalue Vi can
be calculated as below:

CO=VP tric123,.M - (5)
=2 2.(99))
= (6)
while the eigenvalue in equation (6) is subjected
to the following cond itions:

1 i=j
0 elsewhere

¢ﬂ={ ™

Step 3 : Project the original data into eigenspace.

Then the Eigenvoices is created by multiplying
matrix A with each column of the Eigenvector above
using the following equation,

v, = AQ, (®)
where %% is the Eigenvector column with kth

elements. As a result we get the Eigenvoices as
follows,

V={v,v,,v, ,V
[ 1 2 K . Q:l (9)
2
The size of Eigenvoice matrix, Vis N XQ, asa
N*xM

result of multiplying A with dimension of

and P* with dimension of M XQ.

As the Eigenvoice matrix,” V has been
created; the projection of training data into the
eigenspace can be done. The projection is
implemented using the equation below,
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=T (y —
Y =VI(a=t) for 121,23,
(10)
Y, is the projected training vector with the

OxM dimensions.
Similarly, the projected testing data into the
eigenspace can be done as follow:

=V T(r—
Y=V M) ore123,..p ¢8))
where i is the testing data and P is the
number of testing data. Y; is the projected testing

vector with gxPp dimensions. Y, and Y; is used as
an input features to the SVM classifier for the
verification process.

Based on the three selected threshold values,
three sets of principle components with sizes of
740)(80‘ 740)(117 and 740X180 are used as

training data while 1480x80, 1480x117 zpq

1480x180 of principle component sizes are used
for testing data.

4. Kernel Principal Component Analysis (KPCA)
Processing

KPCA technique is the result of applying the
kernel function to PCA in order to obtain the
representation of PCA in a higher dimensional space.
In order o perform KPCA, the training samples, x
needs to be projected into the high dimensional
feature space F as follows:

DF;x-x (12)
In this research, two types of kernel are applied
ie. Gaussian and polynomial kernel. The Gaussian

and Polynomial kernel are given as in equation (13)
and equation (14) respectively:

k(xi,ij) = exp(—z—izﬂxi —X; "2)

; s is Gaussian parameter(13)
k(x,,x))=(x.i-x1+l)" ip ks
polynomial parameter (14)
Except for utilizing the kernel trick, KPCA
perform the same process as PCA in projecting Yr
and Y. The output of the KPCA process is also a

matrix in dimension of OxM for training samples

and oxPpP for testing samples. The projected
training and testing data for KPCA technique are set
to the same dimensions as in the PCA technique.

5. Classification

In this research, the multi-class classifier is
performed for the verification process. Several
methods can be used to implementSVM classifier for
multi-classes such as one againstone, one againstall
and Directed Acy clic Graph SupportVector Machine
(DAGSVM) method. This research uses the one
against all method. Here, for N class classification,
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SVM requires the N training data to be built as a
reference model, where each model is used to isolate
one class from the remaining N classes.

Two types of SVM classifiers ie. linear SVM and
polynomial SVM have been used in this study. Linear
SVM is the original optimal hyperplane algorithm
that widely used as classifiers in a linearly separable
case. Meanwhile, Polynomial SVM is a way to create
nonlinear classifiers by ap plying the kernel trick.

The speaker verification system in this research
uses four types of feature reduction methods ie.
MFCC,MFCC-PCA MFCC-KPCA_Gaussian and MFCC-
KPCA_Polynomial Each type of features is evaluated
using two types of SVM i.e. linear and polynomial

6. Results and discussion

In this research, system performances will be
evaluated in term for Equal Error Rate (EER) and
verification time (VT). According to Kung et al
(2005), the accuracy of biometric system is
evaluated using false rejection rate (FRR) and false
acceptance rate (FAR) which respectively
corresponds o sensitivity and specificity. FRR which
is also known as miss probability is the rejection
percentage ofauthorized individuals while genuine
acceptance rate (GAR) is the percentage of
authorized individuals accepted by the verification
system. '

FAR which is also known as impostor pass rate is
the percentage of unauthorized individuals is

¥

Features Extraction -

Table 1: EER and verification time performances of different feature extraction techniques based on linear SVM classifier

accepted by the verification system. FRR and FAR
values can help us to determine the level of
sensitivity and specificity. High FRR specify low
sensitivity, while high FAR specify low specificity. A
good verification system sup posed tohave alow FRR
(high sensitivity) and low FAR (high specificity).
Consequently, verification time, VT is also
determined where it is the time taken by SVM
classifier to verify testing data samples. This
verification tme is calculated to evaluate a
significanttime saving for verification process.

6.1. Performances based on different feature
extraction techniques and different feature
dimensions using linear SVM classifier

Table 1 shows the performances of speaker
verification system using linear SVM based on
different feature extracton techniques. The EER
percentageand verification time for MFCC technique
before the dimension reduction (dimension=4096) is
1.0163% and 37.4093s, respectively. The MFCC-
KPCA_Gaussian technique gives the best EER
performance at feature dimension of 117 with EER
value equals to 0.814 6% and verification time equals
to 2.3385s. It is observed that the EER values for
MFCC technique of smaller dimensions decrease the
system performance but it can speed up the
verification time.

‘. Features Dimension # st e

Techniques D=100 D=144 D=196 D=4096
M EER(%) VT(s) | EER(%) | VT(s) | EER(%) | VT(s) | EER(%) | VT(s)
st RR L ORPRIEERY 54608  2.1413 | 4.5965 | 28167 | 38786 | 3.6361 | 1.0163 | 37.4093
i Features Extraction’ Heatires Dt enplots
Techniques D=80 D117 B=180
) 8 EER(%) VT(s) | EER() | VT(s) | EER% | VT(s)
MFCC-PCA " : 1.2294 22465 | 1159 [ 25117 | 1.0698 | 3.0604
MR el IO e L ED B 11571 2.0806 | 08146 | 23385 | 08643 | 2.8530
[RE U oo AN PR 36924 22414 | 26642 | 24330 | 18253 | 29464

6.2. Performance based on different feature
extraction techniques and different features
dimension using Polynomial SVM classifier

Table 2 shows the performances of speaker
verification system using polynomial SVM based on
different feature extraction techniques. The EER
percentage and verification time before the
dimension reduction (dimension=4096)is 0.9685%
and 42.5254s, respectively. It is observed that the
data reduction techniques based on PCA and KPCA
significantly improved the verification time and have
surpassed the EER performances of MFCC method
for the same category of size dimensions except for
MFCC-KPCA Gaussian with 100 feature dimension.

6.3. Receiver Operalir.lg Curve based on GAR and
FAR performances for selected feature
dimension

Fig. 3 shows the performances of different
feature extraction techniques based on selected
feature dimensions according to their best EER
performancesusing linear SVM as classifier. 100% of
GAR performance for MFCCwith 4096 dimensions is
found at FAR equals to 40%. At the same FAR
percentage, GAR performances for MFCC with 196
dimensions, MFCC-PCA with 180 dimensions, MFCC-
KPCA_Gaussian with 117 dimensions and MFCC-
KPCA_polynomial with 180 dimensions are 99.7%,
99.9%, 99.9% and 99.85% respectively.

Table 2: EER and verification time performances of different feature extraction techniquesbased on polynomial SVM
classifier
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* FeaturesExtraction B . Features Dimension :
Techniques D=100 D=144 D=196 D=4096
EER(%) VT(s) | EER(%) | VT(s) | EER(%) | VT(s) | EER(%) | VT(s)
MFCC 43956  2.2326 | 40756 28417 | 34797 | 35331 | 09685 | 42.5254
Features Extraction Features Dimensions
Techniques D=80 D=117 D=180
EER(%) VT(s) | EER(%) | VT(s) EER(%) | VT(s)
MFCC-PCA 17258 15817 | 1.6441 3.5346 | 15888 | 45867
MFCC-KPCA Gaussian 14621 15526 | 1.2885 3.0872 | 15559 | 4.0749
MFCC-KPCA Polynomial 44125 16109 | 32245 3.2089 | 25375 | 41237

Meanwhile, at FAR equals to 1%, the GAR
performancesare 98.99%,90.95%, 98.92%, 99.39%
and 97.43%, respectively. Table 3 shows the EER
performances based on the selected features

Petwmances of cllivent £atse mmmmmm mlheuul

dimensions. The MFCC-KPCA_Gaussian with 117
dimensions achieves a significant improvement and
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Fig. 3: Receiver operating curve (ROC) based on the selected feature dimensions for linear SVM classifier

Table 3: EER performances based on the sclccted feature dimensons forlinear SVM classifier
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Subsequently, Fig. 4 shows the performances of
different feature extraction techniques based on the
selected features dimensions according to their best
EER performances using polynomial SVM as
classifier. 100% of GAR performance for MFCC with
4096 dimensions is observed at FAR equals 25.28%.
Atthe same FAR percentage, GAR performances for
MFCC with 196 dimensions, MFCC-PCA with 180
dimensions, MFCC-KPCA_Gaussian with 117
dimensions and MFCC-KPCA_polynomial with 180
dimensions are 99.26%, 99.66%, 99.93% and
99.26%, respectively. Meanwhile, at FAR equals o
1%, the GAR performances are 99.05%, 93.45%,
97.64%, 98.38% and 96.35%, respectively. Table 4
shows the EER performances based on the selected
features dimensions. The MFCC with baseline
dimensions of 4096 shows the best EER results.
However, this is unfavourable due to the long
processing time as discussed in the previous section.

7. Conclusion
As the processing time is critical in running the

real time system, this study evaluated the data
reduction based on principle componentanalysis for
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speech signal data. This study reveals that by
executing the right method for data reduction can
really improve the time taken for wverification
process and at the same time can maintain the
system accuracy. The performances of MFCC-SVM,
MFCC-PCA-SVM, MFCC-KPCA_Gaussian-SVM and
MFCC-KPCA_Polynomial-SVM system have been
evaluated for this purpose. Based on EER evaluation,
the best performance has been observed using
KPCA_Gaussian by using linear SVM as the classifier.
For future research, the improvement based on
speed up algorithm on kernel calculation should be
considered.
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Abstract

The automatic frog sound identification system is one of the most useful approaches to assist expetts in identifying frog species
and to replace manual techniques claimed to be costly and time-consuming. However, to execute an automatic system in a noisy
environment due to background noise is a challenging task. Hence, more robust syllable segmentation techniques are required. In
this paper, a combination of enhanced starting and end points detection namely short time energy (STE) and short time average
zero crossing rates (STAZCR) is proposed to improve the syllable segmentation. There were fifteen frog species from the
Malaysian forest were employed in this study. To validate the performance of the STE and STAZCR, a comparison of the
syllable segmentation techniques based on time-frequency domain i..e. sinusoidal modelling (SM) and time domain i.e. Energy
and Zer Crossing Rate (E+ZCR) were employed. The experimental results demonstrated that the STE+STAZCR technique is
able to obtain 96.27% performance compared to the other techniques i.e. SM and E+ZCR which only achieved 88.53% and
89.97% respectively.

© 2015 The Authors. Published by Elsevier B.V.
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1. Introduction

Frogs are often the most abundant, diverse group of vertebrate organisms in forested or high trophic levels, and in
many systems, they are considered as the t0p predators‘. This amphibian is also considered to be a bio-indicator of
environment Stress. The health of the frog population indicates the health of the whole ecosystem due to their bi-
phasic tife?. These phenomena which can be observed in our surroundings can become signs to the environmental
disturbances. Frogs have survived for the past 250 million years in countless ice ages, asteroid crashes and other
environmental disturbances but yet, one-third of these amphibian species are on the verge of extinction nowadays.

1878-0296 © 2015 The Authors. Published by Elsevier B.V.
Peer-review under responsibility of organizing committee of Environmental Forensics Research Centre, Faculty of Environmental Studies,
Universiti Putra Malaysia.
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So, this should be served as an alarm call to humans that if there is a presence of disturbance in our environment.
Because of their importance to the ecosystems and the ability to indicate the environmental stress, research involving
frog identification systems based on their calls is warranted to preserve the world from frog species elimination.
Although a few frog species are flourishing in human environments and has been adapting to the noise, many species
have suffered dramatic population declines. Therefore, studies on frog species recognition have become crucial as
frogs also play an important role in the ecological system.

Generally, frog uses acoustic communication for a wide range of essential functions, not only for territorial
defence and mating ritual, but also for navigation, nurturing, detection of predators and foraging'. Their
communication can occur over varying distances that allows an obstructive detection of their existence’. Therefore,
identifying frog species based on their calls is more effective for environmental monitoring. Commonly, the frog
calls are represented as a sequence of syllables. A syllable is basically a sound that frog produces with a side blow of
air from the lungs. Compared to the human, the syllables of frog seem to be slightly less complex than the human’s
due to non-vowel-consonant syllables and less intricate grammar’. However, it typically has much more variety
sounds even among the same species to show their mating readiness, defend their territory and communicate with
each other. Hence, a syllable segmentation is considered to be the beginning of the processing step in frog calls
identification system’.

So far, there have been many techniques in signal segmentation are proposed in the literature, which can be
broadly categorized as time-frequency and time domains. One of the best-known time-frequency techniques is the
spectrogram and was used in various applications*. However, it can be successfully implemented in clear condition
and it is also highly demanded in data storage and computation’. To increase the discriminative power of the features
under noisy condition, many approaches have been proposed. For example, Harma’ proposed the Sinusoidal
Modelling (SM) technique to segment the syllables of continuous bird song. Following on the successful SM
technique in the bird song segmentation, this technique was applied in different bioacoustics application™.
Meanwhile, the Energy-based segmentation technique has been used muostly in the time domain due to their
simplicity and easiness in the segmentation process. To improve the noise robustness, the energy technique was
combilt}cg with Zero Crossing Rate (ZCR)'®. This method has been employed to segment the sound in animal
sound .

Nonetheless, identifying particular frog calls becomes challenging in a case where background noise often
interferes with the process. In the real condition, the recordings may be corrupted by stationary and non-stationary
background noise. Since the frog sounds are recorded in a real environment that is rormally corrupted by non-
stationary background noise, these methods lead to detection errors'’. For the case of the stationary background
noise, the existing techniques are still reliable. However, to deal with non-stationary noise, these techniques are no
longer appropriate. This is because these techniques can only achieve good accuracy in high signal to noise ratio
(SNR) environments but they will fail in low SNR environments'’. Therefore, an improvement from the previous
segmentation-methods has been investigated to give greater performance in syllable detection in the cases of both
stationary and non-stationary background noises. This paper proposes two techniques, namely Short Time Energy -
(STE) and Short Time Average Zero Crossing Rate (STAZCR) to overcome the above problem. The STE was used
to estimate the initial syllable boundaries while the STAZCR was employed to refine these boundaries. Both STE
and STAZCR were combined together to determine the starting and end point detections to detect the region of
interest for the syllables. At the same time, it should be able to exclude the background noise and syllables which
were not in the same group of the syllables of interest. This paper is outlined as follows. In Section 2, the
architecture of the frog identification system contains the background of the study. The proposed syllables
segmentation technique is explained in Section 3. Section 4 describes the experimental results and discussion.
Finally, conclusions are summarized in Section 5.

2. Data acquisition

The frog sounds were collected from two sites in the Malaysian forest in the state of Kedah The first site is
located in Sungai Sedim, Kulim and the sounds were recorded next to a running stream from 8.00 pm to 12.00 pm.
The second site is located in Baling where the frog sounds were recorded in a swampy area from 6.00 pm to 10 pm.
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The recordings were made using a Sony Stereo IC Recorder ICD-AX412F supported by a Somy electric condenser
microphone 32-bit, 32kHz sampling frequency with WAV format. They were fifteen species are obtained from five
families which are Hylarana glandulosa (rough sided frog), Kaloula pulchra (asian painted bullfrog), Kaloula
baleata (flower pot toad), Microhyla heymonsi (Taiwan rice frog) and Microhyla butleri (painted chorus frog) from
Microhylidae family, Phrynoidis aspera (tiver toad), Duttaphrynus melanostictus (black-spectacled toad) and Genus
ansonia (stream toad) from Bufonidae family, Odorrana hossi (poisonous rock frog) and Hylarana labialis (white-
lipped frog) from Ranidae family, Polypedates leucomystax (common tree frog), Philautus mjobergi (bubble-nest
frog), Rhacophorus appendiculatus (frilled tree frog) and Philautus petersi (kerangas bush frog) from
Rhacophoridae family and Fejervarya limnocharis (grass frog) from Dicroglossidae family®.

3. Syllable segmentation

The proposed technique is first implemented by the framing process where the signals are converted into frames
where each frame had the same number of samples with a frame size of 20ms and each frame overlaps by 10ms.
Therefore, the number of samples in a frame was set to 640 and number of samples for frame shift was set to 320
samples. The windowing process is then applied to minimize the signal discontinuities at the beginning and end of
each frame by zeroing out the signal outside the region of interest. In this study, the Hamming window is used as the
window function due to the side lobes of this window being lower compared to other windows. Moreover, the
hamming window gives much attenuation outside the bandpass than other comparable windows'*. The window is
defined by the expression below:

o) =[0.54—0.46cos(27l%_ 1) k=0,.,N-1 . .

0 otherwise
where w(k) is the window function and N is the length of each frame.
The signal after framing and windowing process is given as:
x,,(m) = x(kyw(m —k) )
where x,(m) is the input signal in one frame, m is the temporal length of each frame and the operator w(m-k)
represents a frequency shifted window sequence, whose purpose is to select a segment of the sequence x(k) in the

neighbourhood of sample m=k .
By introducing the framing and windowing processes, the STE function is defined by the following expression:

N
E,= -;—,Z[x(k)w(m - )
k=1
where E,,is the function which measures the change of voice signal amiplitude.
If the STE of the incoming frame is high, the frame is classified as a voiced signal frame and if the STE of the

incoming frame is low, it is classified as an unvoiced signal frame.
On the other hand, the STAZCR is defined as:

1 N
Z,= ﬁél sgn (k) —sgnlx(k ~ D] w(m ~ k) ©)

where Z,,is the function which defines the zero crossing count.

If the STAZCR is high, the frame is considered to be an undesired signal and if it is low, the frame is considered to

be a desired signal frame.

In order to ensure that the start and end point detection of the syllable performs well, threshold levels need to be
set. Here, the peak finding algorithm is proposed to iteratively narrow the searching numbers of local minima and
maxima before determine the threshold level. In this algorithm, the potential points are firstly determined. This is
dore by calculating the first derivative of E,, and Z,,. The potential points can be detected by considering the sign of
the difference. -A change from negative to positive number corresponds to a local maximum and a change from
positive to negative corresponds to a local minimum. Subsequently, a selective point is used to ensure the local
maxima is selected at least Y of the range of the data. For the STE, this point is given as:
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E -E, ‘
E = mmax mmin
ms 4 (6)
where E, is the selective point for the STE, E,max is the maximum value of the STE and Epi, is the minimum value
of the STE. ’

Meanwhile, the selective point for the STAZCR is given as:

Z = meax — mein

ms D
4
where Z, is the selective point for the STAZCR, Z,ma is the maximum value of the STAZCR and Z,, is the
minimum value of the STAZCR.

The next step is to decide whether the potential points can be selected as local maxima or otherwise. The
potential point is considered as local maxima if the point is satisfied with the condition written in Equations (8) and
9).

Epp > Epys + Eppy ®

where E,,, is the value of the STE at current test point and £, is the value at the reference point.

{ . Z,,,p > Zrus + Loy )

where Z,,, is the value of the STAZCR at current test point and Z,,is the value at the reference point.
Initially, the minimum value of the STE and STAZCR is set as reference point. However, if the local maxima is
found, the new reference point is selected. Afier determining the local maxima, the threshold level is given as:

_[LE,>Tgand Z,>T,
Th= { 0,otherwise . (10)
 where Ty and T;are the thresholds for STE and STAZCR, respectively and they are defined as:
W(E Y+E
T. = mmax,1 mmax,2 ) 11
E W +1 . a1
T, = W(meax,l)+ meax,Z ’ (12)
z w+1

where W is the weight parameter, E ) and Z,ma, ;s are the first local maximum values while E,pay 2 aRd Z a2 a1
the second local maximum values of frequency distribution, and Tg and 77 are the threshold level for the STE and
STAZCR respectively. We observe that the large values of W obviously lead to the threshold values being closer to
the maximum values of STE and STAZCR. In this study, the best value of W obtained was 5.
Fig. 1 illustrates the outputs of the segmentation by using the STE and STAZCR techniques. The red line in Figs.
1(a) and 1(b) is the threshold level for the STE and STAZCR respectively. In the meantime, the boundary line in
. Figure 3.8(c) is marked to indicate that the signal is detected. It can be observed the threshold level plays an
important role to determine the starting and ending point of the STE and STAZCR. )

L DRy

e A S
(c) Signal segmentation
Fig. 1. Signal segmentation process
4. Experimental results

The proposed methods have been impiemented in Matlab R2009 (b) and have been tested in Intel Core i7,
2.1GHz CPU, 2G RAM and the Windows 8 operating system. The results of STE+STAZCR technique was
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compared with the SM’ and E+ZCR® techniques. They were ran in two experiments. The first experiment discusses
results of signal segmentation on the audio signal based on subjective and objective evaluations. The subjective
evaluation is investigated by visual interpretation for each technique while the objective evaluation is implemented
by comparing the results based on five parameters which are CORRECT, Front End Clipping (FEC), Mid Speech
Chppmg (MSC), OVER, Noise Detected as Speech (NDS)’. In this experiment, there were 10 calls from each
species were tested. The second experiment discusses the performance comparison of the SM, E+ZCR and
STE+STAZCR techniques in the classification results. In this part, the audio features were extracted by using Mel
frequency cepstral coefficient (MFCC) and the feature dimension size was fixed at 4096 (64x64). The k nearest
neighbor (kNN) classifier was used and the value of k was set to 5. For each species, 20 syllables have been used for
training and 25 syllables have been used for testing. Thus, the total 300 and 375 syllables from 15 different species
were used for the training and testing purposes respectively. This experiment was evaluated in terms of
Classification Accuracy (CA) as in Equation (13).
CA= Ne x100%
N; _
where N, is the number of syllables which is recognized correctly and N7 is the total number of test syllables.

a3

4.1. Performance results based on the subjective and objective evaluations

Fig. 2 presents the signal segmentation results for a Polypedates leucomystax in the real environment. In the SM
technique, the results indicate that the majority of the frog calls were detected within the insertion and clipping
errors. Meanwhile, the insertation errors i.e. OVER were present when the signal was segmented by E+ZCR
technique. The results reveal that the STE+STAZCR can reduce both the insertion and clipping errors compared to
the SM and E+ZCR techniques.

_ “(©) STESTAZCR
Fig.2. Comparison of syllable segmentation for a Polypedates leucomystax

A comparison of the performances of the SM, E+ZCR and STE+STAZCR techniques based on objective
evaluation are presented in Table 1. This table reveals the STE+STAZCR has achieved the highest correct detection
rate compared to other techniques. As observed in the table, the SM exhibited the highest clipping errors
(FEC+MSC) of 1.775% followed by the E+ZCR of 0.67%. They revealed that the STE+STAZCR had the lowest
clipping errors rate compared to SM and E+ZCR with 0% was achieved. Meanwhile, the insertion errors
(NDS+Over) were found in all techniques. Similar results were observed in the SM where this technique achieves
the highest error rate with 5.115% followed by the E+ZCR with 5.11%. On top of these, the STE+STAZCR was
able to reduce the effect of the clipping errors compared to SM and E+ZCR techniques with 0% was achieved.

Table 1. Signal segmentation performances based on objective evaluation

Exror Parameter SM E+ZCR STE+STAZCR
CORRECT (%) 86.22 88.44 94.45
Clipping FEC (%) 133 0.67 0
€errors MSC (%) 222 067 0
Insertion NDS (%) 467 267 0.44
eITors OVER (%) 5.56 7.55 5.11

4.2. Performance results based on the classification accuracy
The comparison analyses in term of CA performances on various noises in different levels of SNRs are shown in

°
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Table 2. By using the CA calculation, it was found that the SM and E+ZCR were unable to achieve more than 90%
of the CA rates. Overall, the CA rates for both techniques exhibited slight similarity. The STE+STAZCR provided
better CA rate compared to the SM and E+ZCR techniques with the CA rate was 96.27%. It concluded that despite
inboth stationary and non-stationary environments, the proposed technique performed well in terms of CA.

Table 2. Signal segmentation performances based on the CA
Technique SM E+ZCR STE+STAZCR

CA(%) 88.53 89.97 96.27

S. Conclusion

Frogs play an important role in ecosystems since this species controls the insect population, and is a food source for
certain animals. Since frogs bring many advantages to ecosystems, an automatic syllable segmentation for frog calls is
needed. In this paper, the frog sound identification system based on syllable segmentation has been studied and
successfully implemented. This study also introduced the combination of the STE and STAZCR to detect the syliables,
which can increase the accuracy of the start and end point detection of the syllables. The results were evaluated based on
the objective evaluation and CA. The proposed method has been compared with the baseline method which is the
combination of energy and ZCR. It was found the proposed STE and STAZCR outperform other thecnique and
wascorrectly detect edthe syllables with 94.45% and classified the frog sound with 96.67%.
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The Local Histogram Equalization And
Adaptive Thresholding for Hand-Based
Biometric Systems

Haryati Jaafar, Salwani Ibrahim and Dzati Athiar Ramli

Abstract— Hand-based biometric systems are the emerging type
of biometrics that attracts researchers in biometrics area. As
compared to the other biometric traits such as face and iris, the
image quality of a hand-based system are robust with more
information can be employed even though it is in low resolution. A
new approach image enhancement and segmentation called the local
histograin equalization and adaptive thresholding (LHEAT) was
proposed to improved the quality of image taken. It was firstly
obtained to ensure an equal distribution of the brightness levels. The
useful information of the image was then extracted and the
foreground from the nonuniform illumination background was
separated. The sliding neighborhood operation was also applied such
that the computation is much faster. Three hand-based biometric
databases i.e. the fingerprint, finger vein and palm print databases
were employed and evaluated based on the quality of image and
classification accuracy (CA). Experimental evaluation based on
quality of image shows that the proposed LHEAT has better
performance than local histogram equalization (LHE) and local
adaptive thresholding (LAT) with more than 45 of peak-signal-to-
noise ratio (PSNR). The results also shows that the proposed LHEAT
is able to achieved more than 90% in term of CA. This shows that the
proposed LHEAT is able to enhance and segmented the images
effectively.

Keywords— Hand-based biometric system, LHEAT, LHE, LAT,
sliding neighborhood

I. INTRODUCTION

T ODAY’S complex demands for reliable authentication
and identification methods are increasing rapidly.
Initially, the traditional technologies such as personal
identification number (PIN), smart cards and passwords were
introduced [1). However, they had a number of inherent
disadvantages such as duplication, misplacing and hacking.
Therefore, biometrics were introduced in the late 90s to
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recognize a person based on the physiological or biological
characteristics [2]. The biometric technology is inherently
more reliable. It is capable to provide a level of assurance for
the preventions of duplication, stealing and hacking. Due to
the specific physiological or behavioral characteristics that are
possessed by the users, this technology is able to be
implemented in various fields such as door access controls,
criminal investigations, logical access points and surveillance
applications [3].

There are various kinds of modalities of the biometric
systems that are either widely used or developed such as the
fingerprint, iris, face, hand geometry, palm print, gait, voice
and signature [1]. Among the available biometrics, hand-based
systems such as the finger vein, fingerprint and palm print are
found to be the most popular due to their high user acceptance
and excellent advantages in their application [4].

The features of the finger vein are inside the skin surface,
which makes it difficult to be duplicated. Thus, it is more
secure compared to other modalities and leads to the high
recognition accuracy. In addition, as the veins are located
inside the body; it is less likely to be influenced by changes in
the weather or physical condition of the individual. Moreover,
the rushes, cracked and rough skin does not affect the result of
recognition [11]. On the other hands, the images quality of a
fingerprint and palm print are robust because of its multiple
lines, wrinkles and ridges while the palm print covers even
more information and the ridge structures remain unchanged
throughout the life, except for a change in size (12].
Currently, they are offering low costs for data acquisition and
the possibility of acquiring the data easily. The image can be
collected in the real environment where the acquisition
devices had no pegs holding the finger or palm.

However, the main problem with hand-based images is that
they are of low quality due to several reasons such as the
movement of hands, use of low resolution capturing devices
and environmental factors. These factors obscure image
details and create noise which badly effect object detection
and recognition. Commonly, the problem of suppression of
noise in these images is solved by a smoothing technique [5].
However, this process has the potential to blur all sharp edges
containing an important information about the image [6]. In
order to overcome this problem, a combination of image
enhancement and segmentation techniques is found to be more
appropriate in such ways. Hence, this paper proposed a
contrast image enhancement and image segmentation by
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introducing the local histogram equalization and adaptive
thresholding (LHEAT) technique. This technique is an
improved version of the local histogram equalization (LHE)
and local adaptive thresholding (LAT) techniques [7, 8]. In the
LHEAT, the LHE was firstly obtained to ensure an equal
distribution of the brightness levels. The LAT was employed
to extract the useful information of the image that had been
enhanced by the LHE and separated the foreground from the
nonuniform illumination background. In addition, the sliding
neighborhood operation was applied such that the computation
is much faster. This is an advantage of the LHEAT on
reducing the time processing of the image enhancement stage
compared to the baseline LHE and LAT techniques. The rest
of this paper is organized as follows: The proposed LHEAT
technique is described in Section II. The experimental set up
and results are explained in Section III, and this paper is
concluded in Section IV,

[I. THE PROPOSED LOCAL HISTOGRAM EQUALIZATION AND
ADAPTIVE THRESHOLDING

The flowchart of the LHEAT techniques is shown in

Fig. 1.
; LHEAT techniques
Input :
image : local window Ly Sliding
neighbrhoods neighborhood

“ Fig. 1 A flowchart of the proposed fingerprint enhancement
algorithm.

An input image was first broken into small blocks or
local window neighborhoods containing a pixel. This was
similar in the LHE, LAT and LHEAT. Each block was
surrounded by a larger block. The input image was defined as
X ERHXW
enhanced image was defined as Y ERM, with g W pixels.

L=lagn

with dimensions of / xW pixels, and the

The input image was then divided into the block
of window neighborhoods with the size WX W where
HxW :l

WX W

w<W,w< H and n:[

Each pixel in the small block was calculated using a
mapping function and threshold. The size of w should be
sufficient to calculate the local illumination level, both objects
and the background [9]. However, it led to a complex
computation which can be reduced by employing the sliding
neighborhood. This operation can also decrease the
acceleration of the computation. Fig. 2 shows an example of
the sliding neighborhood operation. An image with a size of
65 pixels was divided into blocks of window neighborhoods
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with a size of 3x3 pixels. It is shown in Fig. 2(a). The 6x5
image matrix was first rearranged into a 30 column (6x5=30)
of temporary matrix, as shown in Fig. 2(b). Each column
contained the value of the pixels in its nine rows (3x3=9)
window. The temporary matrix was then reduced by using the
local mean (M,): t
1< 1

M, N}gwj 49
where w was size of window neighborhoods, j was the number
of pixels contained in each neighbourhood,i was the number
of column in temporary matrix and N was the total number of
pixels in the block.
After determining the local mean in Equation (1), there was
only one row left as shown in Fig. 2(c). Subsequently, this row
was rearranged into the original shape as shown in Fig. 2(d).

w=3

——

=1]=2 ] j=a
4| =5 |3
R EIEIE
H=6

w=5

(a) Original image with window neighborhoods

operation
123458 70 90UNENMBONTHUDANRUBINAB R

(b) Temporary matrix

Uy

LR ARA AR

(c) One row matrix

(d) Rearranged row into the original shape

Fig. 2 The sliding neighborhood

The LHE was then obtained to ensure an equal
distribution of the brightness levels. There are three major
steps in the LHE technique. There are the probability density
(PD), the cumulative distribution function (CDF) and the
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mapping function. The probability distribution of image PD
for each block can be expressed as:

n.
P(i)=—L for i =0,1,...,L-1 2
(@)= fori @

where n, is the input pixel number of level, i is the input
luminance gray level and L is gray level, which was 256 in the
investigated case.

The LHE uses an input-output mapping that is derived from
CDF of the input histogram as defined in below:

C)=3P0) ®
i=0

Although the image has been enhanced, it remains
mildly degraded because of the background noise and
variation in contrast and illumination. Hence, the 2D median
filter, containing a 3x3 mask was applied over the grayscale
image to reduce the effect of salt and pepper noise and the blur
of the edge of the image. Given an input vector is x(n) and
y(n) is the output median filter of length | where 1 defines the
number of samples over which median filtering takes place.
When | is odd, the median filter can be defined as stated in
Equation (4).

y(n)=median{x(n—k :n+k),k=(-1)/2} “)

When [ is even, the mean of the two values at the center of the
sorted samples list is used.

Once it was filtered, the image was segmented using the LAT
technique to separate the foreground from the background by
converting the grayscale image into binary form. The
Sauvola’s technique was applied here due to its promising
effects on the degraded images. By using the Sauvola’s
technique, the following formula for the threshold is:

. Z_ 5
7;,(:)~M[1+k[R I)] )

where T}, is the threshold, & is a positive value parameter with
f= 0.5, R is the maximum value of the standard deviation,
which was set at 128 for grayscale image and Z is the standard
deviation which can be found as:

= LS (w,- 6)

Z= N_lg;(wl M)

The binarization results can be denoted as follows y(7) as in
Equation (7)

1 if4()> Tii)
y(@) = @

O otherwise

As mentioned before, a suitable value for window size, w
was greatly affected the image. If the window size is too
small, the image resulted segmented regions appear was less
visible. Meanwhile the large window size had caused the
important details of the image was disappeared. In this study,
the best value of w is obtained by the w=11 for the finger vein
and fingerprint databases and w=9 for the palm print database.
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III. EXPERIMENTAL RESULTS

In this section, a comparative study on the performance of
LHEAT technique on the hand-based biometric database had
been investigated and compared with the LHE and LAT
techniques. The experiments were implemented using Matlab
R2010 (b) and were tested in Intel Core i5, 2.1GHz CPU, 6G
RAM and Windows 7 operating system.

A. Data Acquisition

The finger vein database was provided by the IBG, USM. It
is available for downloading from the following website:
hitp://blog.eng.usm.my/fendi/. The capturing device was
comprised of three units of Near-Infrared-light emitted diode
(NIR-LED) of wavelength = 850 nm and a Sony PSEye
camera with an IR passing filter. The NIR-LEDs were placed
in a row on the top section while the camera was attached to
the bottom side of the capturing device. To reduce the user’s
discomfort, the users were simply asked to place their fingers
on the acquisition devices and there had no pegs holding the .
finger. The spatial and depth resolutions of the images were
set at 640x480 pixels and 256 grey levels, respectively. The
images were then segmented into the region of interest (ROI).
A few examples of the ROI of the finger vein images are
shown in Fig. 3.

The database was obtained from 123 volunteers who were
staffs and students (83 males and 40 females) from University
Sains Malaysia (USM). The range of age of the users was
from 20 to 52 years old. Each user contributed four of their
fingers which were the left index, left middle, right index and
right middle fingers resulting in 492 finger classes for this
investigation. The images were acquired in two sessions with
a time gap of by more than two weeks. Each finger was
captured six times in every session. There were 2952 samples
extracted from the first and second sessions were used as the
training and testing samples, respectively.

The fingerprint database was obtained from the Fingerprint
Verification Competition 2006 (2006FVC). The image was
collected by using an optical sensor with the resolution of the
sensor is 569 dpi in the image format of BMP, 256 gray-levels
size of 400x560 pixels. [10]. This database was collected from.
150 volunteers who were randomly selected including the'e
manual workers and elderly people. They were simply asked
to place their fingers on theé acquisition device. There was no
constraint was enforced to guarantee the highest quality of the
captured images. The final databases were selected from a
larger database by choosing the fingers that were more
difficult to be evaluated according to a quality index. This was
done to make the benchmark sufficiently difficult for a
technology evaluation. Each user had provided 12 samples per
finger. Thus, the final databases collected were 1800
fingerprint images 1800 samples from 150 users and they were
then partitioned in half (900 as the training samples and the
other 900 for the testing samples). Some examples of the
fingerprint images are shown in Fig. 4
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Fig. 3 The example of extracting ROI finger vein image collection

Fig. 4 The examples of fingerprint image collection

The palm print database was provided by the IBG, USM. The
image was taken using a HTC One X android mobile phone
with the image resolution of 8 megapixels of image resolution
at a fixed background the files were saved in JPEG format. It

was obtained by collecting the palm print images from 40
users, who were the students from School of Electrical and
Electronic, USM. The age range of the users were from 19 to
23 years old. The database were comprised of 60 palm print
images from every user in which 20 of them were used as the
training samples and the other 40 images were applied as the
testing samples. The original image was then transformed into
a gray scale image and extracted into the ROL A few
examples of the ROI of the palm print images are shown in
Fig. 5.

Fig. 5 The examples of extracted ROI palm print image collection

B. Performance Evaluation

In this study, the evaluation of the performance of the
hand-based biometric system is based on quality of image and
the CA. In the quality of image, the performance of the
proposed technique was evaluated in two evaluations
subjectively and objectively. The perception of an image
quality improvement in the human visual system is a
subjective evaluation while the perception of quantitative
measures is an objective evaluation. The objective evaluation
is determined based on the PSNR computation. The higher
value of the PSNR the more improved is an image.

PSNR is calculated using:
2
PSNR:IOIOg‘"(L 1) &
MSE

where MSE can be calculated as:

®

where X is the original image, ¥ is an enhanced image, m is
the intensity of the pixel at position (i), R and C are the row
and column of the 1mage size.

The duration of the processing time of each method is also
compared to investigate the complexity of the enhancement
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approaches. The enhancement process is expected to be
computed with 2 minimum period of run time.

In order to investigate the effectiveness of proposed
technique based on the CA, the k nearest neighbor (kNN)
classifier with k=5 was employed to calculate the score of the
pattern matching between training and testing data of the
databases. The experiments were evaluated in terms of CA
such that:

C, =&X100%
N,

where N, was the correct identified number of samples and Ny

was the total number of test samples.

Table I, II and III show the comparison of output results
based on the quality of images for the finger vein, fingerprint
and palm print, respectively. It was observed the LHEAT
technique attains the best result in all conditions and exhibits
the highest quality results according to visual inspection,
PSNR and processing time.

For the subjective evaluation, the details in the enhanced
images using LHEAT were clearer and sharper, especially in
the fine details like the ridges in which they were became
more visible. For the objective evaluation, the LHEAT
obtained the highest value of PSNR with more than 45
compared to LHE and LAT techniques. The LHEAT gives
another advantage over other methods in term of its simplicity
in computation. In the proposed LHEAT technique, the time
complexity is O (n”) because the sliding neighborhood is only
used to obtain local mean (/) and local standard deviation (Z).
Hence, the time required for LHEAT is much closer to global
techniques.

(10)

TABLE L COMPARISON OF THE LHE, LAT AND LHEAT FOR THE
FINGER VEIN IMAGE
LHE LAT LHEAT
Image
Time (s) 0.436 0.976 0.141
PSNR 33.81 38.89 49.55
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COMPARISON OF THE LHE, LAT AND LHEAT FOR THE

TABLE IL
FINGERPRINT IMAGE
Image
Time (s)
PSNR
TABLE IIL COMPARISON OF THE LHE, LAT AND LHEAT FOR THE PALM
PRINT IMAGE
LAT LHEAT
Image
Time (s) 2.847 0.531
PSNR 40.98 45.37

To further investigate the superiority of the proposed
LHEAT, the analytical results of LHE.LAT and LHEAT in
term of CA are also presented in Table IV. It was observed
that the LHEAT achieves the highest CA compares to the
LHE and LAT, yielding a CA of 90.93%, 93.26% and 92.6%
for finger vein, fingerprint and palm print databases,
respectively. It can be concluded in the LHEAT yield
promising results since the brightness levels has been
enhanced by distributing the brightness equally and recovered
original images that were over- and under-exposed.

TABLE IV. COMPARISON OF THE LHE, LAT AND LHEAT BASED ON
THE CA

LHE LAT LHEAT
Finger vein 78.6% 81.07% 90.93%
Fingerprint 8831% 83.72% 93.26%
Palm print 87.2% 82.41% 92.66%

IV. CONCLUSION
This paper focused on 1mage enhancement and

segmentation of the quality of the hand-based biometric
images such as the finger vein, fingerprint and palm print. To
enhance images, we propose the LHEAT technique. Because
the sliding neighborhood operation is applied in the LHEAT
technique, the computation was much faster compared with
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previous techniques, such as LHE and LAT. Moreover, this
method works well in in the real environments.

Extensive experiments were performed to evaluate the
performance of the system in terms of image enhancement and
image classification. The proposed system exhibits promising
results. In terms of quality of the image, the PSNR with the
LHEAT technique was more than 45, and the processing time
was three-fold lower than with the LHE and LAT techniques.
In addition, the proposed LHEAT was achieved more than
90% in term of CA The proposed LHEAT technique is
convenient and able to manage in the real environment.
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Abstract. There are many methods have been carried out for human recognition such as
personal identification number (PIN), password or ID card but all of these methods can be
guessed, hacked or stolen. Palm-print verification system is a biometric technology which is
developed to authenticate person based on individual palm-print pattern. This paper presents
an initial effort to perform touch-less palm-print recognition system by considering the
effective way to extract the palm-print region of interest (ROI). The system starts with hand
image collection using smart phone device. This project proposes two hand tracking
algorithms i.e. two point method and canny method so as to detect the peak and valley of the
palm. Afterwards, the desired ROI is selected and the palm-print RO is stored in database for
the evaluation of their appropriateness to be used for the touch-less palm-print recognition
data.

Keywords: palm-print, biometrics, region of interest (ROI), touch-less, smart phone.

1 INTRODUCTION

Biometrics refers to an automatic verification or identification of a person based on hisher
physiological and behavioral characteristics (Yih et al., 2009), (Zhang, 2004). Many types of
biometric systems have been developed based on traits such as speech, face, fingerprint and
many more. A palm-print verification or identification system is one of the biometric systems
that use palm-print trait as features to authenticate or identify individuals (Goh et al., 2010).
Palm is the inner surface of a hand between the wrist and the fingers. The palm itself
consists of principal lines, wrinkles (secondary lines) and epidermal ridges (Tabejammat and
Kangarloo, 2007). It differs to a fingerprint in that it also contains other information such as
texture, indents and marks which can be considered as informative features when comparing
one palm to another (Yih et al., 2009). It serves as a reliable human identifier because the
print pattemns are not duplicated in other people (Goh et al., 2010). Most of the palm-print
biometric systems utilize scanner or Charge Couple Device (CCD) camera as the input sensor
(Tabejammat and Kangarloo, 2007), (Kasturika and Misra, 2011). However, these devices
should be handling in controlled or semi-controlled environment. Furthermore, many types of
equipment are involved during data collection thus these devices are limited to be used at
specific places only (Goh et al., 2010), (Goh et al., 2008). Another weakness of using touch
based device is the users must touch the sensor to capture their hand images. Due to the sanity
issue, people are concerned to put their hand on the same sensor that may spread virus or
bacteria through the device. So, in this study, a touch-less device is proposed for palm image
capturing as it will be more comfortable for the users of the system, less equipment are
involved during data collection and can be implemented without restriction of certain places.
~ Today, there are many technology devices that can be used to implement this system. In
this project, android smart phone camera is used to capture the palm image where the user
does not need to touch any panel or screen to avoid the hygiene and sanity issue (Julio and
Shu, 2009), (Meraomia et al., 2011). For this purpose, an android application is developed and
some guidelines will be displayed on the smart phone screen. So that the user will be assisted
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in term of hand positioning and the correct distance between the user hand and smart phone
camera. The application has been built as a user friendly tool for palm image capturing and
once captured, the image will be sent via internet to server for database collection. Since this
technology device is widely used nowadays, it is easy to be executed by installing the
application on the android device (Julio and Sbu, 2009). The main requirement is an android
smart phone and wireless or 3G network will be used for server connection (Ismail and Sabri,
2010).

The entire process in developing palm-print recognition system is illustrated as in Figure
1. However, this paper only focuses on the data acquisition part for the ROI selection for
touch-less palm-print recognition system. The first objective of this paper is to collect palm-
print images using smart phone camera for data collection. The second objective is to
implement two types of hand tracking algorithms i.e. two point methods and canny method to
the palm-print images so as to detect the peak and valley of the palm. Finally, the last
objective is to select the ROI of the palm based on the obtained hand peak and valley as the
reference point.

Decision ol Classification Feansre Extraction

Fig. 1.The processes of the proposed palm-print recognition system.

2 METHODOLOGY

This paper proposes a touch-less palm-print recognition systems and will use phone
camera for capturing hand image. On the display screen itself, we provide two points for user
to control their hand, align hand into the area and capturing hand image perfectly. After that,
ROI will be selected by using peak-valley detection method (Al-Kutabi et al., 2012). Some
experiments have been carried out for the evaluation of the propose technique performances.
There are a few challenges and limitations that need to take into account before developing
the data acquisition module as discussed in the following items:

Distance between hand and input device — In order to capture good quality images, the
distance between the hand and device must be in the right distance. This is because if the
distance is too far, the images may come out unclear or blurred. This will cause problem
while extracting the features from the images. The developed module should provide a
function which is able to control the distance during image capturing In this study, this
problem is solved via developing a smart phone application by preparing hand template on the
display screen. So users can adjust their hand to fit into the region.

Hand position — Position of the hand is one of the importance steps to ensure the hand
tracking and peak and valley detection can be well executed. To overcome this limitation, the
user is requested to put their palm in vertical position with the help of reference poiats on the
smart phone application.

Chromatic color background — Due to the data are collected either in indoor or outdoor
which may be influent by bad illumination, so the chromatic color background also one of the
challenges. So that the developed module must be able to properly differentiate the skin to
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background color. Moreover, a busy background should be avoided and set as a limitation to
the system.

2.1 Data collection

In this experiment, the lighting and distance between hand and smart phone is set as constant.
User only needs to make sure hand is aligned well and follow the point area in phone screen.
Sample of 40 individuals hand images has been captured with 60 images for each subject. The
experiment set up for the developed smart phone application data acquisition is shown in
Figure 2.

Fig.2. Experiment set up for the smart phone application.

On the smart phone screen, 2 reference points i.e. Vpeak and Hpeak are displayed for the
user to control the hand and fit into the point region. This will control distance and ignore the
chromatic color background. This task also requires the user to spread apart the fingers.
Subsequently, the hand image obtained from smart phone camera is sent via server to the
database. A standard PC with Intel Core i5 processor (2.50 Ghz) and 8.00GB random access
memories are used to run MATLAB code program for pre-processing steps.

2.2 Hand tracking, peak and valley detection and ROI selection

This step consists of two stages i.e. hand image tracking and peak-valley detection in order to
locate the ROL In this study, two methods i.e. two point method and canny method have been
experimented as discussed as follows:

2.2.1 Two point method

Figure 3 shows the whole process for the two point method. Before the process starts, there
are few pre-conditions need to be considered:

o  The lighting during capturing the image should be saturated.

e Hand position is in straight position and thumb finger should be aligned near to the
palm area.

Two point method steps:

1. Originally, the hand image is represented using Red-Green-Blue (RGB) format. The
image will be threshold to get a binary image (only 0’s and 1°s) of class logical and
the ‘hole fill’ function is applied to the small hole so as to get the perfect image.

2. Use the’ bw boundaries’ function to get the connected boundaries from the image
and plot the image.

3. Get the horizontal highest peak (Hpeak) and vertical highest peak (Vpeak). The two
points is plotted To get the reference point (Vpeak-507, Hpeak) for cropping the
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ROI, the calculation as in figure 2 is followed. Size of the ROI area is fixed to
650x712 pixels and result will same size for all samples.

4. From the calculation, square shape is drawn on the original image and ROI is
cropped.

Fig.3. Two point method process.

2.2.1 Canny Method

Canny method only has one pre-condition i.e. all tips must be captured. This is to ensure that
5 peaks and 4 valleys are inside the ROL Figure 4 and figure 5 show the whole process for the
canny method.

Canny method steps:

First the RGB 1mage is converted to gray scale then to binary image. Noise is then removed.
Use the Canny edge detection algorithm to identify edges in the image. The set of connected
pixels with the largest area in the image is then hypothesized to correspond to the hand.

Trace hand boundary from the canny processed image. To get smoother hand boundary, the
binary image need to filter out the strength noise.

Find and mark the peak valley (5 peaks and 4 valleys)

To find the peak and valley, use local minima and local maxima method. This method is
accurate if the hand boundary image is smooth. Plot the peak and valley in the hand boundary
image.

Sort peak and valley and name the points. This variable will be used in next step to calculate
the ROI of the palm area.

For the ROI area calculation, T1, T4, P1 and P3 are used as the reference point. The ROI is
located based on the intersection of tangent line drawn between T1 and Pl (first reference
point) and between T4 and P3 (second reference point). Draw square shape based on the
reference point. As the size of ROI varies from hand to hand (depending on the width of the
hand), all images are fixed into 700 x 700 pixels.

Auto-crop the ROI and save the image into new database
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(i)

Wy (i)

Fig.4. Hand Image Detection, (i) Original hand image, (ii) Binary image, .(iii) Hand contour
with Canny method, (iv) Perfect hand boundary plot.
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Fig.5. Five peaks and four valleys that represent the tips and roots of the fingers and the ROI

3 RESULTS AND DISCUSSIONS
Problem of the two point method:

Problem 1: If the lighting of the image is not saturated, the threshold image is missing more

nformation due to only the brighter area is captured. So the boundaries of the image will be
also affected. ;

Problem 2: The hand boundary image is not smooth enough and for some image, it is hard to
get the perfect two points.

Problem 3: Besides, these two points method also have problem with hand positioning. If the

position of the hand is too wide or the thumb finger does not align well, the wrong ROI is
found.

The examples of wrong ROI obtained as discussed above are illustrated in figure 6.
Problem of the Canny method:

Problem 1: if the image captured is missing one or more fingers due to image is too closed, it
will give an error because this technique requires 5 peaks and 4 valleys to be detected As an
example, figure 7 below shows the ROI obtained when only 3 peaks and 2 valleys are
successfully detected by the system.
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Fig.7. Problem with Canny method.

Consequently, as observed from the experimental results, the major different between these
two methods is the hand boundary image processed by canny method is smoother than the
two point method. This is because the two point method is directly traced the boundary from
the"binary image. But for canny method, the boundary is traced from the set of connected
pixels with the largest area in the image. Figure 8 shows the different of the hand boundary
image between the two point method and canny method. Evaluation on the overall data
collection, the two point method gives 70 ‘Z@While for the canny method is 89 %.
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Fig.8. Image selected using the two point method (left) and canny method (right).
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4 CONCLUSION

This paper presented step by step process in developing the automated palm-print ROJ
selection for touch-less palm-print Tecognition system, Two methods namely two point
method and canny method have been implemented and evaluated. Due to the capability of the
canny method to trace the hand boundary image smoothly hence can detect the 5 peaks and 4
valleys correctly; the desired Palm-print ROI can be obtained without facing many problems.
So that, the canny method can be a viable technique in selecting the accurate ROI for the use
of touch-less palm print biometric system. Future research wil] be devoted to the complete
process of the implementation of palm-print based touch-less biometric system using smart
phone device,
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Abstract—Biometric is a technology for verification or identification of individuals by cmploying a
person’s physiological and behavioural traits. Although these systems are more secured compared the
traditional methods such as key, smart card or password, they also underge with many limitations such
as noise in sensed data, intra-class variations and spoof attacks. One of the solutions to these problems is
by implementing multibiometric systems where in these systems, many sources of biometric information
are used. This paper presents a review of multibiometric systems including its taxonomy, the fusion level
schemes and toward the implementation of fixed and adaptive weighting fusion schemes so as to sustain
the effectiveness of executing the multibiometric systems in real application.

Keywords- biometric, multibiometric, level of fusions, fixed weighting, adaptive weighting.
I. INTRODUCTION

In the modern world, there is a high demand to authenticate and identify individuals automatically. Hence,
the development of technology such as personal identification number (PIN), smartcard or passwords have been
introduced. However, those technologies are inadequate since they are disclosable and transferable. For
example, PIN and smart card can be duplicated, misplaced, stolen or lost, long password can be hard to
remember by client and short password can be guessed easily by the imposter [1,2].

In order to overcome these problems, biometric-based authentication and identification methods are
introduced in late 90s. By applying biometric systems, it is possible to identify the person, or to validate a
claimed identity. Hence, the biometric systems have become an active research since these systems can be
implemented as security protection systems (e.g., access control), criminal investigations, logical access points
(e.g. computer login) and surveillance applications (e.g., face recognition in public spaces).

A biometric system is essentially a pattern-recognition system that recognizes a person based on a feature vector
derived from a specific physiological or behavioural characteristic the person possessed for authentication or
identification purposes [3]. It differs from classical user authentication system which is based on something that
one has (e.g., identification card, key) and/or something that one knows (e.g., password, PIN). Hence, a number
of physiological and behavioural traits can be utilized in the biometric systems such as fingerprint, iris, face,
hand geometry, palm print, finger vain structure, gait, voice, signature. Depending on the context of
applications, biometric systems may operate in two modes i.e. verification or identification [4,5]. Biometric
verification is the task of authenticating the test biometric sample with its corresponding pattern or model
according to the claim given by user. Whereas, biometric identification is the task of associating a test biometric
sample with one of number of patterns or models that are available from a set of known or registered individuals
[6].

Most biometric systems deployed in real-world applications are unimodal. These systems suffer with
problems such"as noise in sensed data, non-universality, upper bound on identification accuracy and spoof
attacks [7]. In order to overcome the problem, Hong et al. [8] examined the possible performance improvement
of biometric systems by using multiple biometrics. This paper showed that by integrating with other multiple
biometric sources, the performance was indeed improved. Such systems, known as multibiometric systems can
improve the matching accuracy of biometric systems and deterring spoof attacks [2].

Mutibiometric systems can also improve other limitations faced by biometric systems. For example, the
multibiometric system can address the non-universality problem encountered by biometric systems. If a person
cannot be enrolled in the fingerprint system, this person can aid the problem using other biometric traits such as
voice, face or iris. The multibiometric systems can also reduce the effect of noise data. If the quality biometric
sample obtained from one sources is not sufficient, the other samples can provide sufficient information to
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enable decision-making. Another advantage of multibiometric over single biometric systems is that, they are
more resistant to spoof attacks since it is difficult to simultaneously spoof multiple biometric sources. The
multibiometric systems are able to incorporate a challenge-response mechanism during biometric acquisition by
acquiring a subset of the trait in some random order [9].

However, the multibiometric systems also have major drawbacks compared with single biometric systems.
For example, the cost for the implementation of multibiometric systems is more expensive since these systems
require many sensors. Furthermore, such a system may also increase the user inconvenience and required the
user to interact with more than one sensor. For example, in a2 multibiometric system, both fingerprint and iris
images of a person are required. Therefore, a user not only needs to touch the fingerprint scanner, but also needs
to work together with an iris imaging system. Such activity gives impact on the raising of computation, memory
and storage. Moreover, this also increases the operating time during enrollment and verification process [9].

In order to describe the current scenario of multibiometric systems, this review paper is organized as the
following. Section II describes the taxonomy of multibiometric systems which explained the different roles of
multibiometric systems in term of multi-sensor, multi-algorithm, multi-instance, multi-sample and multimodal
systems. Section III provides detailed explanation for the level of fusion techniques that used in the combination
phase for the fusion of different sources of biometric information. Finally, a review toward to the implemention
of fixed and adaptive weighting fusion schemes is then discussed in the Section IV.

IL TaxoNOMY OF MULTIBIOMETRIC SYSTEM

Based on the nature of the sources of biometric information, a multibiometric system can be classified into
five calegories which are multi-sensor, multi-algorithm, multi-sample, multi-instance and multi-modal systems.
The scenario of multibiometric systems is depicted as in Fig.1.

Multi-sensor systems: Multi-sensor systems employ multiple sensors to capture single biometric trait of an
individual. The example of this system is reported in [10] where multiple 2D cameras are used to capture the
image of subject. Subsequently, in [11], an infrared sensor and visible-light sensor are applied to acquire the
information of a person’s face while in Rowe and Nixon [12] and Pan et al. [13], a multi spectral camera has
been employed to acquire images of iris, face or finger. The application of multi-sensors in the researches is able
to enhance the recognition ability of the biometric systems. For instance, the infrared and visible-light images of
person’s face can present different types of information which can enhance the matching accuracy based on the
nature of illumination due to ambient lighting.

Multi-algorithm systems: multi-algorithm systems combine the output of multiple methods such as feature
extraction or/and classification algorithms for the same biometrics data {7]. In other words, the supplementary
information by more than one algorithm helps to improve the performance. So, utilization of new sensor is not
required thus it is cost effective. However, this system has a drawback due to many feature extraction and
matching modules can cause complexity of system computation. Example of this system can be found in Lu et
al. [14] where three different feature extraction schemes which are Principle Discriminate Analysis (PCA),
Independent Component Analysis (ICA) and Linear Discriminate Analysis (LDA) have been combined to
improve a face recognition system. Another researcher has also combined multiple algorithms such as Iterative
Closet Point (ICP), PCA and LDA to perform 3D face recognition [15]. In Imran et al. [16], three subspace
algorithms such as PCA, Fisher Linear Discriminant (FLD) and ICA are applied for palm print and face
separately in order to determine the best algorithm performance. The result shows that the ICA algorithm
performs well for both individual modalities.

Multi-sample systems: multi-sample systems use multiple samples derived from the same biometrics acquired
by a single sensor. The same algorithm processes each of the samples and the individual results are fused to
obtain an overall recognition results. The advantage of using multiple samples is to avoid poor performance due
to the slack properties of sample if only one sample is used. This system has been studied in Chang et al. {17}
for face recognition where 2D face image has been applied as a baseline in order to compare the performance of
multi-sample 2D + 3D face in speech recognition. Another research has proposed multi-sample approach to
UMACE filter classifier by combining scores from several samples from lipreading features and spectrographic
features [18]. ’

Multi-instance systems: In this system, the biometric information has been extracted from the multiple instances
of the same body trait. For example, the left and right index finger and iris of an individual is proposed in Jang
et al. [19] and Prabhakar and Jain [20], respectively.

Multi-modal systems: multi-modal systems use the evidence of multiple biometric traits to extract the biometric
information of an individual. These different biometric traits can come from a variety of modalities [9]. The
multi-modal system is reliable due to the presence of multiple independent biometrics. However, the drawback
of this system is due to the substantial cost because of the requirement of many sensors. The example of this
system has been reported by Brunelli and Falagivna [21] where a person identification system using face and
speech is presented. This research showed that by combining three biometrics i.e. frontal face, face profile and
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voice using sum rule combination scheme, the system performance has been improved [22]. Another
combination such as fingerprint, face and finger vein has been presented in Hong et al. [8] while Ramli et al.
[23], and Lip and Ramli [24] used the speech signal as a biometric trait to the biometric verification system and
lipreading image as a second modality to assist the performance of the single modal system in the
multibiometric systems.
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Figure 1. Scenarios in a multibiometric system

III. LEVEL OF FUSION

The important issue to designing multibiometric system is to determine the sources of information and
combination strategies. Depending on the type of information to be fused, the fusion scheme can be classified
into different levels. According to Sanderson and Paliwal [25], the level of fusion can be classified into two
categories, fusion before matching (pre classification) and fusion after matching (post classification) as shown in
Fig. 2. :

Biometric fusion

T I 1
Sensor level Feature level Matchscorelevel Ranklevel Decisionlevel

Figure 2. Level of fusion

For fusion before matching, the integration of information from multibiometric sources in this scheme
includes fusion at the sensor level and fusion at the feature level. Meanwhile, fusion after matching can be
divided into two categories which are fusion at the match score level and fusion at the decision level.

A. Fusion Before Matching
e  Sensor Level Fusion

In this level, the raw data from the sensor are combined together as shown in Fig. 3. However, the source
of information is expected to be contaminated by noise such as non-uniform illumination, background clutter
and other [26]. Sensor level fusion can be performed in two conditions i.e. data of the same biometric trait is
obtained using multiple sensors; or data from multiple snapshot of the same biometric traits using a single
sensor [27, 28].

Figure 3. Sensor level fusion process flow
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e Feature level fusion

In feature level fusion, different feature vectors extracted from multiple biometric sources are
combined together into a single feature vector as depicted in Fig. 4. This process undergoes two stages
which are feature normalization and feature selection. The feature normalization is used to modify the
location and scale of feature values via a transformation function and this modification can be done by
using appropriate normalization schemes [2]. For instance, the min-max technique and median
scheming have been used for hand and face [9] and the mean score from the speech signal and
lipreading images scores have been employed in the feature level fusion [24]. Another research has
implemented Scale Invariant Feature Transform (SIFT) to obtain features from the normalized
fingerprint and ear [29]. Consequently, feature selection is executed to reduce the dimensionality of a
new feature vector in order to improve the matching performance of the- feature vector by accepting
more authentic as true accept. There are several feature selection algorithms have been applied in the
literature for instances Sequential Forward Selection (SFS), Sequential Backward Selection (SBS) and
Partition About Medoids {30]. The advantage of the feature level fusion is the detection of correlated
feature values gencrated by different biometric algorithms, and, in the process, identifying a salient set
of features that can improve recognition accuracy {2]. However, in practice, fusion at this level is hard
to accomplish due to the following reasons i.e. the feature sets to be joined might be incompatible and
the relationship between the joint feature set of different biometric sources may not be linear [31].
Moreover, concatenating two feature vectors yield a new feature vector which gives larger
dimensionality compared to the original once thus leads to the dimensionality problem. Large feature
variance affects the system accuracy and also increases the processing time. Hence, only few
researchers have focused on the feature level scheme compared to the other levels of fusions such as
score level and decision level.

Sensor Sensor
data } dsa 2
Feature Feature

extraction extraction

Templare
‘model

Figure 4. Feature level fusion process flo

B. Fusion After Matching
e Score level fusion

In score level fusion, the match outputs from multiple biometrics are combined together to improve the
matching performance in order to verify or identify individual as shown in Fig. 5 [32]. The fusion of this level
is the most popular approach in the biometric literature due to its simple process of score collection and it is
also practical to be applied in multibiometric system. Moreover, the matching scores contain sufficient
information to make authentic and imposter case distinguishable [6]. However, there are some factors that can
affect the combination process hence degrades the biometric performance. For example, the matching scores
. generated by the individual matchers may not be homogenous due to be in the different scale/range or in

different probability distribution. In order to overcome this limitation, three fusion schemes have been
introduced i.e. density-based schemes; transformation-based scheme; and classifier-based scheme [7}. The
density-based scheme is based on score distribution estimation and has been applied in well-known density
estimation models such as Naive Bayesian and Gaussian Mixture Model (GMM) [33]. This scheme usually
- achieves optimal performance at any desired operation point and estimate the score density function
accurately. However, this scheme requires a large number of training samples in order to perfectly
" approximate the density functions. Moreover, it requires more time and effort for the operational setting
compared to the other schemes. On the other hand, the transformation-based scheme is commonly applied for
the score normalization process. This process is essential to change the location and scale parameters of the
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underlying match score distributions in order to ensure compatibility between multiple score variables [7].
This scheme can be applied using various techniques such as sum rule, product rule, min rule and max rule
techniques [34]. In the classifier-based scheme, the scores from multiple matchers are treated as a feature
vector and a classifier is constructed to discriminate authentic and imposter score [33]. From the literatures,
various types of classifiers such as SVM, neural network and multi-layer perceptron (MLP) [34] have been
implemented to classify the match vector in this scheme. However, this scheme has some drawbacks such as
unbalanced training set and misclassification problems.

¢ Decision level fusion

Fusion at the decision level is executed after a match decision has been made by the individual biometric
source as depicted in Fig. 6. So far, there are many different methods have been applied to join the distinct
decision into a final decision such as “AND” and “OR” rules [24], majority voting, weighted majority voting,
Bayesian decision fusion, Dempster-Shafer theory of evidence and behaviour knowledge space [7]. On the
other hands, Ramli et al., [35] implemented the proposed decision fusion by using the spectrographic and
cepstrumgraphic as features extraction and UMACE filters as classifiers in the system to reduce the error due
to the variation of data.

Figure 5. Score level fusion process flow
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Figure 6. Decision level fusion process flow

IV. FIXED AND ADAPTIVE WEIGHTING IN BIOMETRIC
Multibiometric systems are found to be useful and exhibit robust performance over the single biometric

~ systems. However, in uncontrolled conditions, the reliability of the multibiometric systems drops severely. As

the results, the systems are poorly executed in uncertain condition. Therefore, it is imperative to assign different
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weighting in fusion scheme to each biometric trait in order to vary the importance of matching scores of each
biometric trait since the optimum weight can maximize the performance of multibiometric system.

In general, multibiometric systems can be divided into two categories of weighting scheme which are fixed
and adaptive weighting. In the fixed weighting, the fusion weight is fixed for each training data set. Otherwise,
refraining the optimum weight is needed. Research of fixed weighting fusion has been done as reported in
Parviz and Moin [34]. This study presented fusion of score produced independently by speaker recognition
system and face recognition system using weighted merged score. The result shows that the identification of
51% was achieved for the speech only system and 92% for the face system. Subsequently, performance of the
integration system using the optimal weight is observed up to 95%. In another study was done in Brunelli and
Falavigna [35], the weighting product is applied to fuse two voice features i.e. static and dynamic and three face
features ie. eye, noise and mouth. This research used tan-estimators for score normalization and weighted
geometric average was used for score combination. The results showed the correct identification percentage of
the integrated system is 98% which represents a significant improvement compared to 88% and 91% rates
provided by the single systems i.e. speaker and face based system respectively. The EER performance of face
recognition, voice recognition and the integrated face and voice recognition are obtained as 3%, 3.4% and 1.5%
from this experiment respectively. Imran et al. [16] has presented the score level fusion of palm and face
modalities using weighted sum rule for different algorithms (PCA, FLD and ICA). The results showed that the
performance of fusion of face and palm with ICA, FLC and PCA are 75.52%, 73.69% and 66.60%, respectively.
In additional, Ramli et al, [36] used the weighting factor for combination of audio and visual scores and the
min-max normalization technique in fusion scheme to determine the performances of speech based biometric
systems at different levels of signal to noise ratio i.e. clean, 30dB, 20dB and 10dB. The results show the EER
performance of the integration system in clean, 30dB, 20dB and 10dB SNRs are observed as 0.0019%,
0.0084%, 0.9356% and 5.0160%, respectively compared to the EER performances of 1.1599%, 2.5113%,
19.3423% and 39.8649% for audio only system.

The second approach of weighting in fusion scheme is an adaptive weighting where the fusion weight is
adaptable according to the current system condition. Two methods which are reliability estimation and
reliability information can be applied in an adaptive weighting. The reliability estimation is performed either
relying on the statistic-based measure or directly based on the quality of signal. Two methods have been
proposed for the statistics based reliability measure i.e. entropy of posteriori probabilities and dispersion of
posteriori probabilities. In the quality of signal, the weight for fusion scheme is adapted corresponding to the
quality of the current input signal instead of using the optimum weight estimated from the available training set.
On the other hand, the reliability information can be obtained by the shape of posteriori probabilities [37].

Study on the adaptive weighting can be found in Gurban and Thiran [38] where the audio visual phonetic
classification accuracy using GMM entropy has been studied and 54.44% accuracy has been achieved. In
another research, the entropy of a posteriori probabilities using MLP states has been applied [17]. The reliability
information can be obtained by the shape of a posteriori probabilities distribution of HMM states and the results
showed that the audio visual speech recognition performance at 10dB SNR using inverse entropy and negative
entropy are obtained as 93.35% and 94.30%, respectively. According to Soltane et al. [39], GMM based
Expectation Maximization (EM) estimated algorithm for score level data fusion based on face and speech
modalities is proposed. The database obtained from eNTERFACE 2005 contained 30 subjects was used for the
experiments. The result shows that EER performance for face and voice are 44.94% and 2.690% respectively. In
order to reduce the EER performance for face mode, the combination of face-voice with different weighting has
been applied. The result shows that combination of face-voice is able to reduce the percentage of EER to 8.73%.
Kisku et al. [29] presents a robust feature level fusion technique of fingerprint and ear. In this paper, the
reliability of each fused matching score has been increased by applying adaptive Doddington’s user- weighting
scheme. The proposed adaptive weighting scheme is to decrease the effect of imposter users rapidly. In this
scheme, the adaptive weights has been computed by using tan hyperbolic weight for each matcher by assigning
weights to individual matching scores. The identification rate for the proposed system are obtained as 98.71%
while that for fingerprint and ear biometrics are found as 95.02% and 93.63%, respectively.

The comparison of fixed weighting and adaptive weighting can also be found in Lau et al. [40]. This paper
presents a multibiometric verification system that combines speaker, fingerprint and face biometrics and fusion
has been done in score level using GMM entropy. Their respective equal EER are 4.3%, 5.1% and the range of
5.1% to 11.5% for matched conditions in facial image capture. Fusion by majority voting gave a relative
improvement of 48% over speaker verification. In another experiment, a fixed weight is assigned to each
biometric trait. The weights are varied within the [0,1] range in steps of 0.1 to find values that gave the best
performance. There is an improvement of 52% additional relative improvement of 52%, which corresponds to
EER range of (0.50% and 0.84%). The weighting for each biometric has then been adjusted by using the fuzzy
logic framework in order to account the external conditions that affect verification, such as finger position,
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facial geometry and lightning conditions. The result shows fuzzy logic fusion generated a further improvement
of 19% which corresponds to an EER range of 0.31% to 0.81%.

V. CONCLUSION

Multibiometric systems are expected to alleviate many limitations of biometric systems by combining the
evidence obtained from different sources using an effective fusion scheme. In this paper, the sources of
biometric information were presented. The description regarding the level of fusions was also presented in this
paper. From the study, it reveals that, performance of multibiometric systems can be further improved if an
appropriate fusion strategy is used especially for the system which executed in uncontrolled environment.
Hence, a different weighting in fusion is applied to maximize the performance of multibiometric system. Based
on the review, the most promising recent research that can be implemented is fusion at the score level involving
adaptive weighting. This approach have great potential to get rid the uncertain problem such as noise in sensed
data, non-universality, upper bound on identification accuracy and spoof attacks.
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Chapter 18

Frog Identification System Based on Local
Means K-Nearest Neighbors with Fuzzy
Distance Weighting

Haryati Jaafar, Dzati Athiar Ramli, Bakhtiar Affendi Rosdi
and Shahriza Shahrudin

Abstract Frog identification based on the vocalization becomes important for
biological research and environmental monitoring. As a result, different types of
feature extractions and classifiers have been employed. Yet, the k-nearest neighbor
(KNN) is one of the popular classifiers and has been applied in various applica-
tions. This paper proposes an improvement of kNN in order to evaluate the
accuracy of frog sound identification. The recorded sounds of 12 frog species
obtained in Malaysia forest have been segmented using short time energy and short
time average zero crossing rate while the features are extracted by mel frequency
cepstrum coefficient. Finally, a proposed classifier based on local means kNN and
fuzzy distance weighting have been employed to identify the frog species.
Comparison of the system performances based on kNN, local means kNN and the
proposed classifier ie. fuzzy kNN with manual segmentation and automatic
segmentation is evaluated. The results show the proposed classifier outperforms
the baseline classifier with accuracy of 94.67 % and 98.33 % for manual and
automatic segmentation, respectively.
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18.1 Introduction

Frogs are unique creatures that have been living in this planet for more than 250
million years. Over a decade, these amphibians become crucial since their impact
of whole ecosystem is great as bio indicators. In addition, their bodies may keep
the important key for new discoveries in medical research. The chemical com-
pounds in their skin may provide antimicrobial peptides that used to treat pain and
block infections [1]. Commonly, frog relies on their sound to present the presence,
behaviors and species. This is because their sound can be received over varying
distance that allow and obstructive detection of their existence [2]. Different
techniques which involved feature extractions and classifiers have been studied
and proposed in order to identify the frog species based on their vocalization
automatically [3, 4]. Among of the classifiers, k nearest neighbor (kNN) becomes
the most popular nonparametric classifier which has widely been used in pattern
classification application and generally archives good result. Nonetheless, this
classifier required a large number of training samples to determine desired values
of probability of correct classification [5]. Moreover, this classifier suffers from
existing outliers particularly in small training sample size situation {6]. Hence, the
improvement of kNN has been investigated actively [S, 7-10]. This paper proposes
an improvement of kNN by employing local means kNN with fuzzy distance-
weighting (LMKNN-FDW). As compared with the previous papers, the distance
between query pattem or testing sample and local means vector is assigned using
fuzzy algorithm. In addition, the comparative studies with kNN, FKNN and
LMKNN are discussed. The various frog sounds in manual segmentation and
automatic segmentation based on short time energy (STE) and short time average
zero crossing rate (STAZCR) are conducted in this experiments. Consequently, a
standard mel frequency ceptrum coefficient (MFCC) is executed as feature
extraction in this study. The first objective is to improve kNN classifier by
proposing LMKNN-FDW. The second is to compare the performance results
between proposed classifier with the baseline classifiers. This paper is outlined as
follows. In Sect. 18.2, the methodology of this study is discussed. Section 18.3
describes the proposed classifier in detail and the experimental results are pre-
sented in Sect. 18.4 and the conclusion are summarize in Sect. 18.5.

18.2 Methodology

18.2.1 Data Acquisition

All of 12 frogs sound were recorded from locations around Baling and Kulim,
Kedah, Malaysia using Sony Stereo IC Recorder ICD-AX412F supported with
Sony electret condenser microphone in 32-bit wav files at a sampling frequency of
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48 kHz. Consequentially locations were selected based on frog’s potential habitat
such as next to a swamp, ruaning stream and ponds from 8.00 pm to 12.00 pm.

18.2.2 Syllables Segmentation

The syllables segmentation based on STE and STAZCR were applied where the
principle of the techniques is to determine the endpoint of syllable boundaries
accurately to detect the syllable signal that has been segmented [11].

18.2.2.1 Short Time Energy

This technique is used to classify voiced and unvoiced parts. The voice part has
high energy than unvoiced part due to the periodicity. The STE function is defined
by the following expression;

E, = %g Le(m)w(n — m)]? (18.1)

where E, is the energy of the sample n of the signal, x(m) is the discrete-time
signal and w[m] is 2 hamming window of size N.

18.2.2.2 Short Time Average Zero Crossing Rate

On the other hands, STAZCR is often used as a part of the front-end processing in
automatic speech recognition system. During the frog signal processing, the
amplitudes of the unvoiced part normally have higher values and vice-versa.
The ZCR is the rate at which signal changes from positive to negative and back
and defined as;

.
Za = 55>~ Isgnx(m) ~ sgafi(m ~ 1)]jw(n = m) (18.2)
m=1|
where
sgnlx(m)] = {_ll i%’;gig (18.3)

18.2.3 Feature Extraction

MFCC is selected due to the features are robust to noise which is suitable to be
implemented in outdoor environment that contains interference of background
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Fig. 18.1 Typical MFCC process

noises such as sound of wind, running water and other animal calls where MFCC
processing is shown in Fig. 18.1. There are 12 mel cepstrum coefficients, one log
energy coefficient and three delta coefficients per frame have been set in the
experiments [12].

18.3 Propose Classifier, LMKNN-FDW

In order to design a simple classifier based on kNN, the following steps are
executed. Let X; = {x, € R"}"_| be a training sample where m is the number of
dimensional in feature space, N is the total number of training sample and y, €

{c1, €2,--.,cur} denotes the class label for x,,. A query pattern is first determined;

1. Determine the k nearest neighbor from the set X; for each class y,, by Euclidean
distance where k< N;

d(x ) = \/ (x—xg)r(x—xg) (18.4)

2. Secarch the local mean vector Y. by applying k nearest neighbor of training
sample such that;

k
Yy = %Zx{j (18.5)

p=

3. In the fuzzy method, the testing data value or query pattern is classified by
assigning membership values, Uy(k) in particular class based on percentage of
neighbors in that class weighted. Hence, by applying Eq. (18.5) in the fuzzy
method, the query pattern, x is classified as follows;

k 1
Zj=l Wij [ux_ Yl 70

k 1
Lje1 [lu—mu”"""’.

u,:,—

(18.6)

where m is the scaling factor for fuzzy weight. Note the notation m denote
the fuzzy weight of the distance or fuzzy relationship. If value m increases, the
neighbors are more evenly weighted. This caused the distance between training
and query pattern have less effect on each other and vice versa. In this paper, the
value of m = 2 is used for the proposed classifier.
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Table 18.1 Manual segmentation results

Scientific name kNN LMKNN FKNN LMKNN-FDW
Hylarana glandulosa 25 24 25 24
Kalowla pulchra 25 22 15 23
Odorrana hossi 11 19 22 22
Polypedates leucomystax 25 25 25 25
Kaloula baleata 25 23 25 24
Philautus mjobergi 24 23 24 22
Phrynoidis aspera 19 25 23 25
Microhyla heymonsi 13 20 18 23
Microhyla butleri 23 21 25 25
Rhacophaorus appendiculatus 25 23 25 25
Hylarana labialis 25 25 25 25
Philautus petersi 7 14 16 21
Total T 247 264 268 284
Percentage (%) 82.33 88 89.33 94.67

18.4 Experimental Result

The experiments are implemented in Intel Core i5, 2.1 GHz CPU, 2G RAM and
Window 7 operating system. In this experiment, 540 syllables in total have been
extracted with 20 syllables are used for training and 25 for testing while the value
of k = 3 is used for all classifiers. The experiments have then been divided into
two techniques of segmentation i.e. manual and automatic. Gold Wave software
has been used to segment the samples manually while endpoint detection
techniques have been employed for automatic segmentation. The classification
accuracy (C,) is defined as;

ca =2, 100% (18.7)

Nr
where N, is the number of syllables which are recognized correctly and N7 is the
total number of test syllables.

Table 18.1 lists the analytical results of the manual segmentation. The results
show that all of the classifiers have been able to identify with more than 80 % of
accuracies. By improving the kNN classifier, all of modified kNN classifiers show
the improvement in performances compared to baseline kNN with 88, 89.33 % for
LMKNN, FKNN, respectively and the proposed classifier, LMKNN-FDW gives
the best performance i.e. 94.67 %. Table 18.2 lists the analytical results of the
automatic segmentation. After applying the automatic segmentation, improvement
of the results are observed. However, the percentage of accuracy for FKNN is
slighdy less than basic kNN with 96 % compared than 96.67 % to kNN. Never-
theless, the proposed classifier is the most outstanding classifiers compared to the
other classifiers with 98.33 % of accuracy with 8 species can be identified 100 %
accurately. :
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Table 18.2 Automatic segmentation results

Scientific name kNN LMKNN FKNN LMKNN-FDW
Hylarana glandulosa 24 24 24 24
Kaloula pulchra 25 25 25 25
Odorrana hossi 25 25 25 25
Polypedates leucomystax 24 25 24 24
Kaloula baleata 25 25 25
Philautus mjobergi 23 23 23 25
Phrynoidis aspera 25 24 25 25
Microhyla heymonsi 21 22 20 23
Microhyla butleri 25 23 22 24
Rhacophorus appendiculatus 25 25 25 25
Hylarana labialis 24 25 25 25
Philautus petersi 24 25 25 25
Total 290 291 288 295
Percentage (%) 96.67 97 96 98.33

18.5 Conclusion

In this paper, an improvement classifier based on kNN is proposed to overcome the
problem of existing outliers particularly in small training sample size situation.
The overall accuracy shows that the proposed classifier outperforms the other
classifiers with the most outstanding result using the automatic segmentation. By
using automatic segmentation, their rates were further improved remarkable. From
this experiment, it may be inferred that proposed classifier is effective for frog
identification systtem and is comparable to several state of-the-art methods
regardless of their training sample size and future space dimension.

Acknowledgments The authors would like to thank the financial support provided by Universiti
Sains Malaysia Short Term Grant, 304/PELECT/60311048, Research University Grant 814161
and Research University Grant 814098 for this project.
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COMPREHENSIVE TECHNICAL REPORT (1001/PELECT/814161)

Title: Development of Touch-Less Palm Print Biometric Authentication System to Smart Phone
using Android Operating System

Introduction
The emerging of internet and wireless dimension has brought a new era in biometric technology.

Instead of operating the biometric system with fixed or static device for example auto teller machine
(ATM), mobile biometric system can be implemented and this approach leads to more efficient and
reliable implementation [1,2,3]. Mobile biometric system is a biometric system that extends the
functionality and capabilities of a static biometrics by allowing user to capture any biometric data out
in the field. Mobile devices such as smart phane, tablet, laptop and handheld gadget can be used for
this purpose. Mobile biometric device is designed for intuitive operation by integrating a reader,
scanner or camera for data capturing. Subsequently, by converting the biometric data to the digital
format, the authentication or identification process is done either locally where the database and
processing software are stored on the handheld device itself or remotely by sending the captured
biometric data to the centralized biometric server [4,5]. For the local implementation, the biometric
device consumes more memory for storing the database and processing software inside its space
and this requires a high-end device to achieve good performance [6,7]. On the other hand, for remote
verification, the mobile biometric device communicates through common wireless technologies such
as cellular, Wi-Fi or Bluetooth with the server in which the verification and identification process is run.

In this study, the biometrics characteristics i.e.palm print information are acquired by the mobile
device and are sent over the server to be processed and recognized. The developed application and
system can be implemented on any smart phone which uses Android operating system. In brief, the
application which is running on the smart phone acquires a person’s characteristics and the server is
the side where the recognition process is accomplished as summarized in Figure 1.
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Figure 1: System architecture

Objectives




1. To develop an android application for palm print data collection and to collect data using the
application.

2. To develop hand image identification and region of interest (ROI) extraction algorithms and
to implement several subspace based feature processing algorithms for fast and accurate
verification performances.

3. To develop a mobile palm print biometric system by setting up the client to server and
server to client communication. The system performances based on the developed
algorithms in objective 2 are then evaluated.

Methods

In real-time verification system for smart phone devices, the whole chain of process in the
biometric system is computed until the results are sent back to the smart phone devices. The
process is executed by two main processing sides which are the developed Android application
and the server. The process starts with the data collection from the testing subject in the smart
phone by the developed application. After the input of palm print image and usemame, the data
are sent through the local network or wireless internet to the server. Next,. the verification
algorithm which runs in MATLAB programming is used to verify the subject's palm print by
comparing the palm print pattern with its corresponding model in the database. Once the
verification is complete, the results are sent back to the running mobile application through local
network or wireless intemet. Figure 2 shows the overview of real-time palm print verification
system for smart phone while the developed application is shown in Figure 3.
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Figure 3: Data sending, (i) Confirmation of sending, (ii) Image saved into phone memory, (iii)
Confirmation to proceed, {iv)Results waiting.

Biometric Verification on the Server Side

After receiving the hand image and the username from the smart phone device, the data are
fed into the biometric system for verification using MATLAB programming. The hand image
undergoes biometric process which includes data preprocessing, feature extraction and
classification while the username is used to extract the corresponding trained model. Hand
image processing is given as in Figure 4. In the classification, the pre-loaded model and the
extracted image undergo pattern matching using the SVM classifier. The classifier yields the
result in terms of predict fabel, decimal value and accuracy. Dispfay result on smart phone is
shown as in Figure 5.
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. Figure 4: Hand image processing, (i) Captured hand image, (ii) Binarized image, (iii) Tracked

hand contour, (iv) Peak valley detection, (v) RO! Selection, (vi) ROl image, (vii) Gray scale
image, (viii) Contrast-enhanced-image.

-

n.'u-.-&:.«nt:.:r

UseriD charyrowsang
Verteation re1ut tmportics

sl psto v I S be i vl
TN D

Figure 5: Displays of verification results on the phone

Results and discussion
Verification Activity

. The developed Android application result is shown by Graphic User Interface (GUI). The GUIs for
enroiment activity for the 3 devices which are HTC One X, Samsung 53 and Samsung Tab 2 are shown
in this section. The GUIs for the 3 devices are almost similar but the captured image qualities are
different. Figure 6 shows the interface sequence for verification activity. First, the user needs to sign
in by keying in the username. Then the hand image is captured.
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Figure 6: Verification process —sign in process and the captured test image

Once the hand image is captured, user presses the verification button and confirmation dialog box
will appear. If the hand image quality is good, the user needs to press ‘Confirm’ to proceed to the
verification stage and the application will be connected to server via internet connection. After the
verification process is done in the server, the verification results will be displayed either authentic or
imposter. However, if the user name does not exist at the database, “Invalid User ID” is shown.

Collected Palm Print Images

Figure 7 is the sample of hand image in palm print database. The figure shows 3 different subjects (5
sample each subject) captured by 3 different devices. Based on the collected database, the Samsung
brand devices, $3 and Tab 2 palm images cofor appeared darker as compared to HTC One X device
although the location and lighting condition is the same. Due to there is an autofocus function in
Samsung Galaxy $3 and HTC One X, the captured image is clearer and the quality of the image is
higher. The ridges and wrinkles are clearly seen aithough they are fine. While the Samsung Galaxy
Tab 2 image is not clear as compared to Samsung S3 and HTC One X because of the Samsung Tab 2
camera does not have autofocus function. For most of the Samsung Galaxy Tab 2 palm images, only
the principle lines can be seen clearly whereas the wrinkles and ridges are hardly seen.
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Figure 7: Some of the hand image captured by three different devices that has been stored into palm
print database

Performance Result Analysis

Figure 7 to 9 show the overall system performances based on ERR and matching time for HTC One
X, Samsung Galaxy S3 and Samsung Galaxy Tablet 2 devices, respectively. From this observation, it
can be concluded that RSKPCA feature extraction method gives the best performance by reducing
the features dimension and good EER percentage compared with the baseline approaches for the

devices.
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Figure 9: Overall system performances based on EER and matching time for Samsung Galaxy Tablet
2

Conclusion and Suggestion

The first objective is to collect palm print data by using smartphone device for development of palm
print database and develop hand fracing and ROI extraction. The database of 60 palm print images
from different 40 subjects is been created. An auto hand tracing and ROl extraction technique has
been successfully developed.

The second objective is to evaluate palm print processing algorithm for fast and accurate verification
performance. In this project, ROIl, PCA, KPCA and RSKPCA approach has been implemented. The
results show that the performance was validated by comparing the processing time and EER
percentage. The ROC curve was used to scrutinize the trade-off between the FAR and GAR
performance. According to the experimental results, RSKPCA approach gives the best performance
result which is faster and accurate compared to other approach.

The third or the {ast objective of this project is achieved by implementing a mobile palm print biometric
based on Android operating system which can perform the palm print biometric verification system.
The system is able to acquire the palm print image form the Android devices and send the user name
and paim print image to the server via the intemet. The server is able to receive the data from muiltiple
clients at the same time. The server receives the user name and hand image, performs the
verification process and then sends the verification result to the Android devices.
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