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1 Multiferroic and Related Hysteretic Behavior in
2 Ferromagnetic Shape Memory Alloys

3
Q1Jonathan F. GebbiaQ2, Teresa Cast�an, Pol Lloveras, Marcel Porta, Avadh Saxena,

4 and Antoni PlanesQ3*

5 WeQ4 combine a Ginzburg–Landau model for a ferroelastic transition with
6 the theory of micromagnetism to study the magnetostructural behavior
7 leading to multicaloric effects in ferromagnetic shape memory alloys. We
8 analyze the ferroelastic transition under different conditions of temperature,
9 stress and magnetic field and establish the corresponding phase diagram.
10 On the one hand, our results show that the proper combination of both
11 fields may be used to reduce the transition hysteresis and thus improve the
12 reversibility of the related elastocaloric effects, superelasticity and stress-
13 mediated magnetocaloric effects. On the other hand, the stress-free magnetic
14 field-driven and thermally driven magnetostructural evolution provides physi-
15 cal insight into the low-temperature field-induced domain reorientation, from
16 which we derive strategies to modify the operational temperature ranges and
17 thus the corresponding (magnetic) shape-memory effect.

18 1. Introduction

19 Technological implementation of functional properties dis-
20 played by magnetostructural materials is often hindered by
21 some fundamental drawbacks such as large required fields,
22 cycling fatigue, inappropriate operational ranges, and/or low
23 reversibility due to large hysteresis. Well-known examples are
24 the shape-memory effect and superelasticity, used in sensors,
25 actuators and other technologies,[1,2] and caloric effects, the latter
26 currently attracting great interest due to their potential in more
27 efficient, environmentally friendly solid-state cooling devices.[3,4]

28 At present, most usual methods to overcome the aforemen-
29 tioned obstacles mainly consist of tuning material’s properties

1by means of structural modification at the
2microscale through doping,[5,6] grain
3refinement[7–10] and nanocomposite engi-
4neering,[11–17] mechanical treatments,[18]

5mechanical and thermal training,[19] etc.
6Although these strategies usually involve
7some degree of serendipity, attempts to
8systematically implement smart search
9methods aimed at finding optimal compo-
10sitions have been recently proposed.[20]

11Nevertheless, in some cases alternative
12solutions could be found by designing
13smart strategies in terms of applied
14external fields. A clear example is precisely
15the case of caloric effects, where the tensor/
16vector character of the fields allows the
17possibility of applying a given field in
18different directions, yielding changes in the
19caloric performance. For instance, applica-
20tion of a tensile or compressive stress in
21some elastocaloric materials may change the conventional
22behavior to the inverse behavior or vice versa.[21] Also,
23application of a magnetic field along different axes, or even
24rotating fields may entail a significant enhancement of the
25caloric effects due to a highly anisotropic entropy change.[22]

26Moreover, the possibility of simultaneous application of
27multiple fields in multiferroic materials has also been shown to
28improve the caloric performance, such as enhancement of the
29magnitude of the total caloric response and/or the decrease in
30the magnitude of the needed applied field,[23] the temperature
31span of the operational regime,[24] and the reduction of
32hysteresis,[25] the latter being crucial for an optimal reversibility
33of the caloric effects upon cycling.[26]

34Regarding hysteretic effects, it is worth recalling that the
35(magnetic) shape memory effect takes place thanks to the low-
36temperature hysteresis as it originates from the irreversible field-
37induced domain reorientation. Therefore, it is also interesting to
38explore how the combination of both magnetic and stress fields
39may affect the occurrence of this phenomenon.[27]

40In this work, we focus on the magnetostructural response of
41ferromagnetic shape memory alloys at the mesoscale by means
42of numerical simulations, particularizing on the prototypical
43Ni2MnGa Heusler alloy. First, we will focus on the elastocaloric
44effect associated with the stress-induced ferroelastic transition
45and the effect of simultaneous application ofmagnetic and stress
46fields, aiming in this way at inferring appropriate multiferroic
47procedures to improve the caloric performance. We will also
48address the stress-free evolution of the magnetostructure when
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1 controlling temperature and magnetic field, the latter being at
2 the origin of the ferromagnetic shape memory effect.
3 The paper is organized as follows: in the next section, we
4 introduce some concepts related to the material and multiferroic
5 features under study. In Section 3, we sketch the theoretical
6 model whereas in Section 4 the phase diagram and the
7 numerical simulations are presented. Section 5 is devoted to
8 the summary and conclusions.

9 2. Ferromagnetic Shape Memory Ni-Mn-Based
10 Heusler Alloys, Related Caloric Effects and
11 Hysteresis

12 Heusler alloys include intermetallic alloys of the type X2YZ that
13 acquire an L21 structure below a given order–disorder
14 temperature.[28,29] Among them, Ni-Mn-based alloys are
15 particularly interesting due to their magnetic properties and
16 their strong interplay with the underlying crystal lattice.[30] This
17 alloy family is characterized by a ferromagnetic transition at the
18 Curie temperature Tc and a first-order thermoelastic martens-
19 itic (i.e., ferroelastic) transition starting at temperature TM.
20 Depending on the specific composition,[31,32] which involves
21 changes in the third element and/or off-stoichiometric
22 composition and/or doping, Tc and TM may occur indepen-
23 dently at different temperatures (Tc>TM or conversely) or
24 coupled at the same temperature, TM¼Tc, implying that the
25 ferromagnetic transition becomes a first-order one. In addition,
26 when Tc>TM, significant changes in the magnetization may
27 also arise at TM leading to metamagnetic behavior, with the
28 emergence of, for instance, antiferromagnetic[33] or ferrimag-
29 netic phases.[34]

30 Interestingly, the coupling between magnetic and structural
31 degrees of freedom always takes place either across the
32 ferroelastic transition due to the above-stated intrinsic changes
33 in the magnetic character correlated with the changes in the
34 crystal symmetries and lattice parameters, or due to a strong
35 magnetocrystalline anisotropy that establishes correlations with
36 the different symmetry-related strain domains (or variants).
37 Such interplays enable in the former case the possibility of
38 driving the ferroelastic transition by means of a magnetic field
39 (i.e., the magnetic superelasticity[35]), whereas in the latter case it
40 is at the origin of the magnetic field-induced reorientation of
41 strain domains (i.e., the ferromagnetic shape memory effect[36]).
42 Here we focus on the Ni2MnGaHeusler alloy, with its Tc¼ 400K
43 placed much above its TM¼ 200K, and which belongs to the
44 second type of alloys. However, across the ferroelastic transition
45 it undergoes a small change in the magnitude of its magnetic
46 moment, nonetheless keeping its ferromagnetic character.
47 Therefore, Ni2MnGa permits large elastocaloric (eC) effects
48 and small magnetocaloric (MC) effects across the structural
49 phase transition.[33]

50 Indeed, Heusler alloys are being investigated for the
51 emergence of large caloric effects associated with their structural
52 transitions. Caloric effects can be defined thermodynamically as
53 the isothermal entropy changes DS that occur in physical
54 systems as a response to the application of an external field y
55 (magnetic, electric, mechanical), and can be derived from
56 integration of Maxwell’s relations:Q5

DS T; y1 ! y2
� � ¼

Z y2

y1

@X
@T

� �
y
dy; ð1Þ

1where X is a generalized displacement (magnetization,
2polarization, strain) and y is its thermodynamically conjugated
3field. From this expression it is apparent that, in the solid state,
4the kernel of the integral may become large across first-order
5phase transitions, and consequently the associated caloric effects
6will be large too. In multiferroic systems, the dependence of
7entropy on all generalized displacements Xi involved must be
8considered. Such a multiferroic thermodynamic framework has
9been recently formulated.[37] In the case of magnetostructural
10systems, strain (e) and magnetization (M) are the relevant
11generalized displacements that must be taken into account, and
12stress s and magnetic field H are their respective conjugated
13fields.

143. Modeling

15In the present study, we use a mesoscopic approach which has
16been already presented in previous papers.[38,39] To properly
17account for the multiferroic character of the Ni2MnGa alloy, the
18total free energy of the system FT must include both the
19structural and the magnetic degrees of freedom (FS and FM,
20respectively) as well as a magnetostructural coupling term FM�S,
21which will give rise to the desired cross response of each
22generalized displacement to the corresponding nonconjugated
23field. Hence,

FT ¼ FS þ FM þ FM�S: ð2Þ

243.1. Ferroelasticity

25It has been suggested that in the case of cubic symmetries,
26the relevant physical ferroelastic phenomena can be reduced into
27a two-dimensional subspace.[40,41] The resulting square-
28to-rectangular transition is described by a Ginzburg–Landau[42]

29sixth-order polynomial expansion whose order parameter (OP)
30corresponds to the deviatoric strain e � e2 ¼ 1

2 exx � eyy
� �

, where
31eij are linearized strain tensor components. To ensure lattice
32integrity, small non-rectangular deformations (bulk e1 ¼
331

2 exx þ eyy
� �

and shear e3¼ exy strains) are also permitted by
34including non-OP harmonic terms. The application of an
35external stress field s � s2 ¼ sxx � syy

� �
is taken into account by

36a linear coupling with the OP. Then,

FS ¼
R
d2r

A2 Tð Þ
2

e2 rð Þ þ b

4
e4 rð Þ þ g

6
e6 rð Þ þ k

2
re rð Þj j2 þ A1

2
e21 rð Þ þ A3

2
e23 rð Þ � se rð Þ

� �
:

ð3Þ

37The coefficients are related to second and higher order elastic
38constants. The coefficient of the quadratic term in the OP A2(T)
39depends linearly on temperature and includes the effect of
40quenched disorder through a stochastic variable as detailed in
41Ref. [43].

www.advancedsciencenews.com www.pss-b.com

Phys. Status Solidi B 2017, 00, 1700327 © 2017 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim1700327 (2 of 12)



UNCORRECTED PROOFS

1 3.2. Magnetism

2 In addition to the local strain e(r), each lattice site also has an
3 associated local magnetization vector M(r)¼Msm(r) (spin) of
4 constant modulus and variable orientation in 3-d, where Ms is
5 the saturation magnetization and m is the unit magnetization
6 vector. The thermodynamics of the spins is addressed via the
7 micromagnetic theory.[44,45] Accordingly, the micromagnetic free
8 energy FM is given by

FM ¼ K1

Z
m2

x rð Þm2
y rð Þd2r þ J

Z
rmðrÞj j2d2r

� m0Ms

Z
1
2
Hd þHext

� �
�m rÞd2r:� ð4Þ

9 The first term is the magnetocrystalline anisotropy energy
10 that accounts for the coupling between the spins and the
11 underlying undistorted lattice. The sign of the coefficient K1

12 determines the easy axis of magnetization, being mx¼�my for
13 K1< 0 (as in the case of Fe-Pd) and mx¼ 0, �1 for K1> 0, the
14 latter corresponding to the present case for Ni2MnGa. Notice
15 that while the magnetization is a 3-d vector, the magnetic
16 anisotropy only considers the in-plane components of the
17 magnetization. The second term corresponds to the exchange
18 interaction accounting for the energy cost of spatial variations of
19 the magnetization orientation, with J the exchange stiffness
20 constant. For J> 0 the system becomes ferromagnetic, which
21 corresponds to the present case. Since thermal fluctuations are
22 not taken into account, we assume the Curie temperature to be
23 much higher than the ferroelastic transition, as it occurs in
24 Ni2MnGa and Fe-Pd alloys. The third term includes the
25 magnetostatic energy associated with the demagnetizing field
26 Hd and the Zeeman energy. The former is responsible for the
27 long-range magnetic interactions that explain the formation of
28 magnetic domains (stripes) within elastic twins. The Zeeman
29 term favors the magnetization to be aligned with an external
30 applied magnetic field Hext.

31 3.3. Magnetostructural Coupling

32 As mentioned before, the magnetocrystalline anisotropy term
33 represents the magnetostructural coupling with the lattice when
34 e¼ 0. Thus, in order to take into account changes in the easy
35 magnetization axis when the lattice is distorted, an additional
36 magnetostructural term coupling the magnetic moment to the
37 strain must be included. The lowest order terms allowed by
38 symmetry are[46]

FM�S ¼ B1

Z
d2r m2

x rð Þ þm2
y rð Þ

h i
e1 rð Þ

þ B1

Z
d2r m2

x rð Þ �m2
y rð Þ

h i
e rð Þ

þ B2

Z
d2rmx rð Þmy rð Þe3; ð5Þ

39 where B1 and B2 are magnetostriction coefficients. As e1 and e3
40 are expected to be small, it is straightforward to see that the
41 symmetry between the two easy magnetization axes arising at

1high temperature [(1,0) and (0,1)] will be broken at low
2temperature, for e 6¼ 0. In turn, this coupling entails that the
3magnetization will basically remain in plane, with the third
4component mz ’ 0. In contrast to experimental observations,[47]

5our model assumes that the magnetostriction coefficients do not
6change across the transition. Nevertheless, this is not physically
7relevant since the strength of the magnetostructural coupling is
8small in the paraelastic phase due to small strains (e ’ 0) and
9large in the ferroelastic phase due to large strains (e ’ 6%).
10Despite the fact that the total free energy is a functional of the
11three strain components e1, e, and e3, this dependency can be
12reduced to a dependency on e only if, on the one hand, the St.
13V�enant compatibility constraint between e1, e, and e3 is taken into
14account to maintain lattice integrity[48] and, on the other hand,
15the resulting expression is minimized in terms of the remaining
16non-OP strain components. With these considerations, the total
17free energy that can be expressed in terms of the OP strain only
18(apart from magnetization), whose formulation makes explicit
19the long-range and anisotropic character of the non-OP
20contributions, favoring strainmodulations along h11i directions.
21The particular expressions can be found elsewhere.[39]

223.4. Simulation Details

23In order to obtain stable or metastable states under certain
24conditions of temperature and external fields, we use a relaxation
25dynamics for the strain[43] and the Landau–Lifshitz–Gilbert
26equation for the magnetization.[45] The equations presented
27above are discretized on a 256� 256 or 64� 64 square mesh, and
28finite differences and periodic boundary conditions are used. To
29optimize computation time, the long-range interactions are
30calculated in reciprocal space using the FFTW code. The values
31chosen for the parameters are physically consistent with
32Ni2MnGa and are shown in the Appendix in physical and
33reduced units. For comparison, they are shown together with a
34nonexhaustive summary of experimental, calculated, and/or
35used parameter values in previous studies on the Ni2MnGa
36system.

374. Results

38Minimization of the free energy functional described above
39under specific conditions of external fields (magnetic and stress)
40and temperature determines the equilibrium magnetic and
41strain field configurations. Nonetheless, the dynamics for both
42strain and magnetization allows the stabilization of metastable
43configurations, which entails these states to strongly depend on
44history. This is indeed observed in ferroic systems, where the
45specific transformation path is a key factor crucially influencing
46the final microstructure. Hysteretic phenomena are probably the
47most prominent example of such behavior.
48As mentioned above, hysteresis in ferromagnetic shape
49memory alloys occurring in relation to the thermal- and field-
50driven ferroelastic transition is generally rate-independent,
51indicating an athermal behavior.[49] Our model is consistent
52with this feature, as time does not play any role in the dynamics
53used here. Instead, hysteresis takes place mainly due to the
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1 existence of quenched disorder and long-range interactions,
2 which in turn give rise to characteristic power-law avalanche
3 dynamics. This also underlies the hysteretic behavior related to
4 the low-temperature field-induced domain reorientation.
5 Before performing numerical simulations of the complete
6 magnetostructural model, it is convenient to analyze first the
7 thermodynamic behavior of the homogeneous contributions
8 only, which will help us to understand the interplay between
9 magnetic and structural degrees of freedom. This is accom-
10 plished next in Section 4.1. Later, numerical simulations of the
11 complete model are presented, in particular caloric effects
12 associated with the structural transition (Section 4.2) and
13 thermally and field-induced magnetostructural behavior across
14 and below the transition (Section 4.3).

15 4.1. Homogeneous T-s-H Phase Diagram

16 A detailed study of the model entails the knowledge of the
17 temperature-fields phase diagram. As the phase stability is given
18 by the homogeneous free energy density fhom, this analysis can
19 be restricted to such contribution. In particular, fhom is given by
20 the Landau expansion for the OP strain, the magnetocrystalline
21 anisotropy, the magnetostructural coupling and the coupling to
22 the external fields. As the local magnetization is taken to be
23 constant throughout the temperature range of interest (T0<<
24 Tc, where T0 is the ferroelastic transition temperature) and
25 considering the magnetization to be in plane (i.e., mz¼ 0), we
26 can use the additional constraint for the magnetization m2

y ¼
27 1�m2

x to write fhom as follows:

f hom ¼
A2T
2

e2 þ b

4
e4 þ g

6
e6 þ K1m

2
x 1�m2

x

� �
þ B1 2m2

x � 1
� �

e� se� m0MsHjmj; ð6Þ

28 where for the Zeeman energy (last term) we assume an external
29 magnetic field only in j¼ x or j¼ y directions for the sake of
30 simplicity. Notice that the above equation contains all the
31 symmetries of the system and from its minimization the
32 homogeneous equilibrium states can be obtained.

33 4.1.1. Absence of External Magnetic Field

34 For H¼ 0 the stable solutions of the magnetization are mx¼ 0,
35 �1. Therefore, the equilibrium solutions for the deformation
36 comply with

A Tð Þeþ be3 þ ge5 ¼ �B1 þ s: ð7Þ

37 For s¼ 0, the solutions for e are

mx ¼ 0; e Tð Þ > 0; ð8aÞ

mx ¼ �1; e Tð Þ < 0: ð8bÞ

38 This indicates the cross-correlation between magnetiza-
39 tion and strain arising from the magnetostructural coupling

1that becomes specially relevant in the ferroelastic variants,
2where e is large. It is worth remarking here that the above
3solutions are degenerate as the sign of �B1 changes along
4with the magnetization. Hence, it does not entail any
5symmetry breaking in the strain and any of the solutions (8a)
6or (8b) can occur. Instead, the application of a stress field
7s 6¼ 0 does break the strain degeneracy as in that case the free
8energy will be minimized only by the strain e with the same
9sign as that of s, which corresponds to only one of the
10previous solutions (8a) or (8b). Notice that in that case the
11subsequent symmetry breaking of the magnetization is
12partial, as only the easy magnetization axis is selected but the
13two possible 180�-related orientations are still energetically
14equivalent.
15Numerical resolution of Eq. (7) renders the behavior
16depicted in Figure 1 for both the temperature-dependent
17strain and magnetization under constant stress s. The
18evolution of the strain (left axis, red and dark green curves for
19s� 0 and s	 0, respectively) exhibits a discontinuity at the
20first-order ferroelastic transition, from a small paraelastic
21strain �eP toward a ferroelastic strain �eF. Notice that, in
22agreement with Eq. (8), both e> 0 (mx¼ 0) and e< 0
23(mx¼�1) are equilibrium strains for s¼ 0 whereas s> 0
24(s< 0) renders e> 0 (e< 0). This is illustrated in the insets
25that show the homogeneous free energy profile as a function
26of strain for each stress (s¼ 0, s> 0, and s< 0) and
27temperature (T< T0 and T> T0). For s¼ 0 (indicated by
28the dashed lines), fhom is degenerateQ6 for e> 0 and e< 0.
29Instead, for s 6¼ 0 (continuous lines), this symmetry is
30broken. At the right hand side of the insets, schematic

Figure 1. Equilibrium strain e (left axis, red and dark green for s� 0 and
s	 0, respectively) and magnetization componentsmx andmy (right axis,
magenta and light green for s� 0 and s	 0, respectively) across the
T-induced ferroelastic phase transition for a given value of s as
determined from the homogeneous free energy. The equilibrium strains at
the transition for the two phases are denoted as �eP (paraelastic strain,
which is nearly zero) and �eF (ferroelastic strain), and the snapshots
indicate the relative orientation between magnetization and strain
variants (i.e., the easy magnetization axis). The insets show the free
energy wells as a function of the strain in each stress with different sign
(top–bottom) and temperature regime (left–right). Dashed (continuous)
lines correspond to s¼ 0 s 6¼ 0ð Þ.
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1 pictures of equilibrium configurations show the correlated
2 arrangement between strain and the magnetization vector
3 due to the magnetostructural coupling.
4 The stress-dependent strain, magnetization (mx component),
5 and temperature in the absence of a magnetic field are shown
6 with black lines in Figure 2(a)–(c), respectively. From panel (a),
7 notice that as s increases, the first-order character of the
8 ferroelastic transition weakens and for a critical stress (indicated
9 by the dotted lines) it finally becomes a second order one with the
10 consequent suppression of hysteresis, in agreement with
11 experimental observations.[50,51] Again, s< 0 (s> 0) permits
12 both signs for mx (my).

13 4.1.2. Application of an External Magnetic Field

14 In contrast to the application of stress, the presence of an
15 external magnetic field does entail the complete symmetry
16 breaking of the magnetization and, consequently, of the strain.
17 Taking advantage of symmetry, from now on we restrict our
18 analysis to the application of a magnetic field in the positive x
19 direction h � H=Ms ¼ hx > 0ð Þ and omit the same analysis for
20 negative hx and for h¼ hy as it would not provide any additional
21 insight. Thus, for a given hx> 0, we can consider three different

1situations related to an external stress: s¼ 0, s> 0, and s< 0, as
2reflected in Figure 2.

4i 5s¼ 0. In this case the homogeneous analysis reveals that the
6ferroelastic transition is not affected by the magnetic field.
7This is because the magnetocrystalline anisotropies of the
8high- and low-temperature phase fulfill a group-subgroup
9relationship, i.e., the easy axis of any of the ferroelastic
10variants is also an easy axis of the high-temperature phase.
11Therefore, when the magnetic field is applied parallel to one
12of the easy axis of the paraelastic phase, the magnetization
13direction favored by the magnetic field is compatible with
14one of the ferroelastic variants (and vice versa) and therefore
15no ferroelastic distortion needs to take place to accommodate
16the net magnetization.
17ii 18s< 0. In this case the applied stress and the magnetic field
19select a strain and a magnetization, respectively, that fulfill
20one of the relations in Eq. (8) [in our particular case, Eq.
21(8b)], i.e., they favor the same strain variant. In this case, by
22means of the magnetostructural coupling the stress has
23already induced a magnetization orientation that minimizes
24the Zeeman energy, and hence application of an external
25field does not entail any further change in the magnetiza-
26tion. Consequently, as for the previous case s¼ 0, the
27transition cannot be induced by the application of a
28magnetic field.
29Summarizing cases (i) and (ii), for s� 0 the stress-
30dependent transition strain and temperature are indepen-
31dent of the magnetic field. This is shown in Figure 2(a–c),
32where all the curves overlap for s� 0 and therefore only the
33black line (hx¼ 0, on top of all of them) is visible. The value
34of the magnetization is mx¼ 1 as it aligns parallel to the
35magnetic field hx> 0. The orange strips denote the phase
36region belonging to the paraelastic phase for the largest
37applied magnetic field. Outside this region, the system lies
38in the ferroelastic phase.
39iii 40s> 0. In this case the stress and the magnetic field promote
41a strain and a magnetization such that they do not fulfill one
42of the relations in Eq. (8), i.e., they favor opposite variants.
43This results in a competition between the magnetic field
44and the stress such that, for a range of stresses, the
45ferroelastic transition features (strain, magnetization, and
46temperature) depend on the magnetic field. Thus, it
47becomes possible to tune the transition by applying a
48magnetic field which in turn modifies the hysteresis as well
49as temperature and stress ranges of operation, as it will be
50shown later in detail.
51
52Figure 2(a) reveals that for s> 0, the critical stress is
53enhanced when the applied magnetic field increases whereas
54the equilibrium strain is little affected. Figure 2(b) shows a
55complex behavior for the magnetization: in the paraelastic
56phase, since the strain is nearly zero, the magnetostructural
57coupling plays a minor role compared to the structural
58contribution, while it becomes more relevant in the ferroelastic
59phase due to the significant strain values. This entails that the
60magnetization is more easily aligned with the magnetic field in
61the paraelastic phase than in the ferroelastic phase. Conse-
62quently, mx will take larger values in the paraelastic phase

Figure 2. (a) Equilibrium strain, (b) magnetization (x-component), and
(c) temperature at the ferroelastic phase transition as a function of the
applied stress for different values of the applied magnetic field, as
determined from the homogeneous free energy. Dotted lines indicate the
critical stress for different values of the applied magnetic field. Legend in
(b) is valid for all panels. Orange-stripped regions denote the paraelastic
phase in all panels.

C
O
LO

R

www.advancedsciencenews.com www.pss-b.com

Phys. Status Solidi B 2017, 00, 1700327 © 2017 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim1700327 (5 of 12)



UNCORRECTED PROOFS

1 [orange curve lying inside the orange-stripped region for the
2 largest magnetic field, as in Figure 2(a)] than in the ferroelastic
3 phase (orange curve lying outside the orange-stripped region
4 for the largest magnetic field).
5 Obviously, as the magnetic field increases, the magnetization
6 becomes more aligned with the field in both phases. Thus, mx

7 reaches higher values for hx> 0. For values of the magnetic field
8 above a given threshold, the strain and the magnetization
9 decouple such that the latter is no longer oriented along the
10 easy magnetocrystalline axis but is ruled by the magnetic field
11 only.
12 As the scale in Figure 2(c) does not provide a clear plot of the
13 magnetic field dependence of the transition temperature, in
14 Figure 3(a) we show an enlargement of the T–s phase diagram
15 for different values of hx around s¼ 0. Figure 3(c) shows the T–hx
16 phase diagram under different values of s, whereas Figure 3(b)
17 and (d) shows the corresponding slopes, dT/ds as a function of
18 the magnetic field and conversely, dT/dhx as a function of hx.

19 4.2. Caloric Effects

20 The nonhomogeneous contributions add three essential
21 ingredients to the behavior of ferromagnetic shape memory
22 alloys: long-range interactions, interfacial energy, and disor-
23 der. As long as these features play a role in determining a
24 specific transformation path, they have to be included to
25 realistically reproduce the hysteretic transition behavior,
26 which in turn is crucial to determine the range and magnitude
27 of the reversible caloric effects. Therefore a faithful modeling
28 of caloric effects requires carrying out numerical simulations
29 of the full model.
30 Before presenting the numerical results, it is worth
31 pointing out the following consideration: large entropy

1changes arise due to significant strain changes across the
2first order phase transition between the paraelastic and the
3ferroelastic phases. On the other hand, during a low-
4temperature field-induced domain reorientation process there
5is also a significant macroscopic change in the strain and
6magnetization such that this should lead to eC and MC effects.
7However, as the entropy difference between both initial and
8end states (multidomain and single domain ferroelastic
9configurations, respectively) is nearly zero, the eC and MC
10effects are expected to be negligible.[29,52] Moreover, the field-
11induced domain reorientation is completely nonreversible as
12it will completely disappear when the field is removed for the
13first time. Then, to avoid such effects, we have checked that all
14initial configurations for the loading processes belong to the
15square phase.

164.2.1. Elastocaloric Effects

17We first focus on the eC effects obtained when driving the
18transition by isothermally applying an increasing external stress
19field s in the absence of a magnetic field. From a complete set of
20isothermal strain–stress curves [shown in Figure4(a)], the eC
21effect can be computed by integration of the Maxwell relation as
22follows[53,54]:

DS T;H; 0! s½ 
 ¼
Z s

0

@e
@T

� �
H
ds

’ 1
DT

Z s

0
e T þ DT; s;Hð Þ � e T; s;Hð Þf gds:

ð9Þ

23Results are shown in Figure 4(c). The negative sign for DS
24confirms the conventional character of the eC effects, as
25anticipated from the positive slope in the s–T diagram [see
26Figure 2(c)].
27To obtain the reversible eC effects, hysteresis must be taken
28into account, which requires driving the backward isothermal
29transition by decreasing the applied stress. The corresponding
30isothermal strain–stress curves upon unloading are shown in
31Figure 4(b) and the resulting eC effects computed from Eq. (9)
32are shown in Figure 4(d). An example of a pair of loading/
33unloading stress–strain curves corresponding to the same
34temperature have been displayed in Figure 4(a and b) with
35red thick curves to highlight the hysteresis between the
36transition stress in both cases. Note that Figure 4(a and b)
37represents superelastic behavior as large strains are reached
38nonlinearly by a small stress change driving the transition.
39The temperature dependence of the transition stress for
40loading and unloading processes is displayed in Figure 4(e),
41showing a decreasing hysteresis with increasing temperature
42that finally disappears at a critical stress. This is consistent with
43the previously analyzed phase diagram showing a weakening of
44the first order character of the transition that finally becomes a
45continuous second order transition, as observed in experi-
46ments.[50,51] The black line in Figure 4(e) corresponds to the
47homogeneous equilibrium transition stress.
48The hysteresis results in different temperature regimes for
49the corresponding eC effects, as it can be seen by comparing

Figure 3. (a) Transition temperature as a function of the applied stress
for different values of the applied magnetic field [enlargement of
Figure 2(c)]. (b) Transition temperature as a function of the applied
magnetic field for different values of the stress. (c) Slope dT/ds as a
function of the applied magnetic field and (d) slope of dT/dH as a
function of the applied stress.
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1 Figure 4(c and d). In particular, the eC peaks are larger when
2 removing stress whereas the temperature range is wider when
3 applying stress. However, for a given applied stress comprising
4 the full transition, the total area below the eC curve must be the
5 same for the loading and unloading processes as the entropy
6 change is the same [which is confirmed in Figure 4(f)].
7 Reversible eC effects can be determined from the overlap
8 between the eC obtained by loading and unloading processes.[26]

9 An example (s¼ 0.003) is shown in Figure 4(g), where the
10 shaded area indicates the reversible eC effects. It becomes clear
11 how the hysteresis decreases the eC effects that can be
12 implemented in a cooling device using loading–unloading
13 cycles. On the other hand, the small (reversible) contribution
14 outside the transition comes from the temperature-dependent
15 elastic strain of both phases. The black line indicates the eC as
16 computed from the equilibrium homogeneous Landau free
17 energy.

18 4.2.2. Magnetocaloric and Multicaloric Behavior

19 We now proceed to apply a constant magnetic field while driving
20 the transition by stress. Figure 5 shows the dependence of the
21 strain (left axis, continuous line) and the magnetization (right
22 axis, dashed lines) on the applied stress, in the absence of a
23 magnetic field (red lines) and under the application of a
24 magnetic field hx¼ 0.001 (blue lines). Consistent with case (iii)
25 analyzed in Section 4.1.2, the application of hx shifts the
26 transition to higher stresses as indicated by the shift of the large
27 increase in the strain. In the absence of the magnetic field (or
28 hy 6¼ 0), mx¼ 0 throughout the stress range (red dashed curve),

1consistent with the sign of e according to the magnetostructural
2coupling [see Eq. (8)]. Instead, when a magnetic field hx is
3applied (blue-dashed curve), the magnetic field and the
4magnetostructural coupling are in competition. In the parae-
5lastic phase, the magnetization is aligned with the field (mx¼ 1)
6because the magnetostructural coupling is small. In contrast, in
7the ferroelastic phase the magnetostructural coupling becomes
8large so that it imposes its preferred orientation for the

Figure 4. Stress–strain curves in the absence of magnetic field upon (a) loading and (b) unloading. An isothermal loading–unloading cycle is highlighted
with a thicker red line to clearly show the stress-induced ferroelastic forward and backward transitions and the corresponding hysteresis. Elastocaloric
effects obtained upon (c) loading [as derived from (a)] and (d) unloading [as derived from (b)], by using Eq. (9). (e) Metastable transition stress as a
function of temperature upon loading (in red) and unloading (in blue) as derived from panels (a) and (b), respectively, and equilibrium transition stress
(black) as derived from the homogeneous phase diagram. (f) Area below the entropy change as derived from (c) (in red) and from (d) (in blue).
(g) Reversible entropy change for s¼ 0.003 as derived from the overlap between the corresponding loading and unloading curves. Black lines indicate
reversible entropy changes derived from the Landau free energy.

Figure 5. Strain (left axis, continuous lines) andmagnetization (right axis,
dashed lines) as a function of the stress close to the transition in the
absence of a magnetic field (in red) and under hx> 0 (in blue). Dstr
indicates the change in the transition stress.
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1 magnetization (i.e., mx¼ 0), despite being unfavorable for the
2 Zeeman energy.
3 Although our results only report a stress-driven transition
4 (i.e., eC effects), MC effects can be conceived in our model when
5 the transition is induced by an appliedmagnetic field. In contrast
6 to eC effects, the negative sign of dT/dH [see Figure 3(d)]
7 indicates that MC effects should be of inverse type. It is worth
8 recalling here that this behavior will occur only when a (relatively
9 small) stress field is also applied. In fact, for a large applied
10 stress, the strain will be completely decoupled from the
11 magnetization so that dT/dH will vanish again, as anticipated
12 from the stress dependence of dT/dH [see Figure 3(d)], whose
13 absolute value decreases and tends to zero for large values of
14 stress. Notice that in Ni2MnGa the magnetic moment changes
15 slightly at the transition, which gives rise to a conventional
16 contribution to the MC effect.[55] As the magnetic moment is
17 assumed to be constant in our model, this contribution cannot
18 be reproduced.
19 Interestingly, themultiferroic behavior can be used to tune the
20 eC performance. In particular, our results indicate that
21 reversibility of eC effects can be improved by applying (or
22 increasing) a magnetic field during the unloading process with
23 respect to the loading process. Alternatively, hysteresis reduction
24 in MC effects would need the opposite strategy, i.e., applying (or
25 increasing) a constant stress field when driving the transition by
26 means of the magnetic field and/or removing the stress when
27 driving the reverse transition upon decreasing the magnetic
28 field. On the other hand, in addition to hysteresis reduction,
29 temperature range for eC effects can be decreased by applying a
30 constant magnetic field throughout the caloric cycle. Also, MC
31 effects could be shifted to higher temperatures by applying a
32 constant stress.

33 4.3. Domain Reorientation Under Magnetic Field

34 4.3.1. Field-Driven Domain Reorientation

35 In this section we study the isothermal magnetic field-induced
36 ferroelastic domain switching. Figure 6 displays the evolution
37 of the strain (left axis, in blue) and the magnetization (right
38 axis, in red) when the magnetic field is increased within the
39 ferroelastic phase at constant temperature. The snapshots are
40 simulated magnetic configurations at different steps of the
41 process, from which the structural configuration can be derived
42 by considering the symmetries of the multiferroic coupling [see
43 Eq. (8)]. The gray tone stands for the orientation of the
44 magnetization at each lattice site, as indicated by the illustrative
45 arrows depicted on the snapshots. The initial configuration (i)
46 exhibits a typical magnetostructural microstructure[56]: the
47 strain configuration consists of diagonal twin boundaries
48 separating strain domains of alternating rectangular variants
49 whereas the magnetization exhibits two types of domain walls.
50 On the one hand, within each ferroelastic domain the
51 magnetization is arranged in stripes with 180� domain walls
52 due to a balance between the exchange interaction and the
53 demagnetizing field. The particular orientation is determined
54 by the magnetostructural coupling with each variant. Precisely,
55 the cooperation between the demagnetizing field and the

1magnetostructural coupling yields 90� domain walls along the
2twin boundaries.
3The evolution of magnetization exhibits a large and sharp
4increase for low values of hx (i!ii) which is explained as follows:
5as is evident from Eq. (8), themagnetic field favors one of the two
6elastic variants through the magnetostructural coupling.
7Accordingly, the magnetization is first reoriented inside the
8strain domains favored by themagnetic field, by a 180� switching
9(from mx¼�1 to mx¼ 1, with local strain e unchanged), as the
10Zeeman energy only has to overcome the magnetostatic energy.
11Therefore, the corresponding magnetic stripes are removed
12there. Instead, the magnetization inside the elastic domains
13unfavored by the magnetic field offers higher resistance to a 90�

14switching because this reorientation entails also the reorienta-
15tion of the corresponding elastic domains (from mx¼ 0 and
16e¼�eF tomx¼ 1 and e¼ eF). Hence, the magnetic field required
17for such a process is higher and the magnetic stripes are
18maintained in the these domains (ii).
19Indeed, when hx is further increased (ii!iv), the width of the
20magnetic stripes remains essentially constant but the width of
21the corresponding strain variant is decreased as a consequence
22of the twin boundary motion that occurs due to the local strain
23variant reorientation at the twin boundary. This results in a
24gradual increase in the average strain. Also, the magnetization
25vectors slightly rotate inside the stripes, acquiring a nonzero mx

26component aligned with the field, as it is indicated by the
27deviation angle from the vertical direction shown in the inset.
28Above a certain field threshold, the complete strain domain
29reorientation is accomplished leading to a single strain domain
30and the spins fully aligned with the field (v). This process is
31in excellent agreement step by step with experimental
32observations,[57] and is at the origin of the magnetic shape
33memory effect (MSME). It is worth noting here that as the
34domain reorientation can be induced by both the stress and the
35magnetic field, the simultaneous application of both fields
36should decrease their magnitude for the MSME.

Figure 6. Evolution of the average magnetization and strain as a function
of the increasing magnetic field. Snapshots represent magnetic
configurations at selected field values as indicated by the thin black
lines. The inset shows the evolution of the average angle of magnetization
vector with respect to the vertical inside the variants with e> 0.
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1 4.3.2. Thermally Driven Domain Reorientation Under
2 Magnetic Field

3 For the sake of completeness, it is useful to analyze the evolution
4 of themagnetization across the temperature-induced ferroelastic
5 transition under the application of a constant magnetic field, as
6 displayed in Figure 7. The snapshots show magnetic config-
7 urations at low and high temperatures for different values of the
8 applied field. If we first consider the case hx¼ 0, the
9 magnetization is nearly zero both at low (i) and high temper-
10 atures (iv). This occurs because of the existence of magnetic
11 domains so that the average magnetization vanishes. This
12 behavior is maintained for low values of the applied magnetic
13 field. When increasing the magnetic field, however, there is an
14 increase of the magnetization at high temperatures as the
15 paraelastic phase is easily magnetized because of the small
16 strength of the magnetostructural coupling (iii). Instead, the
17 coupling becomes stronger in the ferroelastic phase, offering
18 resistance to the reorientation of magnetization in the direction
19 of the magnetic field. Notice that the configurations in the
20 ferroelastic phase for hx¼ 0 (i) and for hx> 0 (ii) are the same
21 configurations (i) and (ii) shown in Figure 6 as they correspond
22 to the same conditions.
23 Also, when considering the temperature, the energy
24 required for the domain reorientation (and consequently
25 for the associated switching of magnetization) decreases
26 when the transition is approached and, thus, the average
27 magnetization increases as well. For large magnetic fields,
28 the average magnetization is constant throughout the
29 temperature range. This is fully consistent with experimental
30 observations.[33]

31 In Figure 8(a) temperature-dependent magnetization
32 curves for a full set of magnetic field values is shown, along

1with the simultaneous monitoring of strain [Figure 8(b)], that
2confirms the variant switching in the ferroelastic phase driven
3by magnetic field. Instead, the behavior at and above the
4transition is almost independent of the magnetic field,
5indicating that the stress-free transition cannot be induced
6by the magnetic field, in agreement with the phase diagram
7analyzed previously.

85. Summary and Conclusions

9We have studied the multiferroic and hysteretic behavior
10associated with the ferroelastic transition in ferromagnetic
11shape memory alloys, focusing on the prototypical Ni2MnGa
12Heusler alloy. For this purpose, we have used a magneto-
13structural model that combines an extended Ginzburg–
14Landau-based ferroelastic free energy with micromagnetism
15as well as a magnetostructural coupling enabling a multi-
16ferroic cross response. On the one hand, our results predict
17that the stress-induced transition leads to large elastocaloric
18effects that in turn can be tuned by appropriate application of
19a magnetic field. In particular this feature can be used to
20reduce the transition hysteresis, which entails the enhance-
21ment of the reversibility of the associated caloric effects and
22superelasticity. The corresponding temperature and stress
23ranges can be modified as well.
24On the other hand, our results reproduce both field- and
25temperature-induced magnetic domain wall dynamics in
26excellent agreement with experiments. In addition, we have
27found that ferroelastic domains can be reoriented at low
28temperature by either stress and/or, more interestingly,
29magnetic field. This behavior allows to design strategies based
30on the simultaneous application of both fields to reduce their
31magnitude required for domain switching and modifying the
32operational ranges of the subsequent (magnetic) shape memory
33effect.

Figure 7. Temperature-dependent magnetization under different applied
magnetic fields. Snapshots (i–iv) represent the corresponding magnetic
configurations at the lowest and highest temperatures and at zero and
nonzero applied fields. The red-dashed arrow indicates the direction of
increasing the applied magnetic field.

Figure 8. Temperature-dependent magnetization (a) and strain (b) under
different applied magnetic fields.
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