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#### Abstract

In this paper we analyze an homogeneous and isotropic mixture of viscoelastic solids. We propose conditions to guarantee the coercivity of the internal energy and also of the dissipation, first in dimension two and later in dimension three. We obtain an uniqueness result for the solutions when the dissipation is positive and without any hypothesis over the internal energy. When the internal energy and the dissipation are both positive, we prove the existence of solutions as well as their analyticity. Exponential stability and impossibility of localization of the solutions are immediate consequences.
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## 1. Introduction

The continuum theory of mixtures has deserved a lot of attention in the recent years. The origin of the current formulation of the thermomechanical theories of mixtures comes from the works of Truesdell and Toupin [1], Kelly [2], Eringen and Ingram [3, 4], Green and Naghdi [5, 6], Müller [7], Dunwoody and Müller [8] and Bowen and Wise [9].

For a deep review of the literature about mixtures with historical references, the reader may consult the papers (or books) of Bowen [10], Atkin and Craine [11, 12], Bedford and Drumheller [13], Samohyl [14], Rajagopal and Tao [15] or Eringen [16, 17]. Some other authors have studied the theory of viscoelastic mixtures. Without trying to be exhaustive, let us highlight the works given in the references [18], [19], [20], [21], [22] and [23].
In this paper we consider an homogeneous and isotropic mixture of viscoelastic materials with a centre of symmetry, and we are interested in knowing the conditions that the constitutive coefficients have to satisfy in order to get the internal energy and the dissipation to be positive definite functions.

Another aim of the paper is to show the exponential decay of the solutions. Therefore, we think that it is suitable to recall here several situations where the thermal and other dissipation mechanisms bring the system determined by a mixture to the exponential stability of the solutions. Some of these situations can be found in the references [24], [25], [26] and [27].
On the one hand, the conditions about the coefficients of the system are relevant when analyzing the materials because the problem will be well posed if the internal energy is positive definite,

[^0]and the stability of the system will be guaranteed if the dissipation is also positive definite. The uniqueness of the solutions is also a question related with the positivity of the dissipation. On the other hand, when numerical simulation studies about the solutions are carried out, the scientist should be provided with a family of conditions about the coefficients that guarantee the well-posedness and stability of the problem.

The plan of the paper is as follows. In Section 2 we recall the basic equations of the theory. Sections 3 and 4 are devoted to obtain conditions about the coefficients of the system of equations for mixtures of thermoviscoelastic materials that make the internal energy and the dissipation to be positive definite. After that, in Sections 5, 6 and 7 we study the uniqueness, the existence and the analyticity of the solutions, respectively. Exponential stability and impossibility of localization will be two consequences. Finally, in Section 8 we state the conclusions.

## 2. Basic equations

As we wrote in the Introduction, we focus our attention into isotropic homogeneous materials with centre of symmetry. We consider a mixture of two linear interacting continua $S_{1}$ and $S_{2}$. For the linear theory, the basic geometric tensors are (see equation (58) from [28]):

$$
\begin{equation*}
e_{i j}=\frac{1}{2}\left(u_{i, j}+u_{j, i}\right), \quad g_{i j}=u_{j, i}+w_{i, j}, \quad d_{i}=u_{i}-w_{i} . \tag{2.1}
\end{equation*}
$$

In these expressions $u_{i}$ and $w_{i}$ denote the displacement of each constituent and $d_{i}$ is the relative displacement. It is worth noting that the strain tensor $e_{i j}$ is symmetric, but $g_{i j}$ is not. In particular, in the three-dimensional situation both tensors have nine components, but $e_{i j}$ has only six independent components.

It is known that for isotropic homogeneous materials with centre of symmetry the constitutive equations for the partial tensions and the inner body force are given by (see equation (71) from [28]):

$$
\begin{aligned}
& t_{j i}=(\lambda+\nu) e_{r r} \delta_{j i}+2(\mu+\zeta) e_{j i}+(\alpha+\nu) g_{s s} \delta_{j i}+(2 \gamma+\zeta) g_{i j}+(2 \kappa+\zeta) g_{j i}+t_{j i}^{*}, \\
& s_{j i}=\nu e_{r r} \delta_{j i}+2 \zeta e_{i j}+\alpha g_{r r} \delta_{j i}+2 \kappa g_{i j}+2 \gamma g_{j i}+s_{j i}^{*}, \\
& p_{i}=\xi d_{i}+p_{i}^{*},
\end{aligned}
$$

where

$$
\begin{aligned}
& t_{j i}^{*}=\left(\lambda^{*}+\nu_{1}^{*}\right) \dot{e}_{r r} \delta_{j i}+2\left(\mu^{*}+\zeta_{1}^{*}\right) \dot{e}_{j i}+\left(\alpha^{*}+\nu^{*}\right) \dot{g}_{s s} \delta_{j i}+\left(2 \gamma^{*}+\zeta^{*}\right) \dot{g}_{i j}+\left(2 \kappa^{*}+\zeta^{*}\right) \dot{g}_{j i}, \\
& s_{j i}^{*}=\nu_{1}^{*} \dot{e}_{r r} \delta_{j i}+2 \zeta_{1}^{*} \dot{e}_{i j}+\alpha^{*} \dot{g}_{r r} \delta_{j i}+2 \kappa^{*} \dot{g}_{i j}+2 \gamma^{*} \dot{g}_{j i}, \\
& p_{i}^{*}=\xi^{*} \dot{d}_{i} .
\end{aligned}
$$

Here $\lambda, \nu, \mu, \zeta, \alpha, \gamma, \kappa, \xi, \lambda^{*}, \nu_{1}^{*}, \mu^{*}, \zeta_{1}^{*}, \alpha^{*}, \nu^{*}, \gamma^{*}, \zeta^{*}, \kappa^{*}$ and $\xi^{*}$ are the constitutive coefficients over which we will determine the necessary conditions to guarantee the positivity of the internal energy and also of the dissipation.

The evolution equations are given by

$$
\begin{equation*}
t_{j i, j}-p_{i}=\rho_{1} \ddot{u}_{i}, \quad s_{j i, j}+p_{i}=\rho_{2} \ddot{w}_{i} . \tag{2.2}
\end{equation*}
$$

Substituting the constitutive equations into the evolution equations, we obtain the field equations:
(2.3)

$$
\left\{\begin{array}{l}
(\lambda+2 \nu+\mu+2 \zeta+\alpha+2 \gamma) u_{j, j i}+(\mu+2 \kappa+2 \zeta) u_{i, j j}+(\alpha+\nu+2 \kappa+\zeta) w_{j, j i}+(2 \gamma+\zeta) w_{i, j j} \\
+\left(\lambda^{*}+\nu^{*}+\nu_{1}^{*}+\mu^{*}+\zeta^{*}+\zeta_{1}^{*}+\alpha^{*}+2 \gamma^{*}\right) \dot{u}_{, j j}+\left(\mu^{*}+2 \kappa^{*}+\zeta^{*}+\zeta_{1}^{*}\right) \dot{u}_{i, j j} \\
+\left(\alpha^{*}+\nu^{*}+2 \kappa^{*}+\zeta^{*}\right) \dot{w}_{j, j i}+\left(2 \gamma^{*}+\zeta^{*}\right) \dot{w}_{i, j j}-\xi\left(u_{i}-w_{i}\right)-\xi^{*}\left(\dot{u}_{i}-\dot{w}_{i}\right) \xlongequal{=} \rho_{1} \ddot{u}_{i}, \\
(\nu+\zeta+\alpha+2 \kappa) u_{j, j i}+(\zeta+2 \gamma) u_{i, j j}+(\alpha+2 \gamma) w_{j, j i}+2 \kappa w_{i, j j}+\left(\nu_{1}^{*}+\zeta_{1}^{*}+\alpha^{*}+2 \kappa^{*}\right) \dot{u}_{j, j i} \\
+\left(\zeta_{1}^{*}+2 \gamma^{*}\right) \dot{u}_{i, j j}+\left(\alpha^{*}+2 \gamma^{*}\right) \dot{w}_{j, j i}+2 \kappa^{*} \dot{w}_{i, j j}+\xi\left(u_{i}-w_{i}\right)+\xi^{*}\left(\dot{u}_{i}-\dot{w}_{i}\right)=\rho_{2} \ddot{w}_{i} .
\end{array}\right.
$$

To have a well determined problem we need to impose boundary and initial conditions. Let $\Gamma$ be the domain where the equations are defined and $\partial \Gamma$ its boundary, which we assume regular enough to allow the use of the divergence theorem. As boundary conditions we will assume that

$$
\begin{equation*}
u_{i}(\mathbf{x}, t)=0 \text { and } w_{i}(\mathbf{x}, t)=0 \text { for } \mathbf{x} \in \partial \Gamma, \tag{2.4}
\end{equation*}
$$

and as initial conditions we assume that

$$
\begin{array}{lc}
u_{i}(\mathbf{x}, 0)=u_{i}^{0}(\mathbf{x}), & \dot{u}_{i}(\mathbf{x}, 0)=v_{i}^{0}(\mathbf{x})  \tag{2.5}\\
w_{i}(\mathbf{x}, 0)=w_{i}^{0}(\mathbf{x}), & \dot{w}_{i}(\mathbf{x}, 0)=z_{i}^{0}(\mathbf{x})
\end{array}
$$

As we want to set up conditions for the coefficients to make the inner energy and the dissipation positive, we need the expressions of both of them. On the one hand, the internal energy is given by

$$
\begin{equation*}
2 U=\left(t_{j i}-t_{j i}^{*}\right) u_{i, j}+\left(s_{j i}-s_{j i}^{*}\right) w_{i, j}+\left(p_{i}-p_{i}^{*}\right) d_{i}, \tag{2.6}
\end{equation*}
$$

and therefore,

$$
\begin{align*}
2 U= & \lambda e_{r r} e_{s s}+2 \mu e_{j i} e_{j i}+2 \nu e_{r r} g_{s s}+2 \zeta g_{i j} e_{i j}+2 \zeta g_{j i} e_{i j}+\alpha g_{r r} g_{s s}+2 \kappa g_{j i} g_{j i}+  \tag{2.7}\\
& 2 \gamma g_{j i} g_{i j}+\xi d_{i} d_{i} .
\end{align*}
$$

On the other hand, the dissipation is given by (see (66) from [28])

$$
\begin{array}{r}
D=\lambda^{*} \dot{e}_{r r} \dot{e}_{s s}+2 \mu^{*} \dot{e}_{j i} \dot{e}_{j i}+\left(\nu^{*}+\nu_{1}^{*}\right) \dot{e}_{r r} \dot{g}_{s s}+\left(\zeta^{*}+\zeta_{1}^{*}\right) \dot{g}_{i j} \dot{e}_{i j}+\left(\zeta^{*}+\zeta_{1}^{*}\right) \dot{g}_{j i} \dot{e}_{i j}+ \\
\alpha^{*} \dot{g}_{r r} \dot{g}_{s s}+2 \kappa^{*} \dot{g}_{j i} \dot{g}_{j i}+2 \gamma^{*} \dot{g}_{j i} \dot{g}_{i j}+\xi^{*} \dot{d}_{i} \dot{d}_{i} . \tag{2.8}
\end{array}
$$

Material stability requires the nonnegativity of the strain internal energy for all the variations of the strain measures.
In sections 3 and 4 we study the conditions for $U$ and $D$ to be positive in dimension 2 and in dimension 3, respectively, because the conditions obtained for the first case are not immediately generalizable to the second one.

## 3. Conditions in the two-dimensional case

In the two-dimensional theory, functions $U$ and $D$ and their time derivatives have ten variables: $e_{11}, e_{12}, e_{22}, g_{11}, g_{12}, g_{21}, g_{22}, d_{1}, d_{2}$ and $d_{3}$.
We want to obtain the conditions of positive-definiteness of $U$ and $D$. In view of the form of these two quadratic forms, it must be $\xi>0$ for $U$ and $\xi^{*}>0$ for $D$. Therefore, we can remove variables $d_{i}$ and study only the part corresponding to the strain and time derivative of the strain tensors.

In consequence, for the internal energy $U$, the condition of positive-definiteness is equivalent to have $\xi>0$ and that the $7 \times 7$ matrix of the inner product, denoted by $M$ and corresponding
only to variables $e_{i j}$ and $g_{i j}$, be positive definite. By choosing the order $e_{11}, e_{22}, g_{11}, g_{22}, e_{12}$, $g_{12}$ and $g_{21}$ for the variables, matrix $M$ can be written as follows:

$$
M=\left(\begin{array}{ccccccc}
\lambda+2 \mu & \lambda & 2 \zeta+\nu & \nu & 0 & 0 & 0 \\
\lambda & \lambda+2 \mu & \nu & 2 \zeta+\nu & 0 & 0 & 0 \\
2 \zeta+\nu & \nu & \alpha+2 \gamma+2 \kappa & \alpha & 0 & 0 & 0 \\
\nu & 2 \zeta+\nu & \alpha & \alpha+2 \gamma+2 \kappa & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 4 \mu & 2 \zeta & 2 \zeta \\
0 & 0 & 0 & 0 & 2 \zeta & 2 \kappa & 2 \gamma \\
0 & 0 & 0 & 0 & 2 \zeta & 2 \gamma & 2 \kappa
\end{array}\right)
$$

which has seven different eigenvalues:

$$
\begin{aligned}
& \text { eig }_{1}=2(\kappa-\gamma), \\
& \text { eig }_{2}=\gamma+\kappa+\mu-\sqrt{(\gamma+\kappa-\mu)^{2}+4 \zeta^{2}}, \\
& \text { eig }_{3}=\gamma+\kappa+\mu+\sqrt{(\gamma+\kappa-\mu)^{2}+4 \zeta^{2}}, \\
& \text { eig }_{4}=\gamma+\kappa+2 \mu-\sqrt{(\gamma+\kappa-2 \mu)^{2}+8 \zeta^{2}}, \\
& \text { eig }_{5}=\gamma+\kappa+2 \mu+\sqrt{(\gamma+\kappa-2 \mu)^{2}+8 \zeta^{2}}, \\
& \text { eig }_{6}=\alpha+\gamma+\kappa+\lambda+\mu-\sqrt{(\alpha+\gamma+\kappa-\lambda-\mu)^{2}+4(\zeta+\nu)^{2}}, \\
& \text { eig }_{7}=\alpha+\gamma+\kappa+\lambda+\mu+\sqrt{(\alpha+\gamma+\kappa-\lambda-\mu)^{2}+4(\zeta+\nu)^{2}} .
\end{aligned}
$$

Remark 3.1. For $b>0$ the numbers $a \pm \sqrt{b}$ are both positive if, and only if, $a>0$ and $a^{2}>b$.
Using Remark 3.1, the eigenvalues of $M$ will be positive if, and only if, the following conditions are satisfied:

$$
\begin{gather*}
\kappa>\gamma \text { for } \text { eig }_{1} \text { positive, }  \tag{3.1}\\
\gamma+\kappa+\mu>0 \text { and }(\gamma+\kappa) \mu>\zeta^{2} \text { for } \text { eig }_{2} \text { and } \text { eig }_{3} \text { positive, }  \tag{3.2}\\
\gamma+\kappa+2 \mu>0 \text { and }(\gamma+\kappa) \mu>\zeta^{2} \text { for } \text { eig }_{4} \text { and } \text { eig }_{5} \text { positive, }  \tag{3.3}\\
\alpha+\gamma+\kappa+\lambda+\mu>0 \text { and }(\alpha+\gamma+\kappa)(\lambda+\mu)>(\zeta+\nu)^{2} \text { for } \text { eig }_{6} \text { and } \text { eig }_{7} \text { positive. } \tag{3.4}
\end{gather*}
$$

Remark 3.2. Given three real numbers $a, b$ and $c$, then $a+b>0$ and $a b>c^{2}$ if, and only if, $a>0$ and $a b>c^{2}$.

Using Remark 3.2, condition (3.2) reduces to $\mu>0$ and $(\gamma+\kappa) \mu>\zeta^{2}$. Thus, condition (3.3) is unnecessary.

Following the same reasoning, condition (3.4) reduces to $\lambda+\mu>0$ and $(\alpha+\gamma+\kappa)(\lambda+\mu)>$ $(\zeta+\nu)^{2}$.

Theorem 3.3. The quadratic form corresponding to the inner energy $U$ is positive definite if, and only if,

$$
\begin{align*}
& \kappa>\gamma \\
& \mu>0, \\
& (\gamma+\kappa) \mu>\zeta^{2},  \tag{3.5}\\
& \lambda+\mu>0, \\
& (\alpha+\gamma+\kappa)(\lambda+\mu)>(\zeta+\nu)^{2}, \\
& \xi>0 .
\end{align*}
$$

Making an analogous reasoning for the dissipation $D$, we obtain the following $7 \times 7$ matrix (all the coefficients of $M^{*}$ should have a $*$, but to make $M^{*}$ not too much large, we omit the symbol * in writing of the matrix):

$$
M^{*}=\left(\begin{array}{ccccccc}
\lambda+2 \mu & \lambda & \frac{2 \zeta+2 \zeta_{1}+\nu+\nu_{1}}{2} & \frac{\nu+\nu_{1}}{2} & 0 & 0 & 0 \\
\lambda & \lambda+2 \mu & \frac{\nu+\nu_{1}}{2} & \frac{2 \zeta+2 \zeta \zeta_{1}^{2}+\nu+\nu_{1}}{2} & 0 & 0 & 0 \\
\frac{2 \zeta+2 \zeta_{1}+\nu+\nu_{1}}{2} & \frac{\nu+\nu_{1}}{2} & \alpha+2 \gamma+2 \kappa & \alpha & 0 & 0 & 0 \\
\frac{\nu+\nu_{1}}{2} & \frac{2 \zeta+2 \zeta_{1}+\nu+\nu_{1}}{2} & \alpha & \alpha+2 \gamma+2 \kappa & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 4 \mu & \zeta+\zeta_{1} & \zeta+\zeta_{1} \\
0 & 0 & 0 & 0 & \zeta+\zeta_{1} & 2 \kappa & 2 \gamma \\
0 & 0 & 0 & 0 & \zeta+\zeta_{1} & 2 \gamma & 2 \kappa
\end{array}\right) .
$$

Matrix $M^{*}$ has also seven different eigenvalues:

$$
\begin{aligned}
& \text { eig }_{1}^{*}=2\left(\kappa^{*}-\gamma^{*}\right), \\
& \text { eig }_{2}^{*}=\gamma^{*}+\kappa^{*}+\mu^{*}-\sqrt{\left(\gamma^{*}+\kappa^{*}-\mu^{*}\right)^{2}+\left(\zeta^{*}+\zeta_{1}^{*}\right)^{2}}, \\
& \text { eig }_{3}^{*}=\gamma^{*}+\kappa^{*}+\mu^{*}+\sqrt{\left(\gamma^{*}+\kappa^{*}-\mu^{*}\right)^{2}+\left(\zeta^{*}+\zeta_{1}^{*}\right)^{2}}, \\
& \text { eig }_{4}^{*}=\gamma^{*}+\kappa^{*}+2 \mu^{*}-\sqrt{\left(\gamma^{*}+\kappa^{*}-2 \mu^{*}\right)^{2}+2\left(\zeta^{*}+\zeta_{1}^{*}\right)^{2}}, \\
& \text { eig }_{5}^{*}=\gamma^{*}+\kappa^{*}+2 \mu^{*}+\sqrt{\left(\gamma^{*}+\kappa^{*}-2 \mu^{*}\right)^{2}+2\left(\zeta^{*}+\zeta_{1}^{*}\right)^{2}}, \\
& \text { eig }_{6}^{*}=\alpha^{*}+\gamma^{*}+\kappa^{*}+\lambda^{*}+\mu^{*}-\sqrt{\left(\alpha^{*}+\gamma^{*}+\kappa^{*}-\lambda^{*}-\mu^{*}\right)^{2}+\left(\zeta^{*}+\zeta_{1}^{*}+\nu^{*}+\nu_{1}^{*}\right)^{2}}, \\
& \text { eig }=\alpha^{*}+\gamma^{*}+\kappa^{*}+\lambda^{*}+\mu^{*}+\sqrt{\left(\alpha^{*}+\gamma^{*}+\kappa^{*}-\lambda^{*}-\mu^{*}\right)^{2}+\left(\zeta^{*}+\zeta_{1}^{*}+\nu^{*}+\nu_{1}^{*}\right)^{2} .}
\end{aligned}
$$

The eigenvalues of $M^{*}$ will be positive if, and only if, the following conditions are satisfied:

$$
\left\{\begin{array}{l}
\kappa^{*}>\gamma^{*},  \tag{3.6}\\
\gamma^{*}+\kappa^{*}+\mu^{*}>0 \text { and } 4 \mu^{*}\left(\gamma^{*}+\kappa^{*}\right)>\left(\zeta^{*}+\zeta_{1}^{*}\right)^{2}, \\
\gamma^{*}+\kappa^{*}+2 \mu^{*}>0 \text { and } 4 \mu^{*}\left(\gamma^{*}+\kappa^{*}\right)>\left(\zeta^{*}+\zeta_{1}^{*}\right)^{2}, \\
\alpha^{*}+\gamma^{*}+\kappa^{*}+\lambda^{*}+\mu^{*}>0 \text { and } 4\left(\lambda^{*}+\mu^{*}\right)\left(\alpha^{*}+\gamma^{*}+\kappa^{*}\right)>\left(\zeta^{*}+\zeta_{1}^{*}+\nu^{*}+\nu_{1}^{*}\right)^{2} .
\end{array}\right.
$$

As before, applying Remarks 3.1 and 3.2 these conditions can be summarized in the following result.

Theorem 3.4. The quadratic form corresponding to the dissipation $D$ will be positive definite if, and only if,

$$
\begin{align*}
& \kappa^{*}>\gamma^{*}, \\
& \mu^{*}>0, \\
& 4 \mu^{*}\left(\gamma^{*}+\kappa^{*}\right)>\left(\zeta^{*}+\zeta_{1}^{*}\right)^{2},  \tag{3.7}\\
& \lambda^{*}+\mu^{*}>0, \\
& 4\left(\lambda^{*}+\mu^{*}\right)\left(\alpha^{*}+\gamma^{*}+\kappa^{*}\right)>\left(\zeta^{*}+\zeta_{1}^{*}+\nu^{*}+\nu_{1}^{*}\right)^{2}, \\
& \xi^{*}>0 .
\end{align*}
$$

## 4. Conditions in the three-dimensional case

For the three-dimensional case, $U$ and $D$ have eighteen variables. We impose again that $\xi>0$ and $\xi^{*}>0$ and, as before, we remove the variables of the relative displacement $d_{i}$. Therefore, only variables $e_{i j}$ and $g_{i j}$ remain. Nevertheless, the matrices for $U$ and for $D$ still have fifteen rows and fifteen columns.

For the internal energy $U$, choosing the variables in the order $e_{11}, e_{22}, e_{33}, g_{11}, g_{22}, g_{33}, e_{12}, e_{13}$, $e_{23}, g_{12}, g_{13}, g_{21}, g_{23}, g_{31}$ and $g_{32}$, matrix $M$ (we abuse a little bit the notation and we denote this matrix as in the two-dimensional case) can be written as follows:

$$
M=\left(\begin{array}{cc}
A & \mathbf{0} \\
\mathbf{0} & B
\end{array}\right)
$$

where

$$
A=\left(\begin{array}{cccccc}
\lambda+2 \mu & \lambda & \lambda & 2 \zeta+\nu & \nu & \nu \\
\lambda & \lambda+2 \mu & \lambda & \nu & 2 \zeta+\nu & \nu \\
\lambda & \lambda & \lambda+2 \mu & \nu & \nu & 2 \zeta+\nu \\
2 \zeta+\nu & \nu & \nu & \alpha+2 \gamma+2 \kappa & \alpha & \alpha \\
\nu & 2 \zeta+\nu & \nu & \alpha & \alpha+2 \gamma+2 \kappa & \alpha \\
\nu & \nu & 2 \zeta+\nu & \alpha & \alpha & \alpha+2 \gamma+2 \kappa
\end{array}\right)
$$

and

$$
B=\left(\begin{array}{ccccccccc}
4 \mu & 0 & 0 & 2 \zeta & 0 & 2 \zeta & 0 & 0 & 0 \\
0 & 4 \mu & 0 & 0 & 2 \zeta & 0 & 0 & 2 \zeta & 0 \\
0 & 0 & 4 \mu & 0 & 0 & 0 & 2 \zeta & 0 & 2 \zeta \\
2 \zeta & 0 & 0 & 2 \kappa & 0 & 2 \gamma & 0 & 0 & 0 \\
0 & 2 \zeta & 0 & 0 & 2 \kappa & 0 & 0 & 2 \gamma & 0 \\
2 \zeta & 0 & 0 & 2 \gamma & 0 & 2 \kappa & 0 & 0 & 0 \\
0 & 0 & 2 \zeta & 0 & 0 & 0 & 2 \kappa & 0 & 2 \gamma \\
0 & 2 \zeta & 0 & 0 & 2 \gamma & 0 & 0 & 2 \kappa & 0 \\
0 & 0 & 2 \zeta & 0 & 0 & 0 & 2 \gamma & 0 & 2 \kappa
\end{array}\right)
$$

As in the two-dimensional case, $M$ has seven different eigenvalues:

$$
\begin{aligned}
& \text { eig }_{1}=2(\kappa-\gamma) \\
& \text { eig }_{2}=\gamma+\kappa+\mu-\sqrt{(\gamma+\kappa-\mu)^{2}+4 \zeta^{2}} \\
& \text { eig }_{3}=\gamma+\kappa+\mu+\sqrt{(\gamma+\kappa-\mu)^{2}+4 \zeta^{2}} \\
& \text { eig }_{4}=\gamma+\kappa+2 \mu-\sqrt{(\gamma+\kappa-2 \mu)^{2}+8 \zeta^{2}} \\
& \text { eig }_{5}=\gamma+\kappa+2 \mu+\sqrt{(\gamma+\kappa-2 \mu)^{2}+8 \zeta^{2}} \\
& \text { eig }_{6}=\frac{1}{2}\left(3 \alpha+2 \gamma+2 \kappa+3 \lambda+2 \mu-\sqrt{(3 \alpha+2 \gamma+2 \kappa-3 \lambda-2 \mu)^{2}+4(2 \zeta+3 \nu)^{2}}\right) \\
& \text { eig }_{7}=\frac{1}{2}\left(3 \alpha+2 \gamma+2 \kappa+3 \lambda+2 \mu+\sqrt{(3 \alpha+2 \gamma+2 \kappa-3 \lambda-2 \mu)^{2}+4(2 \zeta+3 \nu)^{2}}\right)
\end{aligned}
$$

The eigenvalues of $M$ will be positive if, and only if, the following conditions are satisfied:

$$
\left\{\begin{array}{l}
\kappa>\gamma  \tag{4.1}\\
\gamma+\kappa+\mu>0 \text { and }(\gamma+\kappa) \mu>\zeta^{2} \\
\gamma+\kappa+2 \mu>0 \text { and }(\gamma+\kappa) \mu>\zeta^{2} \\
3 \alpha+2 \gamma+2 \kappa+3 \lambda+2 \mu>0 \text { and }(3 \lambda+2 \mu)(3 \alpha+2 \gamma+2 \kappa)>(2 \zeta+3 \nu)^{2}
\end{array}\right.
$$

Theorem 4.1. The quadratic form corresponding to the internal energy $U$ will be positive definite if, and only if,

$$
\begin{align*}
& \kappa>\gamma \\
& \mu>0 \\
& (\gamma+\kappa) \mu>\zeta^{2}  \tag{4.2}\\
& 3 \lambda+2 \mu>0 \\
& (3 \lambda+2 \mu)(3 \alpha+2 \gamma+2 \kappa)>(2 \zeta+3 \nu)^{2} \\
& \xi>0
\end{align*}
$$

A similar analysis can be made for the dissipation $D$. In this case,

$$
M^{*}=\left(\begin{array}{cc}
A^{*} & \mathbf{0} \\
\mathbf{0} & B^{*}
\end{array}\right)
$$

where

$$
A^{*}=\left(\begin{array}{cccccc}
\lambda+2 \mu & \lambda & \lambda & \frac{2 \zeta+2 \zeta_{1}+\nu+\nu_{1}}{2} & \frac{\nu+\nu_{1}}{2} & \frac{\nu+\nu_{1}}{2} \\
\lambda & \lambda+2 \mu & \lambda & \frac{\nu+\nu_{1}}{2} & \frac{2 \zeta+2 \zeta_{1}^{2}+\nu+\nu_{1}}{2} & \frac{\nu+\nu_{1}}{2} \\
\lambda & \lambda & \lambda+2 \mu & \frac{\nu+\nu_{1}}{2} & \frac{\nu+\nu_{1}}{2} & \frac{2 \zeta+2 \zeta_{1}^{2}+\nu+\nu_{1}}{2} \\
\frac{2 \zeta+2 \zeta_{1}+\nu+\nu_{1}}{2} & \frac{\nu+\nu_{1}}{2} & \frac{\nu+\nu_{1}}{2} & \alpha+2 \gamma+2 \kappa & \alpha & \alpha \\
\frac{\nu+\nu_{1}}{2} & \frac{2 \zeta+2 \zeta_{1}^{2}+\nu+\nu_{1}}{2} & \frac{\nu+\nu_{1}}{2} & \frac{\nu}{2} & \frac{2 \zeta+2 \zeta_{1}^{2}+\nu+\nu_{1}}{2} & \alpha \\
\frac{\nu+\nu_{1}}{2} & \alpha & \alpha+2 \gamma+2 \kappa & \alpha \\
& \alpha & \alpha & \alpha+2 \gamma+2 \kappa
\end{array}\right)
$$

and

$$
B^{*}=\left(\begin{array}{ccccccccc}
4 \mu & 0 & 0 & \zeta+\zeta_{1} & 0 & \zeta+\zeta_{1} & 0 & 0 & 0 \\
0 & 4 \mu & 0 & 0 & \zeta+\zeta_{1} & 0 & 0 & \zeta+\zeta_{1} & 0 \\
0 & 0 & 4 \mu & 0 & 0 & 0 & \zeta+\zeta_{1} & 0 & \zeta+\zeta_{1} \\
\zeta+\zeta_{1} & 0 & 0 & 2 \kappa & 0 & 2 \gamma & 0 & 0 & 0 \\
0 & \zeta+\zeta_{1} & 0 & 0 & 2 \kappa & 0 & 0 & 2 \gamma & 0 \\
\zeta+\zeta_{1} & 0 & 0 & 2 \gamma & 0 & 2 \kappa & 0 & 0 & 0 \\
0 & 0 & \zeta+\zeta_{1} & 0 & 0 & 0 & 2 \kappa & 0 & 2 \gamma \\
0 & \zeta+\zeta_{1} & 0 & 0 & 2 \gamma & 0 & 0 & 2 \kappa & 0 \\
0 & 0 & \zeta+\zeta_{1} & 0 & 0 & 0 & 2 \gamma & 0 & 2 \kappa
\end{array}\right) .
$$

All the coefficients in $A^{*}$ and in $B^{*}$ should have a $*$, but again we prefer to omit it in the matrices to ease the notation and not to enlarge them too much.

Matrix $M^{*}$ has also seven different eigenvalues:

$$
\begin{aligned}
& e i g_{1}^{*}=2\left(\kappa^{*}-\gamma^{*}\right) \text {, } \\
& \text { eig } g_{2}^{*}=\gamma^{*}+\kappa^{*}+\mu^{*}-\sqrt{\left(\gamma^{*}+\kappa^{*}-\mu^{*}\right)^{2}+\left(\zeta^{*}+\zeta_{1}^{*}\right)^{2}} \text {, } \\
& e i g_{3}^{*}=\gamma^{*}+\kappa^{*}+\mu^{*}+\sqrt{\left(\gamma^{*}+\kappa^{*}-\mu^{*}\right)^{2}+\left(\zeta^{*}+\zeta_{1}^{*}\right)^{2}} \text {, } \\
& e i g_{4}^{*}=\gamma^{*}+\kappa^{*}+2 \mu^{*}-\sqrt{\left(\gamma^{*}+\kappa^{*}-2 \mu^{*}\right)^{2}+2\left(\zeta^{*}+\zeta_{1}^{*}\right)^{2}} \text {, } \\
& e i g_{5}^{*}=\gamma^{*}+\kappa^{*}+2 \mu^{*}+\sqrt{\left(\gamma^{*}+\kappa^{*}-2 \mu^{*}\right)^{2}+2\left(\zeta^{*}+\zeta_{1}^{*}\right)^{2}} \text {, } \\
& e i g_{6}^{*}=\frac{1}{2}\left(3 \alpha^{*}+2 \gamma^{*}+2 \kappa^{*}+3 \lambda^{*}+2 \mu^{*}-\sqrt{\left(3 \alpha^{*}+2 \gamma^{*}+2 \kappa^{*}-3 \lambda^{*}-2 \mu^{*}\right)^{2}+\left(2 \zeta^{*}+2 \zeta_{1}^{*}+3 \nu^{*}+3 \nu_{1}^{*}\right)^{2}}\right) \text {, } \\
& e i g_{7}^{*}=\frac{1}{2}\left(3 \alpha^{*}+2 \gamma^{*}+2 \kappa^{*}+3 \lambda^{*}+2 \mu^{*}+\sqrt{\left(3 \alpha^{*}+2 \gamma^{*}+2 \kappa^{*}-3 \lambda^{*}-2 \mu^{*}\right)^{2}+\left(2 \zeta^{*}+2 \zeta_{1}^{*}+3 \nu^{*}+3 \nu_{1}^{*}\right)^{2}}\right) .
\end{aligned}
$$

The eigenvalues of $M^{*}$ will be positive if, and only if, the following conditions are satisfied:

$$
\left\{\begin{array}{l}
\kappa^{*}>\gamma^{*},  \tag{4.3}\\
\gamma^{*}+\kappa^{*}+\mu^{*}>0 \text { and } 4 \mu^{*}\left(\gamma^{*}+\kappa^{*}\right)>\left(\zeta^{*}+\zeta_{1}^{*}\right)^{2}, \\
\gamma^{*}+\kappa^{*}+2 \mu^{*}>0 \text { and } 4 \mu^{*}\left(\gamma^{*}+\kappa^{*}\right)>\left(\zeta^{*}+\zeta_{1}^{*}\right)^{2}, \\
3 \alpha^{*}+2 \gamma^{*}+2 \kappa^{*}+3 \lambda^{*}+2 \mu^{*}>0 \text { and } 4\left(3 \lambda^{*}+2 \mu^{*}\right)\left(3 \alpha^{*}+2 \gamma^{*}+2 \kappa^{*}\right)>\left(2 \zeta^{*}+2 \zeta_{1}^{*}+3 \nu^{*}+3 \nu_{1}^{*}\right)^{2} .
\end{array}\right.
$$

Theorem 4.2. The quadratic form corresponding to the dissipation $D$ will be positive definite if, and only if,

```
\(\kappa^{*}>\gamma^{*}\),
\(\mu^{*}>0\),
\(4 \mu^{*}\left(\gamma^{*}+\kappa^{*}\right)>\left(\zeta^{*}+\zeta_{1}^{*}\right)^{2}\),
\(3 \lambda^{*}+2 \mu^{*}>0\),
\(4\left(3 \lambda^{*}+2 \mu^{*}\right)\left(3 \alpha^{*}+2 \gamma^{*}+2 \kappa^{*}\right)>\left(2 \zeta^{*}+2 \zeta_{1}^{*}+3 \nu^{*}+3 \nu_{1}^{*}\right)^{2}\),
\(\xi^{*}>0\).
```


## 5. Uniqueness of solutions if $D$ is positive

In this section we will see the uniqueness of the solutions supposing only that the dissipation is positive definite (nothing is said about the internal energy). In fact, we will prove that the only solution with null initial conditions and null boundary conditions is the null solution. This fact will prove the uniqueness. We assume in this section that $\rho_{1}$ and $\rho_{2}$ are positive and that $D$ is positive definite.
The conservation of the energy for the system (2.3) with the homogeneous Dirichlet boundary conditions gives

$$
\begin{equation*}
E(t)=\int_{\Gamma}\left(\rho_{1} \dot{u}_{i} \dot{u}_{i}+\rho_{2} \dot{w}_{i} \dot{w}_{i}+2 U\right) d V+2 \int_{0}^{t} \int_{\Gamma} D d V d s=E(0)=0 . \tag{5.1}
\end{equation*}
$$

The last equality comes from the assumptions that the initial conditions vanish.
From the above expression, we introduce the following notation:

$$
\begin{aligned}
& I_{1}=\int_{\Gamma}\left(\rho_{1} \dot{u}_{i} \dot{u}_{i}+\rho_{2} \dot{w}_{i} \dot{w}_{i}\right) d V, \\
& I_{2}=\int_{\Gamma} 2 U d V \\
& I_{3}=2 \int_{0}^{t} \int_{\Gamma} D d V d s,
\end{aligned}
$$

and we define the function $J(t)=I_{1}+I_{3}$. Obviously, $J(t)=-I_{2}$. Therefore,

$$
J(t) \leq C\left(\int_{0}^{t} \int_{\Gamma} e_{i j} e_{i j}+g_{i j} g_{i j}+d_{i} d_{i}\right)^{\frac{1}{2}} I_{3}^{\frac{1}{2}},
$$

where $C$ is a calculable positive constant depending on the constitutive coefficients and the first eigenvalue of the fixed membrane problem (see [29]),

$$
\Delta \Phi+\lambda \Phi=0 \text { on } \Gamma \text { and } \Phi=0 \text { on } \partial \Gamma .
$$

The next step in our analysis uses the Poincaré-type inequality that says that the following estimate

$$
\int_{0}^{t} f^{2}(s) d s \leq \frac{4 t^{2}}{\pi^{2}} \int_{0}^{t}(\dot{f}(s))^{2} d s
$$

holds for every function $f(s)$ such that $f(0)=0$.
Therefore, there exists a positive constant $C_{1}$ such that

$$
\int_{0}^{t} \int_{\Gamma}\left(e_{i j} e_{i j}+g_{i j} g_{i j}+d_{i} d_{i}\right) d V d s \leq t^{2} C_{1} \int_{0}^{t} \int_{\Gamma}\left(\dot{e}_{i j} \dot{e}_{i j}+\dot{g}_{i j} \dot{g}_{i j}+\dot{d}_{i} \dot{d}_{i}\right) d V d s
$$

Using the positivity of the dissipation function, it can be seen that

$$
\begin{equation*}
J(t) \leq C^{*} t I_{3} \leq C^{*} t J(t) \tag{5.2}
\end{equation*}
$$

where $C^{*}$ can be calculated again in terms of the constitutive coefficients and the first eigenvalue of the fixed membrane problem. From (5.2), it follows that $\left(1-C^{*} t\right) J(t) \leq 0$. If we consider $t_{0}=\left(2 C^{*}\right)^{-1}$, then we find that $J(t)$ vanishes in the interval $\left[0, t_{0}\right]$. From the definition of $J(t)$, it follows that $\dot{u}_{i}=0$ and $\dot{w}_{i}=0$ for every $t \leq t_{0}$. Thus, we have proved that the problem has only the null solution in the interval $\left[0, t_{0}\right]$. Applying the same argument to the problem determined by the field equations, the same boundary conditions and the null initial data at the initial instant $t_{0}$, that is, $\dot{u}_{i}\left(\boldsymbol{x}, t_{0}\right)=0, \dot{w}_{i}\left(\boldsymbol{x}, t_{0}\right)=0$, we conclude that $u_{i}=0$ and $w_{i}=0$ for every $t \leq 2 t_{0}$. The following theorem is proved applying recurrently this argument.

Theorem 5.1. Let us assume that $\rho_{1}>0, \rho_{2}>0$ and that $D$ is positive definite. Then the Dirichlet initial boundary value problem has at most one solution.

## 6. Existence of solution

In this section we use the results of the semigroup of linear operators theory to obtain an existence theorem. Though other boundary conditions could be proposed, we restrict our attention to the boundary conditions proposed in (2.4).
In the remaining part of the paper we assume that $D$ is positive definite and that the internal energy density $U$ is a positive definite quadratic form (that means that all the inequalities for the coefficients that we have seen before are satisfied). We assume again that $\rho_{1}$ and $\rho_{2}$ are positive.
We now transform the boundary-initial value problem defined by system (2.3), boundary conditions (2.4) and initial conditions (2.5) into an abstract problem on a suitable Hilbert space. We denote

$$
Z=\left\{\mathbf{U}=(\mathbf{u}, \mathbf{v}, \mathbf{w}, \mathbf{z}): u_{i}, w_{i} \in W_{0}^{1,2}(\Gamma), v_{i}, z_{i} \in L^{2}(\Gamma)\right\}
$$

where $W_{0}^{1,2}(\Gamma)$ and $L^{2}(\Gamma)$ are the usual Sobolev spaces, which take values in the complex field. Let us consider the following operators:

$$
\begin{aligned}
& A_{i}(\mathbf{u})=\frac{1}{\rho_{1}}\left[(\mu+2 \kappa+2 \zeta) u_{i, j j}+(\lambda+2 \nu+\mu+2 \zeta+\alpha+2 \gamma) u_{j, j i}-\xi u_{i}\right], \\
& A_{i}^{*}(\mathbf{v})=\frac{1}{\rho_{1}}\left[\left(\mu^{*}+2 \kappa^{*}+\zeta^{*}+\zeta_{1}^{*}\right) v_{i, j j}+\left(\lambda^{*}+\nu^{*}+\nu_{1}^{*}+\mu^{*}+\zeta^{*}+\zeta_{1}^{*}+\alpha^{*}+2 \gamma^{*}\right) v_{j, j i}-\xi^{*} v_{i}\right], \\
& B_{i}(\mathbf{w})=\frac{1}{\rho_{1}}\left[(2 \gamma+\zeta) w_{i, j j}+(\alpha+\nu+2 \kappa+\zeta) w_{j, j i}+\xi w_{i}\right], \\
& B_{i}^{*}(\mathbf{z})=\frac{1}{\rho_{1}}\left[\left(2 \gamma^{*}+\zeta^{*}\right) z_{i, j j}+\left(\alpha^{*}+\nu^{*}+2 \kappa^{*}+\zeta^{*}\right) z_{j, j i}+\xi^{*} z_{i}\right], \\
& C_{i}(\mathbf{u})=\frac{1}{\rho_{2}}\left[(\zeta+2 \gamma) u_{i, j j}+(\nu+\zeta+\alpha+2 \kappa) u_{j, j i}+\xi u_{i}\right], \\
& C_{i}^{*}(\mathbf{v})=\frac{1}{\rho_{2}}\left[\left(\zeta_{1}^{*}+2 \gamma^{*}\right) v_{i, j j}+\left(\nu_{1}^{*}+\zeta_{1}^{*}+\alpha^{*}+2 \kappa^{*}\right) v_{j, j i}+\xi^{*} v_{i}\right], \\
& D_{i}(\mathbf{w})=\frac{1}{\rho_{2}}\left[2 \kappa w_{i, j j}+(\alpha+2 \gamma) w_{j, j i}-\xi w_{i}\right], \\
& D_{i}^{*}(\mathbf{z})=\frac{1}{\rho_{2}}\left[2 \kappa^{*} z_{i, j j}+\left(\alpha^{*}+2 \gamma^{*}\right) z_{j, j i}-\xi^{*} z_{i}\right] .
\end{aligned}
$$

We denote

$$
\begin{equation*}
\mathcal{D}=\left(\mathbf{W}_{0}^{1,2} \cap \mathbf{W}^{2,2}\right) \times\left(\mathbf{W}_{0}^{1,2} \cap \mathbf{W}^{2,2}\right) \times\left(\mathbf{W}_{0}^{1,2} \cap \mathbf{W}^{2,2}\right) \times\left(\mathbf{W}_{0}^{1,2} \cap \mathbf{W}^{2,2}\right) \tag{6.1}
\end{equation*}
$$

Let $\mathcal{A}$ be the matrix operator defined on $\mathcal{D}$ by

$$
\mathcal{A}=\left(\begin{array}{cccc}
\mathbf{0} & \mathbf{I d} & \mathbf{0} & \mathbf{0}  \tag{6.2}\\
\mathbf{A} & \mathbf{A}^{*} & \mathbf{B} & \mathbf{B}^{*} \\
\mathbf{0} & \mathbf{0} & \mathbf{0} & \mathbf{I d} \\
\mathbf{C} & \mathbf{C}^{*} & \mathbf{D} & \mathbf{D}^{*}
\end{array}\right),
$$

where $\mathbf{A}=\left(A_{i}\right), \mathbf{A}^{*}=\left(A_{i}^{*}\right), \mathbf{B}=\left(B_{i}\right), \mathbf{B}^{*}=\left(B_{i}^{*}\right), \mathbf{C}=\left(C_{i}\right), \mathbf{C}^{*}=\left(C_{i}^{*}\right), \mathbf{D}=\left(D_{i}\right), \mathbf{D}^{*}=\left(D_{i}^{*}\right)$ and Id represents the identity in the respective space. We note that the domain of $\mathcal{A}$ contains $\mathcal{D}$ which is dense in $\mathcal{Z}$.

The initial boundary value problem (2.3), (2.4), (2.5) can be transformed into the following abstract equation in the Hilbert space $\mathcal{Z}$,

$$
\begin{equation*}
\frac{d \mathbf{U}}{d t}=\mathcal{A} \mathbf{U}(t), \quad \mathbf{U}(0)=\mathbf{U}_{0} \tag{6.3}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{U}_{0}=\left(u_{i}^{0}, v_{i}^{0}, w_{i}^{0}, z_{i}^{0}\right) \tag{6.4}
\end{equation*}
$$

We introduce in $\mathcal{Z}$ the inner product

$$
\begin{equation*}
<\mathbf{U}, \mathbf{U}^{\star}>=\frac{1}{2} \int_{\Gamma}\left(\rho_{1} v_{i}{\overline{v_{i}}}^{\star}+\rho_{2} z_{i} \bar{z}_{i}^{\star}+\mathcal{M}\left[\mathbf{U}^{\mathbf{0}}, \mathbf{U}^{\mathbf{0}}\right]\right) d V \tag{6.5}
\end{equation*}
$$

where

$$
\begin{aligned}
\mathbf{U}= & (\mathbf{u}, \mathbf{v}, \mathbf{w}, \mathbf{z}), \mathbf{U}^{\star}=\left(\mathbf{u}^{\star}, \mathbf{v}^{\star}, \mathbf{w}^{\star}, \mathbf{z}^{\star}\right), \\
& \mathbf{U}^{0}=(\mathbf{u}, \mathbf{w}), \mathbf{U}^{\mathbf{0}^{\star}}=\left(\mathbf{u}^{\star}, \mathbf{w}^{\star}\right)
\end{aligned}
$$

and

$$
\begin{array}{r}
\mathcal{M}\left[\mathbf{U}^{0}, \mathbf{U}^{\mathbf{0}^{\star}}\right]=\lambda e_{r r} \overline{\overline{e_{s s}^{\star}}}+2 \mu e_{j i} \overline{e_{j i}^{\star}}+\nu\left(e_{r r} \overline{g_{s s}^{\star}}+g_{s s} \overline{e_{r r}^{\star}}\right)+\zeta\left(e_{i j} \overline{g_{i j}^{\star}}+g_{i j} \overline{e_{i j}^{\star}}\right)+ \\
\zeta\left(e_{i j} \overline{g_{j i}^{\star}}+g_{j i} \overline{e_{i j}^{\star}}\right)+\alpha g_{r r} \overline{g_{s s}^{\star}}+2 \kappa g_{j i} \overline{g_{j i}^{\star}}+2 \gamma g_{i j} \overline{g_{j i}^{\star}}+\xi d_{i} \overline{d_{i}^{\star}} .
\end{array}
$$

Here, as usual a bar over a variable denotes its complex conjugate.
We note that (6.5) defines a norm which is given by

$$
\begin{aligned}
& \|(\mathbf{u}, \mathbf{v}, \mathbf{w}, \mathbf{z})\|^{2}=\frac{1}{2} \int_{\Gamma}\left(\rho_{1} v_{i} \overline{v_{i}}+\rho_{2} z_{i} \overline{z_{i}}+\lambda e_{r r} \overline{e_{s s}}+2 \mu e_{j i} \overline{e_{j i}}+\nu\left(e_{r r} \overline{g_{s s}}+g_{s s} \overline{e_{r r}}\right)+\right. \\
& \left.\zeta\left(e_{i j} \overline{g_{i j}}+g_{i j} \overline{e_{i j}}\right)+\zeta\left(e_{i j} \overline{g_{j i}}+g_{j i} \overline{e_{i j}}\right)+\alpha g_{r r} \overline{g_{s s}}+2 \kappa g_{j i} \overline{g_{j i}}+2 \gamma g_{i j} \overline{g_{j i}}+\xi d_{i} \overline{d_{i}}\right) d V .
\end{aligned}
$$

This norm is equivalent to the usual norm in $\mathcal{Z}$ whenever the coefficients satisfy (3.5) or (4.2) when working in dimension 2 or 3 , respectively.
Lemma 6.1. The operator $\mathcal{A}$ has the property

$$
\begin{equation*}
\Re<\mathcal{A} \mathbf{U}, \mathbf{U}>\leq 0, \tag{6.6}
\end{equation*}
$$

for any $\mathbf{U} \in \mathcal{D}$, where the inner product $<, .,>$ is defined in (6.5).
Proof. Let $\mathbf{U}=(\mathbf{u}, \mathbf{v}, \mathbf{w}, \mathbf{z}) \in \mathcal{D}$. We denote $f_{i j}=\frac{1}{2}\left(v_{i, j}+v_{j, i}\right), h_{i j}=v_{j, i}+z_{i, j}$ and $l_{i}=v_{i}-z_{i}$.
Using the divergence theorem and the boundary conditions we have

$$
\begin{align*}
& <\mathcal{A} \mathbf{U}, \mathbf{U}>=-\frac{1}{2} \int_{\Gamma}\left(\lambda^{*} f_{r r} \bar{f}_{s s}+2 \mu^{*} f_{i j} \bar{f}_{i j}+\frac{1}{2}\left(\nu^{*}+\nu_{1}^{*}\right)\left(f_{r r} \bar{h}_{s s}+\bar{f}_{r r} h_{s s}\right)+\right. \\
& \left.\frac{1}{2}\left(\zeta^{*}+\zeta_{1}^{*}\right)\left(f_{i j} \bar{h}_{j i}+\bar{f}_{i j} h_{j i}\right)+\alpha^{*} h_{r r} \bar{h}_{s s}+2 \kappa^{*} h_{i j} \bar{h}_{j i}+2 \gamma^{*} h_{i j} \bar{h}_{i j}+\xi^{*} l_{i} \bar{l}_{i}\right) d V \tag{6.7}
\end{align*}
$$

Therefore, if the coefficients satisfy (3.7) or (4.4), depending on the dimension of $\Gamma$, then it will be $\Re<\mathcal{A} \mathbf{U}, \mathbf{U}>\leq 0$.

Lemma 6.2. The operator $\mathcal{A}$ satisfies the condition $0 \in \varrho(\mathcal{A})$.

Proof. Let $\mathbf{U}^{*}=\left(\mathbf{u}^{*}, \mathbf{v}^{*}, \mathbf{w}^{*}, \mathbf{z}^{*}\right) \in \mathcal{Z}$. We must show that the equation

$$
\begin{equation*}
\mathcal{A} \mathbf{U}=\mathbf{U}^{*} \tag{6.8}
\end{equation*}
$$

has a solution $\mathbf{U}=(\mathbf{u}, \mathbf{v}, \mathbf{w}, \mathbf{z}) \in \mathcal{D}$. If we write the matrix and we operate, we find the following system:

$$
\begin{align*}
& \mathbf{v}=\mathbf{u}^{*}, \\
& \mathbf{A u}+\mathbf{A}^{*} \mathbf{v}+\mathbf{B w}+\mathbf{B}^{*} \mathbf{z}=\mathbf{v}^{*}, \\
& \mathbf{z}=\mathbf{w}^{*},  \tag{6.9}\\
& \mathbf{C u}+\mathbf{C}^{*} \mathbf{v}+\mathbf{D w}+\mathbf{D}^{*} \mathbf{z}=\mathbf{z}^{*} .
\end{align*}
$$

Substituting the first and the third equations into the others, we obtain the following system with unknowns $\mathbf{u}$ and $\mathbf{w}$ :

$$
\begin{align*}
& \mathbf{A u}+\mathbf{B w}=\mathbf{v}^{*}-\mathbf{A}^{*} \mathbf{u}^{*}-\mathbf{B}^{*} \mathbf{w}^{*} \\
& \mathbf{C u}+\mathbf{D w}=\mathbf{z}^{*}-\mathbf{C}^{*} \mathbf{u}^{*}-\mathbf{D}^{*} \mathbf{w}^{*} \tag{6.10}
\end{align*}
$$

Notice that

$$
\left(\mathbf{v}^{*}-\mathbf{A}^{*} \mathbf{u}^{*}-\mathbf{B}^{*} \mathbf{w}^{*}, \mathbf{z}^{*}-\mathbf{C}^{*} \mathbf{u}^{*}-\mathbf{D}^{*} \mathbf{w}^{*}\right) \in \mathbf{W}^{-1,2} \times \mathbf{W}^{-1,2} .
$$

On the other side,

$$
\mathcal{B}\left((\mathbf{u}, \mathbf{w}),\left(\mathbf{u}^{*}, \mathbf{w}^{*}\right)\right)=\left\langle(\mathbf{A} \mathbf{u}+\mathbf{B w}, \mathbf{C u}+\mathbf{D w}),\left(\rho_{1} \mathbf{u}^{*}, \rho_{2} \mathbf{w}^{*}\right)\right\rangle
$$

defines a coercive and bounded bilinear form on $\mathbf{W}_{0}^{1,2} \times \mathbf{W}_{0}^{1,2}$. Hence, in $\mathbf{W}_{0}^{1,2} \times \mathbf{W}_{0}^{1,2}$ the LaxMilgram theorem implies the existence of a solution to the system of equations (6.10). Thus, equation (6.8) has also a solution.

Theorem 6.3. The operator $\mathcal{A}$ generates a semigroup of contractions in $\mathcal{Z}$.
The proof follows from the above lemmas and the Lumer-Phillips corollary to the Hille-Yosida theorem.
Finally, as a consequence, we have the following result.
Theorem 6.4. Assume that $\mathbf{U}_{0} \in \mathcal{D}$. Then, there exists a unique solution $\mathbf{U}(t) \in$ $C^{1}([0, \infty), \mathcal{Z}) \cap C^{0}([0, \infty), \mathcal{D})$ to problem (6.3).

## 7. Analyticity of solutions

In this section we prove the analyticity of the solutions to problem (6.3).
In order to prove the main result of this section we will use a theorem that can be found in the classical book of Liu and Zheng [30].

Theorem 7.1. Let us consider $S(t)=e^{\mathcal{A} t}$ a $C_{0}$-semigroup of contractions generated by the operator $\mathcal{A}$ in the Hilbert space $\mathcal{Z}$. Suppose that $\varrho(\mathcal{A}) \supseteq\{i \beta ; \beta \in \mathbb{R}\} \equiv i \mathbb{R}$. Then $S(t)$ is analytic if and only if

$$
\varlimsup_{|\beta| \rightarrow \infty}\left\|\beta(i \beta \mathcal{I}-\mathcal{A})^{-1}\right\|<\infty, \quad \beta \in \mathbb{R}
$$

holds.

To apply this theorem to our situation, we need to consider the resolvent equation

$$
\lambda \mathbf{U}-\mathcal{A} \mathbf{U}=\mathbf{F}
$$

where $\mathbf{U}=(\mathbf{u}, \mathbf{v}, \mathbf{w}, \mathbf{z})$ and $\mathbf{F}=\left(\mathbf{f}_{1}, \mathbf{f}_{2}, \mathbf{f}_{3}, \mathbf{f}_{4}\right)$. We shall take $\lambda=i \delta$, with $\delta \in \mathbb{R}$. Therefore, our equation becomes

$$
\begin{align*}
& i \delta \mathbf{u}-\mathbf{v}=\mathbf{f}_{1} \\
& i \delta \mathbf{v}-\mathbf{A} \mathbf{u}-\mathbf{A}^{*} \mathbf{v}-\mathbf{B} \mathbf{w}-\mathbf{B}^{*} \mathbf{z}=\mathbf{f}_{2} \\
& i \delta \mathbf{w}-\mathbf{z}=\mathbf{f}_{3}  \tag{7.1}\\
& i \delta \mathbf{z}-\mathbf{C u}-\mathbf{C}^{*} \mathbf{v}-\mathbf{D} \mathbf{w}-\mathbf{D}^{*} \mathbf{z}=\mathbf{f}_{4}
\end{align*}
$$

Lemma 7.2. For any $\mathbf{F} \in \mathcal{Z}$ there exists a positive constant $C$ such that

$$
\int_{\Gamma}\left(f_{i j} \bar{f}_{i j}+h_{i j} \bar{h}_{i j}+l_{i} \bar{l}_{i}\right) d V \leq C\|\mathbf{F}\|_{\mathcal{Z}}\|\mathbf{U}\|_{\mathcal{Z}}
$$

where, as before,

$$
f_{i j}=\frac{1}{2}\left(v_{i, j}+v_{j, i}\right), \quad h_{i j}=v_{j, i}+z_{i, j} \text { and } l_{i}=v_{i}-z_{i}
$$

Proof. If we multiply the first equation of (7.1) by $-\mathbf{A} \overline{\mathbf{u}}-\mathbf{B} \overline{\mathbf{w}}$, the second one by $\overline{\mathbf{v}}$, the third one by $-\mathbf{C} \overline{\mathbf{u}}-\mathbf{D} \overline{\mathbf{w}}$, the fourth one by $\overline{\mathbf{z}}$ and we add all the results we obtain at the left-hand side the following expression:

$$
\begin{array}{r}
i \delta(-\langle\mathbf{u}, \mathbf{A u}+\mathbf{B} \mathbf{w}\rangle-\langle\mathbf{w}, \mathbf{C u}+\mathbf{D} \mathbf{w}\rangle+\langle\mathbf{v}, \mathbf{v}\rangle+\langle\mathbf{z}, \mathbf{z}\rangle)+ \\
\langle\mathbf{v}, \mathbf{A u}+\mathbf{B w}\rangle-\langle\mathbf{A u}+\mathbf{B w}, \mathbf{v}\rangle+\langle\mathbf{z}, \mathbf{C u}+\mathbf{D} \mathbf{w}\rangle-\langle\mathbf{C u}+\mathbf{D w}, \mathbf{z}\rangle-  \tag{7.2}\\
\left\langle\mathbf{A}^{*} \mathbf{v}+\mathbf{B}^{*} \mathbf{z}, \mathbf{v}\right\rangle-\left\langle\mathbf{C}^{*} \mathbf{v}+\mathbf{D}^{*} \mathbf{z}, \mathbf{z}\right\rangle .
\end{array}
$$

Moreover, the norm of the right-hand side is bounded by $C_{1}\|\mathbf{F}\|_{\mathcal{Z}}\|\mathbf{U}\|_{\mathcal{Z}}$, for a positive constant $C_{1}$.
Notice that the first line of (7.2) becomes

$$
\begin{array}{r}
i \delta \int_{\Gamma}\left(\rho_{1} v_{i} \overline{v_{i}}+\rho_{2} z_{i} \overline{z_{i}}+\lambda e_{r r} \overline{e_{s s}}+2 \mu e_{j i} \overline{e_{j i}}+\nu\left(e_{r r} \overline{g_{s s}}+g_{s s} \overline{e_{r r}}\right)+\zeta\left(e_{i j} \overline{g_{i j}}+g_{i j} \overline{e_{i j}}\right)+\right. \\
\left.\zeta\left(e_{i j} \overline{g_{j i}}+g_{j i} \overline{e_{i j}}\right)+\alpha g_{r r} \overline{g_{s s}}+2 \kappa g_{j i} \overline{g_{j i}}+2 \gamma g_{i j} \overline{g_{j i}}+\xi d_{i} \overline{d_{i}}\right) d V
\end{array}
$$

and therefore, it is clear that this number is imaginary.
The second line of (7.2) is also imaginary, as it is obtained from the difference of conjugate complex numbers.

Finally, recalling the definition of the operators $\mathbf{A}^{*}, \mathbf{B}^{*}, \mathbf{C}^{*}$ and $\mathbf{D}^{*}$, from the third line we obtain the dissipation, which is positive.

Lemma 7.3. For any $\mathbf{F} \in \mathcal{Z}$ there exists a positive constant $C$ such that

$$
|\delta|\|\mathbf{U}\|_{\mathcal{Z}} \leq C\|\mathbf{F}\|_{\mathcal{Z}} \quad \forall \delta \in \mathbb{R}
$$

where $\mathbf{U}$ is the solution to problem (7.1).
Proof. Now we multiply the first equation of (7.1) by $-i(\mathbf{A} \overline{\mathbf{u}}+\mathbf{B} \overline{\mathbf{w}})$, the second one by $i \overline{\mathbf{v}}$, the third one by $-i(\mathbf{C} \overline{\mathbf{u}}+\mathbf{D} \overline{\mathbf{w}})$, the fourth one by $i \overline{\mathbf{z}}$ and we add all the results. Notice that if $\langle x, y\rangle=\Re\langle x, y\rangle+i \Im\langle x, y\rangle$, then $\langle x, i y\rangle=\Im\langle x, y\rangle-i \Re\langle x, y\rangle$. That means that now the real part of the sum of the left-hand side is just the imaginary part of (7.2).
The norm of the right-hand side is bounded by $C_{2}\|\mathbf{F}\|_{\mathcal{Z}}\|\mathbf{U}\|_{\mathcal{Z}}$, for a positive constant $C_{2}$.

Notice that

$$
\begin{array}{r}
-i(\langle\mathbf{v}, \mathbf{A} \mathbf{u}+\mathbf{B w}\rangle-\langle\mathbf{A u}+\mathbf{B w}, \mathbf{v}\rangle+\langle\mathbf{z}, \mathbf{C u}+\mathbf{D} \mathbf{w}\rangle-\langle\mathbf{C u}+\mathbf{D} \mathbf{w}, \mathbf{z}\rangle)= \\
-2 \Im \mathcal{M}[(\mathbf{v}, \mathbf{z}),(\mathbf{u}, \mathbf{w})] \tag{7.3}
\end{array}
$$

and, hence, it is real.
Taking into account the first line of (7.2), now we obtain another real part:

$$
\begin{array}{r}
\delta \int_{\Gamma}\left(\rho_{1} v_{i} \overline{v_{i}}+\rho_{2} z_{i} \overline{z_{i}}+\lambda e_{r r} \overline{e_{s s}}+2 \mu e_{j i} \overline{e_{j i}}+\nu\left(e_{r r} \overline{g_{s s}}+g_{s s} \overline{e_{r r}}\right)+\zeta\left(e_{i j} \overline{g_{i j}}+g_{i j} \overline{e_{i j}}\right)+\right. \\
\left.\zeta\left(e_{i j} \overline{g_{j i}}+g_{j i} \overline{e_{i j}}\right)+\alpha g_{r r} \overline{\bar{g}_{s s}}+2 \kappa g_{j i} \overline{g_{j i}}+2 \gamma g_{i j} \overline{g_{j i}}+\xi d_{i} \overline{d_{i}}\right) d V
\end{array}
$$

From Lemma 7.2 we know that there exists a positive constant $C_{1}$ such that

$$
\begin{equation*}
2 \Im \mathcal{M}[(\mathbf{v}, \mathbf{z}),(\mathbf{u}, \mathbf{w})] \leq C_{1}\|\mathbf{U}\|^{1 / 2}\|\mathbf{F}\|^{1 / 2}\|\mathbf{U}\| \tag{7.4}
\end{equation*}
$$

Therefore, we obtain

$$
\begin{array}{r}
\delta \int_{\Gamma}\left(\rho_{1} v_{i} \overline{v_{i}}+\rho_{2} z_{i} \overline{z_{i}}+\lambda e_{r r} \overline{e_{s s}}+2 \mu e_{j i} \overline{e_{j i}}+\nu\left(e_{r r} \overline{g_{s s}}+g_{s s} \overline{e_{r r}}\right)+\zeta\left(e_{i j} \overline{g_{i j}}+g_{i j} \overline{e_{i j}}\right)+\right. \\
\left.\zeta\left(e_{i j} \overline{g_{j i}}+g_{j i} \overline{e_{i j}}\right)+\alpha g_{r r} \overline{g_{s s}}+2 \kappa g_{j i} \overline{g_{j i}}+2 \gamma g_{i j} \overline{g_{j i}}+\xi d_{i} \overline{d_{i}}\right) d V \leq  \tag{7.5}\\
2 \Im \mathcal{M}[(\mathbf{v}, \mathbf{z}),(\mathbf{u}, \mathbf{w})]+C_{3}\|\mathbf{F}\|\|\mathbf{U}\|
\end{array}
$$

and, hence,

$$
\begin{equation*}
|\delta|\|\mathbf{U}\|^{2} \leq C_{4}\|\mathbf{U}\|^{3 / 2}\|\mathbf{F}\|^{1 / 2}+C_{5}\|\mathbf{U}\|\|\mathbf{F}\| \tag{7.6}
\end{equation*}
$$

From this inequality we get that

$$
|\delta|\|\mathbf{U}\| \leq C_{6}\|\mathbf{F}\|
$$

where $C_{6}>0$ and $\delta$ is sufficiently greater.
Theorem 7.4. The semigroup generated by the operator $\mathcal{A}$ is analytic.
Proof. Since $\mathcal{A}$ is the infinitesimal generator of a strongly continuous semigroup, $\mathbb{R}_{+} \in \varrho(\mathcal{A})$ and as $0 \in \varrho(\mathcal{A})$, we have $i \mathbb{R} \subset \varrho(\mathcal{A})$. From Lemma 7.3 we have

$$
\left\|\delta(i \delta \mathcal{I}-\mathcal{A})^{-1} \mathbf{F}\right\|_{\mathcal{Z}}=|\delta|\|\mathbf{U}\|_{\mathcal{Z}} \leq C\|\mathbf{F}\|_{\mathcal{Z}}
$$

Then,

$$
\left.\varlimsup_{|\delta| \rightarrow \infty} \| \delta(i \delta \mathcal{I}-\mathcal{A})^{-1}\right) \|<\infty
$$

Corollary 7.5. System (2.3) is exponentially stable. That is, there exist two positive constants $M$ and $\omega$ such that $\|\mathbf{U}(t)\| \leq M e^{-\omega t}\|\mathbf{U}(0)\|$.

Another consequence of the analyticity of the solutions is the impossibility of localization. That means that the only solution that can be identically zero after a finite period of time is the null solution.

Corollary 7.6. Let (u,w) be a solution to system (2.3) with boundary conditions (2.4) and initial conditions (2.5) such that $\mathbf{u}=\mathbf{w} \equiv 0$ after a finite time $t_{0}>0$. Then, $\mathbf{u}=\mathbf{w} \equiv 0$ for every $t \geq 0$.

## 8. Conclusions

In this paper we have investigated different issues concerning homogeneous and isotropic viscoelastic mixtures. We can summarize the results in the following three items:
(1) Suitable conditions for the constitutive coefficients are given to guarantee the positivity of the internal energy and also the positivity of the dissipation. We have studied separately the two-dimensional and three-dimensional cases.
(2) The uniqueness of the solutions, when the dissipation is positive and without any additional condition on the internal energy, has been proved.
(3) Finally, existence and analyticity of the solutions when the internal energy and the dissipation are both positive have been obtained. Exponential stability and impossibility of localization of the solutions are immediate consequences.
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