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Chapter 1

Introduction

Life on Earth is maintained by the Sun. The Sun, as well as over 99% of the
visible matter in our Universe consists of plasma. Plasma is the fourth sate of
matter besides solid, fluid and gas. Solar wind, a stream of plasma from the
Sun, carries the magnetic field of the Sun into the interplanetary space filling
up the whole heliosphere.

Solar eruptions, such as coronal mass ejections, are enormous bursts of
plasma from the Sun. They usually propagate faster and have much higher
magnetic field and density than is typical for solar wind. Electromagnetic fields
and plasma that propagate in the interplanetary space affect obstacles on their
way, planets but also man-made satellites. One of these obstacles is the Earth
and its dipolar magnetic field. The magnetic field shields Earth from the solar
wind by forming a cavity, known as the magnetosphere, in the solar wind flow.

Solar eruptions and other large variations in the solar wind can disturb
the Earth’s magnetosphere causing variations in the physical state of the near-
Earth space. This is known as space weather. Severe space weather events can
be harmful, for example, for the electronics of satellites, airplanes flying over
polar regions, and even for power grids on ground. If society is not properly
prepared for these events, the consequences could be disastrous and costly, for
instance, as space weather may cause large-scale power outages and destroy
satellite components. Being prepared can help us to prevent the damage if
the arrival times of solar eruptions and severeness of the space weather can
be predicted. In order to predict space weather accurately with a long lead
time, the whole Sun—solar wind—magnetosphere—ionosphere chain needs to be
understood.

Improving space weather prediction is not the only reason for space plasma
research. Understanding fundamental plasma physics helps us to improve un-
derstanding how the visible universe works; fundamental plasma phenomena
define the behavior of the Sun and other stars. Near-Earth space plasma pro-
vides a laboratory that can be studied in situ using spacecraft measurements.
However, spacecraft can provide data only from one point at a time with limited
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temporal cadence thus leaving most of the space unobserved.

Numerical simulations can be used to complement the spacecraft observa-
tions and fill in the gaps. Plasma is a complicated system with multiple length
and time scales. Thus, accurate numerical modeling of plasma is computation-
ally very challenging requiring supercomputers.

This thesis concentrates on improving understanding of the near-Earth part
of the Sun—solar wind—magnetosphere chain. The main theme of this thesis is
that the global scale phenomena have an impact on the local phenomena and
the local phenomena affect the global system. The focus of this thesis lies on
the dayside magnetopause reconnection during southward IMF, which opens
the magnetospheric field lines, letting plasma and energy flow into the magne-
tosphere. The evolution and identification of magnetosheath mirror mode waves
and their impact on the on the local reconnection rates at the magnetopause
are also discussed. It is also shown that the dayside magnetopause reconnection
can have an impact upstream all the way to the solar wind. Two numerical
magnetospheric simulations models are used in this thesis, magnetohydrody-
namic model GUMICS-4 and hybrid-Vlasov model Vlasiator. The majority of
the results in this thesis are obtained with Vlasiator, which is the world’s first
global magnetospheric hybrid-Vlasov simulation. This thesis shows that the
Vlasiator results are consistent with analytical theories as well as spacecraft
observations and previous studies with simulations. The difference between
different modeling approaches, especially GUMICS-4 and Vlasiator, and the
importance of global kinetic models are also discussed.

This thesis is organized as follows: Chapter 2 describes shortly basics of
space plasma physics and the structure and dynamics of the Earth’s magneto-
sphere that are relevant for this thesis. Chapter 3 introduces the methods of
global magnetospheric simulations and the two global magnetospheric models
applied in this thesis: GUMICS-4 and Vlasiator. The Earth’s magnetosheath
and mirror mode waves are discussed in Chapter 4 by shortly describing the
methods and results as well as the context of the results obtained. Chapter 5
summarizes the results obtained in this thesis about dayside magnetopause re-
connection and shortly presents the relevant background. Chapter 6 concludes
the thesis with discussion.



Chapter 2

Space physics background

2.1 Plasma

This section describes the basic plasma concepts that are important for this
thesis. Derivations of the equations are omitted and for a more complete de-
scription, books such as those by Koskinen [2011] and Kivelson and Russell
[1995] are suggested to the interested reader.

2.1.1 Plasma description

Plasma is ionized gas that contains unbound electrons and ions. Therefore,
the electromagnetic interactions are important for the collective behavior of
the particles. Plasma is quasi-neutral, which means that there are as many
positively charged particles as there are negative. In order for gas to become and
behave like plasma as electromagnetic forces become dominant, 1% ionization
can be enough [e.g. Koskinen, 2011|. In dense plasmas, the collisions between
charged particles and with neutral particles are important. However, dilute
and/or hot plasmas can often be regarded as collisionless because the mean
free paths or the collision time scales of the charged particles become larger
than the considered length and time scales. This is the case for the plasma in
the near Earth space above the collisional ionosphere and in the solar wind.
Electromagnetic interactions are essential in the plasma behavior. The
physics of electromagnetic fields is defined by the Maxwell equations:
1. Coulomb’s law: The source of electric field E is the charge density p.:

V-E = p./ep. (2.1)
2. Sourceless magnetic field B:
V-B=0 (2.2)
3. Faraday’s law:
0B
E=—. 2.
V x 5 (2.3)
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4. Ampére’s law for current density J:

1 OE
VxB=pudJ+—=—. 2.4
Hod + c2 ot (24)
Above t is time, g is the vacuum permittivity, pg is the vacuum permeability,
and c is the speed of light.

Electric field in plasma is determined by Ohm’s law, whose general form is:

1 1 = me 0J
E+V><B_77J+n€(J><B)—neV-PeJrneQ(%. (2.5)
The terms on the right hand side are the resistive term, the Hall term, the
electron pressure term, and the electron inertial term, respectively. The ideal
Ohm’s law assumes that the entire right hand side is zero.

The ratio between the plasma pressure P = nkgT and the magnetic pres-
sure P, = B?/2yy is called plasma beta: 8 = 2“0;#. In low beta plasma
(8 < 1), the magnetic field dominates the plasma motion and behavior. In a
high beta plasma, § 2 1, the plasma pressure dominates over the magnetic
pressure, and defines the behavior of plasma.

Plasma itself can be described at different levels that are illustrated in Figure
2.1. Plasma consists of free charges so the motion of individual particles defined
by the electromagnetic fields (Eq’s 2.1-2.4) and interaction with other particles
and waves can be important (Fig. 2.1a). When studying plasma as a collection
of multiple particles, the collective phenomena become important and one may
choose not to solve the motion of each particle separately. The motion of a
large amount of particles can be described using velocity distribution functions
(Fig. 2.1b). At larger scales one may choose to treat the plasma as a fluid. In
the fluid treatment plasma has a single temperature. Velocity distributions are
assumed to be Maxwellian (Fig. 2.1c). Below, these three different descriptions
are presented briefly.

a) b) c)

800,
600

400 ) -
200 £ )
[1] f
-200
400 g ’

-600
-800.-1000 -500 o 500 1000 ~10

v, (km/s)

= 0 5
vz (100kmy/s)
v (km/s)

Figure 2.1: Tllustrations of different plasma descriptions: a) single particle, b)
kinetic description with a distribution function, ¢) Maxwellian plasma distri-
bution.



2.1. PLASMA )

Single particle motion

Charged particles move under the influence of the Lorentz force:
F=¢(E+V xB). (2.6)

If the electric field is zero and the magnetic field is uniform the particles gyrate
on a plane perpendicular to B. The angular frequency of the spiral motion is
known as cyclotron frequency or gyrofrequency, 2. ; = ¢; B/m;, and the radius
of the circle is the gyroradius r. = m;v, /¢;B. Since the electron mass is much
smaller than the proton mass (by a factor of 1836), electrons gyrate with a
much smaller radius. They also gyrate in the opposite direction due to the
different sign of the electric charge. The orbit of the particle is distorted from
a circle in the case of non-zero electric field and/or non-uniform magnetic field.

Charged particles are said to be magnetized when the magnetic field is
strong enough to dominate the particle motion. The motion of a magnetized
charged particle can be divided into the gyrating motion and motion of the
center of the gyration, called the guiding center. The particle velocity can be
given as a sum of components parallel to the magnetic field v and perpendicular
to the magnetic field v; . The pitch angle between the velocity vector and the
magnetic field is defined as tana = v, /.

An electric field component parallel to the magnetic field accelerates parti-
cles along the magnetic field but a perpendicular electric field causes particles
to drift perpendicularly to both B and E with a velocity vpxp = E x B/B2.
Similarly, due to the gradient in the magnetic field, particles drift in a direction
that is perpendicular both to the gradient and B. Curvature in the magnetic
field also drives a drift current. These drift velocities can be generalized to any
force that can accelerate the particles: vy = F x B/qB? [e.g. Koskinen, 2011].

The magnetic moment y = W, /B = mv? /2B = (mv?/2B)sin®a of a
particle is conserved if the magnetic field changes sufficiently slowly |e.g. Kosk-
inen, 2011]. This is called the first adiabatic invariant. This means that if the
magnetic field increases, so does the velocity of the charged particle perpen-
dicular to the magnetic field. Because the total kinetic energy of the particle,
W = 1/2mv® = 1/2m(vy + v))), is also conserved, v; increases until v be-
comes zero. The motion of the guiding center of the particle slows down and
« increases until the motion along the magnetic field stops and the pitch an-
gle reaches @ = 90° as illustrated in Figure 2.2. Because of the gradient of
the magnetic field (parallel to the field) there is a force F = —uV | B. This
mirror force slows down the particle until it reverses its motion back toward
the weaker magnetic field. The point where the particle stops and turns back
is called a magnetic mirror point. A particle that initially has pitch angle
oo in a magnetic field By, has pitch angle a,,, = 90° at the mirror point
where the magnetic field strength is B,,. The relation between the initial
pitch angle and magnetic field and the magnetic field at the mirror point is
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sin? ag / sin® oy, = sin? ag = By /B, Figure 2.2 shows a magnetic bottle that
is formed by two magnetic mirrors facing each other. Charged particles can
get trapped inside a magnetic bottle bouncing between the mirror points. The
bouncing motion is nearly periodical if magnetic field does not change much
during one bounce period [e.g. Koskinen, 2011]. Motion of a particle in a
magnetic bottle is related to the second adiabatic invariant known as the lon-
gitudinal invariant: j = ¢ m;vds, where s is the distance along the guiding
center orbit. When the mirror points move closer to each other, the distance
f ds decreases. In order to conserve j, v must increase. Similarly, v decreases
if the distance between the mirror point increases.

B,, Bo B,,

o /\_v

m"/{“ a‘ i ;;\0‘ —0=90°
ya

—

a increases
%

Figure 2.2: Illustration of a magnetic bottle. Pink spirals show the particle
trajectories, orange arrows show the velocity vector of the particle, and « is the
pitch angle. Blue rings mark the location of the magnetic mirror points.

Kinetic description

When looking at plasma in a larger scale it is not possible to solve the prop-
agation of each particle separately. For most purposes, it suffices to know
where the collective ensemble of particles is going and at which velocity. This
can be done by describing plasma particles as a velocity distribution function
f(r,v,t). It expresses the number of particles in a 6-dimensional phase space
element dxdydzdv,dv,dv,. In other words, it represents how many particles at
a certain location r(t) are going at certain velocity v(¢). Since dilute plasmas
are collisionless there can be multiple different plasma populations at the same
location moving in different directions. Each species (denoted by subscript s)
is described by a different fs(r,v,t).
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The evolution of the distribution function in time and space can be deter-

mined by solving the Vlasov equation:

of

a—{—v-vrf—l—a-vvf:(], (2.7)
which is the Boltzmann equation without a collision term (as mentioned earlier,
collisions are often negligible in space plasma) |e.g. Koskinen, 2011|. Macro-
scopic parameters such as particle flux, number density, pressure and temper-
ature can be calculated as velocity moments. The number density of plasma
as a function of location can be obtained by integrating over the whole ve-
locity space n(r,t) = [ f(r,v,t)d3v and the bulk velocity is the particle flux,
which is the first velocity moment, divided by the number density: V(r,t) =
[vfd3v/ [ fd3v.

Magnetohydrodynamic description

At larger scales, plasma behaves like a continuous medium. Therefore, plasma
can be described as a fluid. The description of plasma as a magnetized fluid
with electromagnetic interactions is called magnetohydrodynamics (MHD). The
collective state of plasma is described with macroscopic parameters: bulk ve-
locity V, temperature 7" and number density n. In multi-fluid MHD, different
plasma populations can be described as separate fluids, each population hav-
ing their own macroscopic parameters. This allows description of interactions
between different particle species that have large differences in the macroscopic
plasma parameters.

The most simple approach is the ideal MHD that assumes infinite conduc-
tivity. The Ohm’s law (2.5) in ideal MHD reduces to E = —V x B. Set of
ideal MHD equations (including conservation of mass, momentum and energy)
is closed with the equation of state usually assuming adiabatic plasma. Plasma
pressure is also often assumed to be isotropic.

A basic wave mode in a non-magnetized medium is a sound wave, which
is driven by pressure perturbations. The speed of the sound wave in a fluid
is vs = \/vkpT/m, where v is the polytropic index, which is usually 5/3 for
plasma. In MHD plasma, there are three basic wave modes that carry infor-
mation: Alfvén wave, magnetosonic wave and fast/slow mode wave. Basic
Alfvén wave is a transverse wave that propagates along the magnetic field
lines with speed vqa = /(B?%/uopm), also called Alfvén speed [e.g. Koski-
nen, 2011]. The fastest waves are the magnetosonic waves that are longi-
tudinal waves propagating perpendicular to the magnetic field. The magne-
tosonic velocity is a combination of the speed of sound and the Alfvén speed:

Ums = /02 + UZA. Phase velocities of the fast and slow MHD waves are com-
binations of the sound speed and the Alfvén speed and can be written in the

form: ’UJ%/S =12 +0%)+ %\/(vg + v%)? — 4v2v? cos? 0, where the plus sign is
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for the fast mode wave (vy) and the minus sign for the slow mode wave (vy),
respectively, and @ is the angle between the wave vector and magnetic field.

2.1.2 Shocks and sheath regions

In a fluid medium, motion of an object causes pressure enhancement, which
propagates with the speed of sound in front of the object. If the medium
is magnetized, the perturbations propagate with the Alfvén or magnetosonic
speed. A shock wave is formed if the relative motion of the object is faster than
the propagation speed of the fastest wave mode. In the solar wind, the object
can be a planet or slower solar wind flow in front of a fast propagating solar
eruption or otherwise fast solar wind.

The shock is a discontinuity in plasma parameters. A discontinuity must be
compressional and have flow across it in order to be a shock. In MHD plasma,
two actual shock types, slow and fast shock, can be defined according to how
the plasma parameters change in the shock crossing. They both conserve the
normal component of the magnetic field and the sign of the tangential compo-
nent. The parallel velocity decreases in the shock crossing. The magnitude of
the magnetic field decreases in the slow shock crossing and increases in the fast
shock crossing. The third type is the Alfvén "shock" that is discontinuity rather
than a shock because the density is conserved in the crossing and, therefore,
there is no compression. It is a rotational discontinuity because it preserves the
magnitude of tangential component (perpendicular to the shock normal) of the
magnetic field across the shock, but may rotate it.

An important parameter in the shock crossing is the angle between the
shock normal and the upstream magnetic field, 65, |e.g. Stone and Tsurutani,
1985]. The shock structure and dynamics depend drastically on 6p,. This is
illustrated in the Figure 2.3. If 0p, is small the shock is called quasi-parallel
(Fig. 2.3a). The particles that are reflected from the shock back to the upstream
direction are able to escape the shock and propagate upstream and interact with
the ambient plasma forming a foreshock. The particles reflected from a quasi-
perpendicular shock that have large 0p, gyrate back to the shock and are not
able to escape upstream (Fig. 2.3b).

A sheath region forms between the obstacle and the shock. In the sheath
the plasma parameters are different from the upstream parameters depending
on the shock type. Change in the plasma parameters across an MHD shock
can be described using so called Rankine-Hugoniot relations [see e.g. Koskinen,
2011]. The magnetosheath forms as the solar wind flows around the Earth’s
magnetic field. Sheaths have been also observed downstream of interplanetary
shocks, for example, driven by magnetic clouds created by solar eruption [e.g.
Gosling and McComas, 1987, Tsurutani et al., 1988|.
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Figure 2.3: Difference between a) the quasi-parallel and b) quasi-perpendicular
shock.

2.1.3 Magnetic reconnection

Alfvén [1943] suggested the concept of frozen-in magnetic field. If in an ideal
collisionless plasma the fluid parcel is located on one magnetic field line at one
time it will remain on the same line at all times. This means that two magneti-
cally separate regions will remain separate at all times. Magnetic reconnection
was suggested to break the frozen-in condition. Reconnection is a plasma pro-
cess that leads to a large scale magnetic topology change due to local breaking
of the frozen-in condition. In magnetic reconnection the magnetic energy is
converted to kinetic and thermal energy of the charged particles.
The induction equation,

OB/ot =V x (V x B) + nV?B, (2.8)

where V is the plasma velocity, n = 1/upo is the resistivity and o is the conduc-
tivity, describes the temporal evolution of the magnetic field. The first term on
the right hand side is the convection term and the second term is the diffusion
term that is required to be non-zero to break the frozen-in condition. The basic
concept of 2D magnetic reconnection can be explained using a simple cartoon in
Figure 2.4 and the induction equation. Panel 2.4a shows two regions of magne-
tized plasma with oppositely oriented magnetic fields convecting towards each
other. In these regions the convection term dominates and the diffusion term
is negligible. A current sheet forms in between these two regions according to
the Ampére’s law (Eq. 2.4). In the current sheet the diffusion term becomes
significant and may lead to formation of a neutral X-line (panels b and ¢ in
Fig. 2.4). At the X-line the field lines are broken and reconnected as shown in
Figure 2.4c.

One of the first models of 2D steady MHD reconnection was derived by
Sweet [1958] and Parker [1957]. In their model the thickness of the diffusion
region is 20 and the length 2L (see Fig. 2.4c) with L > §. The Sweet-Parker
reconnection model predicts slow inflow velocity, v;,, and consequently slow
reconnection rate, the amount of magnetic flux per unit time that is reconnected
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Figure 2.4: Formation of a reconnection X-line. a) Formation of a current sheet.
b) Formation of an X-line. ¢) X-line and diffusion region (square box). Red
lines are the separatrices between the inflow magnetic field and reconnected
magnetic field. d) X-line illustrating the separation between the ion diffusion
region (IDR, light gray rectangular box) and the electron diffusion region (EDR,
dark gray rectangular box).

at the X-line. Therefore, the Sweet-Parked model is not able to describe the
fast reconnection that has been observed to occur, for example, in the solar
eruptions or in the magnetospheric boundaries and in the magnetotail.

Petschek [1964] offered a solution to the slow reconnection by suggesting a
model where all plasma accelerated in the reconnection process does not need
to flow through the diffusion region. Plasma is accelerated at standing slow
MHD shock waves that are connected to the diffusion region. Location of the
shocks are shown with red lines in Figure 2.4c. Now the diffusion region can be
very small. However, it is required to exist since the magnetic field lines need
to be reconnected at the X-line. The Petschek model estimates a higher inflow
velocity, up to 10% of the inflow v 4, giving faster estimates to the reconnection
rate compared to the Sweet-Parker model.

Diffusion regions

Because of their different mass and hence gyroradius, ions and electrons decou-
ple from the magnetic field at different distance from the center of the X-line.
Ions decouple first at larger distances but electrons still remain magnetized as
they approach the X-line. The area where the ions decouple is called the ion dif-
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fusion region (IDR, larger box in Fig. 2.4c). The size of the IDR is comparable
to the ion inertial length, which is defined as the gyroradius of a particle with
the local Alfvén speed: d; = v4/Q; = ¢/wp;, where wy; is the local ion plasma
frequency. At much smaller scales, comparable to electron inertial scales the
electrons demagnetize as well. This is called the electron diffusion region (EDR,
smaller dark gray box in Fig. 2.4c). The separation of electron and ion motion
is produced by the Hall term, é(.] x B), included in the generalized Ohm'’s
law (Eq. 2.5).

Reconnection triggering

The current sheet that is formed between the two oppositely oriented magnetic
field regions can start to reconnect spontaneously or the initiation of reconnec-
tion may be driven. Driven reconnection means that reconnection is forced by
the system’s boundary conditions. Spontaneous reconnection is initiated by an
instability of the current sheet. The most studied instability that can initiate
reconnection is the resistive tearing mode instability [e.g. Coppi et al., 1966,
Furth et al., 1963]. The tearing mode is a long wave instability compared to
the current sheet thickness. It causes the current sheet to break into adjacent
parallel pinches [Furth et al., 1963]. Therefore the tearing can lead to macro-
scopic scale changes in the current sheet. At the location where the current
sheet breaks, X-lines form and reconnection starts. Between the X-lines the
tearing instability leads to the formation of magnetic islands (O-type neutral
points) as is illustrated in Figure 2.5.

Figure 2.5: Formation of magnetic islands and X-lines due to reconnection
triggered by the ion tearing mode instability in the current sheet.

Asymmetric reconnection

Sweet-Parker and Petschek reconnection models assume that that the plasma
parameters in the two inflow regions are identical. This is not the case, for
example, with the reconnection between the solar wind and the Earth’s mag-
netosphere. Cassak and Shay [2007]| derived an analytical Sweet-Parker-type
model for asymmetric antiparallel reconnection described below. The inflow
parameters, B, p, and v are different on the different inflow sides of the X-line
and the subscript 1 and 2 refer to both inflow sides. The relation between the
inflowing and outflowing mass flux in asymmetric reconnection yields:

L(plvl + pQU2) ~ 25poutvouta (29)
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where L is the length of the reconnection diffusion region and 9§ is the width.
Their ratio §/L is the aspect ratio of the diffusion region. The outflow velocity
can be written as:

B1By Bi+ By

po p1Ba + paBi’

Vg ~ (2.10)
if energy and magnetic field are assumed to be conserved in reconnection. Vapg
is also known as the hybrid Alvén velocity of the inflow plasmas. The recon-
nection rate in the asymmetric reconnection is

5o (PowtouB1B\ 20 _ BBy \ 26 (2.11)
pBy+pB1) L~ "\ By+By) L’ .

where poyt ~ (p1 B2+ p2B1)/(B1 + Ba) is the density of the outflowing plasma.

Doss et al. [2015] added a velocity shear in tangential direction between the
inflow regions in the model by Cassak and Shay [2007]. Earlier, it had been
found that the velocity shear decreases the reconnection rate finally suppressing
it [e.g. Chen et al., 1997, Cowley and Owen, 1989, Gosling et al., 1991]. Doss
et al. [2015] showed that due to the velocity shear the isolated X-lines start to
drift with a velocity:

p1Bavp1 + p2Bivp 2
p1B2 + p2By

Vdrift ~ (2.12)

where vy, refers to the upstream velocity in the direction of reconnecting mag-
netic field. The shear also introduces a correction factor to the reconnection
rate so that the new rate is

2
4 BB
Eshear ~ EO (1 - Zshear PLP21 22 ) ) (213)

Vi, (p1Ba+ p2Bi)?

where FEj is the rate without the shear given by Eq. 2.11.

2.2 Earth’s Magnetosphere

2.2.1 Structure
Outer regions

The magnetic field of the Earth, which at the surface of the Earth is roughly
dipolar, has the dipole axis slightly tilted from the rotational axis. The Earth’s
magnetic field is distorted from the dipolar morphology by solar wind — mag-
netosphere interactions as it diverts the solar wind flow around the Earth. On
the dayside the solar wind flow pushes the field lines towards the Earth and on
the nightside drags them into a long structure called the magnetotail, reaching
distances of hundreds of Earth radii (Rg).
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The structure of the magnetosphere is illustrated in Figure 2.6. Since the
solar wind flow at 1 AU is super-sonic and super-Alfvénic a bow shock forms
upstream of the Earth. The bow shock is a dynamic structure located around
14 Rp upstream from the center of the Earth [Kivelson and Russell, 1995].
As the plasma crosses the bow shock the speed of the plasma (V) drops to
sub-magnetosonic and the density (p) and magnetic field strength (B) increase.
These changes in plasma parameters indicate that the bow shock is a fast-mode
shock. Depending on the IMF direction a foreshock can form upstream of the
bow shock. The foreshock of the Earth is known to be populated by 30-second
waves that are created by the particles reflected at the bow shock [e.g. Eastwood
et al., 2005]. The shocked solar wind region between the bow shock and the
Earth’s magnetic domain is called the magnetosheath. The magnetosheath
plasma is unstable to the growth of low frequency waves (0.1 Hz), such as
mirror mode waves [Denton, 2000]. The magnetosheath and the mirror mode
waves will be discussed further in Chapter 4.

30
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Figure 2.6: Structure of the outer regions of the Earth’s magnetosphere in a
polar plane cut.
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The magnetopause is the boundary encompassing the Earth’s magneto-
sphere separating it from the magnetosheath. The boundary between the solar
wind and the Earth’s magnetic field was first discussed by Chapman and Fer-
raro [1931a,b|, who suggested that there is a diamagnetic current shielding the
magnetosphere from the solar wind, known as the Chapman-Ferraro current.
The location of the dayside magnetopause can be defined by hydrostatic equi-
librium between the dynamic pressure of the solar wind and magnetic pressure
of the Eart’s magnetic field: pnggw = B%/[S /20, where psw and Vg are
the mass density and bulk velocity of the solar wind, respectively, and Bjsg is
the magnetic field magnitude of the magnetosphere. At the dayside the mag-
netopause resides around 10 Rp distance from the center of the Earth [e.g.
Pulkkinen, 2007].

The magnetotail consists of two lobes, that have oppositely oriented mag-
netic field lines. The field lines are connected to Earth from the one end and
to solar wind from the other. The northern lobe field lines point towards the
Earth and southern field lines away from the Earth. Plasma in the tail lobes is
much more dilute than, for example, in the dayside magnetosphere, where the
field lines are closed. Between the two lobes is a hot and dense plasma sheet
where the cross tail current Jop flows from dawn towards dusk, and closes with
magnetopause currents that flow around the tail lobes. Magnetic field lines in
the tail lobe map to the polar cap inside the auroral oval |e.g. Pulkkinen, 2007].
Therefore, the magnetic flux inside the polar cap is the same as in the tail lobe
of the same hemisphere.

In the northern and southern hemisphere between the closed dayside mag-
netic field lines and field lines of the tail lobes are the polar cusps. They are
connected directly to the magnetosheath and along those field lines solar wind
plasma can flow into the magnetosphere and ionospheric plasma can escape
from the magnetosphere.

Inner regions

The innermost part of the magnetosphere is the plasmasphere that resides in
the near-Earth region from about 1000 km to a few Rg. It is populated by
cold and dense plasma that originates from the ionosphere. The ionosphere
is the uppermost part of the Earth’s atmosphere from around 80 km altitude,
and it is ionized by the solar extreme ultraviolet (EUV) radiation and particle
precipitation. The plasmasphere is partially overlapping with the high energy
radiation belts. Radiation belt particles are trapped within the dipole field
as they bounce between the northern and southern mirror points. Particles
trapped in the Earth’s magnetic field drift around the Earth due to the gradient
and curvature drifts forming a ring current between 4 to 6 Rg on the equatorial
plane [e.g. Pulkkinen, 2007].
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2.2.2 Dynamics

The dynamics of the Earth’s magnetosphere during southward interplanetary
magnetic field (IMF) was explained by Dungey [1961]. In the so called Dungey
cycle, illustrated in Figure 2.7, the closed magnetic field lines of the Earth’s
magnetosphere that are pointing northward reconnect with the southward IMF
(1). Magnetic reconnection forms new "open" field lines that are connected to
the Earth from one end and to the solar wind with the other end (2). These
field lines are straightened by the J x B force and advected tailward with the
solar wind flow (2,3). New magnetic flux coming from the dayside pushes the
field lines towards the center of the tail (4). Oppositely oriented field lines that
are connected to the northern and southern polar caps reconnect in the tail
again (5,6) and then return back to the dayside through dusk or dawn of the
magnetosphere (7).

Figure 2.7: Dungey cycle: Reconnection of magnetic field lines at the day-
side magnetopause (1), field line convection towards the tails (2,3), field line
piling up in the tail lobes (4), tail reconnection (5,6), field lines return back
to the dayside (7). Cyan dotted line depicts the approximate location of the
magnetopause.

The Dungey cycle describes the magnetospheric dynamics during southward
IMF but reconnection between the solar wind and magnetospheric field lines
occurs also with other IMF directions. The orientation of the X-line is strongly
dependent on the IMF clock angle, which is the angle between IMF direction
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and z axis in global (arctan(By/B.)) [e.g. Laitinen et al., 2007, Trattner et al.,
2007]. When IMF is northward, reconnection takes place tailward of the cusps
where the magnetic field of the solar wind is nearly antiparallel with the lobe
field lines. Even though reconnection occurs essentially with all IMF directions,
the global convection is strongest during southward IMF. Then the reconnecting
field lines are nearly antiparallel and the energy transfer from solar wind to the
magnetosphere is the most efficient |e.g. Akasofu, 1981].

2.3 Current spacecraft missions

This thesis focuses on interactions between solar wind, magnetosheath and
magnetopause using global magnetospheric simulations, which are presented
in the next Chapter. These regions in the near-Earth space are continuously
probed by multiple spacecraft missions. Below the most important missions for
the scope of this thesis are introduced shortly.

Both Wind [Acuna et al., 1995] and Advanced Composition Explorer (ACE)
[Stone et al., 1998| spacecraft are currently located in the L1 Lagrangian point
of the Sun-Earth system and provide information on the solar wind plasma and
IMF. The European Space Agency’s (ESA) Cluster mission [Escoubet et al.,
1997] with four spacecraft orbit the Earth in a tetrahedron formation on a polar
orbit to gain 3D information on the solar wind interaction with the magneto-
sphere. The formation and separation between the spacecraft allows Cluster
mission to resolve ion scale details of magnetic reconnection [e.g. Vaivads et al.,
2004]. NASA’s Time History of Events and Macroscale Interactions during
Substorms (THEMIS) [Angelopoulos, 2008] originally with five spacecraft, now
with three, orbits Earth closer to the equatorial plane aiming to measure effects
of tail reconnection simultaneously at different distances. Two of the original
THEMIS mission spacecraft were send to orbit the Moon in a mission called
Acceleration, Reconnection, Turbulence, and Electrodynamics of the Moon’s In-
teraction with the Sun (ARTEMIS) [Angelopoulos, 2011]. Geotail that was
launched already in 1992 to study the magnetotail dynamics is still operating.
Double Star spacecraft mission consisted of two spacecraft [Liu et al., 2005].
The first one, TC-1, was launched to an elliptical orbit in 2003 and the second
one, TC-2, was launched to polar orbit in 2004. In 2007 TC-1 entered the
Earth’s atmosphere but T'C-2 remains functional.

For a long time the electron diffusion region in the dayside magnetopause
could be studied only using theoretical calculations and high resolution kinetic
simulations. The high temporal and spatial scales could not be resolved by
the previous spacecraft missions. NASA’s Magnetospheric Multiscale Mission
(MMS) [Burch et al., 2016], launched in 2015, was built for solving the smallest
electron scales of the magnetic reconnection. MMS has managed to fly through
the dayside X-lines and the first results of the electron diffusion region have
been published [e.g. Burch et al., 2016]



Chapter 3

(Global magnetospheric
simulations

Even though multiple spacecraft missions are measuring the plasma simulta-
neously in the near-Earth space, each satellite covers only its 1D track in time
and space, leaving most of the space unobserved as was already mentioned in
Chapter 2. With good luck the spacecraft can disperse and sample a broader
region of the near-Earth space so that they can observe the responses to a par-
ticular event at different locations of the magnetosphere. To fill the gaps and to
complement the observations, global magnetospheric simulations are needed.
There are different approaches that numerical models can take to solve the
plasma phenomena in the magnetosphere. In this thesis the global models are
discussed in two main categories: MHD and hybrid-kinetic simulations. The
main focus of this chapter lies on the two simulation models applied in this
thesis: the MHD model GUMICS-4 and the hybrid-Vlasov model Vlasiator.

3.1 MHD

The most widely used method to simulate large-scale properties of the Earth’s
magnetosphere is to use global MHD models. MHD models assume plasma to
be a magnetized fluid. MHD is a good approximation of the plasma behavior
in large scale systems where the temporal and spatial scales of the plasma
phenomena are much larger than the ion scales. This is a good approximation
in the magnetosheath and the outer magnetosphere of the Earth. MHD models
are widely used also to simulate other solar system plasma environments: the
dynamo of the Sun [e.g. Kapyld, 2011], initiation of coronal mass ejection and
related waves [e.g. Hoilijoki et al., 2013, Pomoell et al., 2008], solar wind and
coronal mass ejection propagation in the interplanetary space [e.g. Gressl et al.,
2014, Temmer et al., 2011] and even the structure of the whole heliosphere
le.g. Opher et al., 2009]. The inner magnetosphere and the boundaries of the

17
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magnetosphere include physical processes that require more detailed models.

Results of the first global magnetospheric MHD simulations were published
in the late 1970s and early 1980s |e.g. Brecht et al., 1981, 1982, Leboeuf et al.,
1978, Lyon et al., 1981]. Leboeuf et al. [1978] were the first ones to verify
the magnetospheric topology and dynamics proposed by Dungey [1961] using
a global 2D MHD simulation. Their simulation produced reconnection in the
magnetotail and a substorm-like process. Lyon et al. [1981] also presented
results of a substorm process in a 2D global MHD model. Using a 3D MHD
simulation Brecht et al. [1982] studied the tail reconnection during southward
IMF and reported formation of multiple X-lines. Since the early times the
models as well as computers have become more efficient allowing more detailed
studies of the magnetosphere. Various global magnetospheric MHD models
have been developed and are used in space physics research.

3.1.1 GUMICS-4

GUMICS-4, the Grand Unified Magnetosphere Ionosphere Coupling Simula-
tion, is a global MHD magnetosphere-ionosphere simulation model developed
at the Finnish Meteorological Institute [Janhunen, 1996, Janhunen et al., 2012].
Technical details of GUMICS-4 are described in the paper Janhunen et al.
[2012]. Here the main points of the numerical scheme are summarized.

GUMICS-4 couples a 3D global ideal MHD magnetosphere to an electro-
static ionosphere model. The magnetospheric part solves the fully conservative
ideal MHD equations that are written using the conserved variables density p,
momentum density p = pv, total energy density U, and magnetic field that
separates the dipole field from the varying field B = By + B4 [Janhunen et al.,
2012):

op
—=-V:-|—+(P+-——-—|1-—(BB-ByBy)|, 3.2
ot p 20 o Mo( 0Bo) (3:2)
2 .
Wy {(Ul +P- Bl) P_Bip By Bixlpx B)] . (33)
ot 210/ p Hop pop
8B1 . P X B
at—Vx( P ), (3.4)

where 1 is a unit dyad, and Uj is the total energy density after subtracting the
effect of dipole, Uy = U — (By - Bg)/po — B3/(2p0). Total energy density is
U=P/(y—1)+pv?/2+ B?/2p.

The simulation domain of the magnetosphere, which is shown in a polar
plane cut in Figure 3.1, extends from +32 Rg to —224 Rp in z-direction and
+64 Rp in y- and z-directions in GSE (Geocentric Solar Ecliptic) coordinates.
Each boundary has a layer of ghost cells where the boundary conditions are
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Figure 3.1: Cut of a 3D GUMICS-4 simulation in a polar plane. Color coding
shows the number density (m~3) in logarithmic scale.

applied to allow a smooth physical inflow or outflow of plasma at the simu-
lation boundary. The solar wind inflow boundary applies Dirichlet boundary
condition: all values in the ghost cells are set to the solar wind input values.
Solar wind parameters that are used as input are the plasma density (p), veloc-
ity (v), temperature (7), and magnetic field (B). The other outer boundaries
apply Neumann boundary conditions; every time step each parameter is copied
from the simulation cell to the neighboring ghost cell. The inner boundary is
at 3.7 Rg distance from the center of the Earth. From the inner boundary,
field aligned currents and electron precipitation are mapped to the ionospheric
domain along the dipole field lines. The electric potential is calculated in the
ionosphere and it is mapped back to the inner boundary of the magnetospheric
domain where it is used as a boundary condition.

Initially the simulation domain includes the dipole magnetic field in an
empty space and the solar wind parameters at the sunward wall. It takes about
1 hour simulated time from the beginning of the simulation to reach properly
formed magnetosphere. GUMICS-4 uses two different numerical solvers; the
primary solver is Roe’s approximate Riemann solver |[Roe, 1981] and the sec-
ondary one is the Harten-Lax-van Leer (HLL) solver. Roe’s solver has small
numerical diffusion but can sometimes produce unphysical negative pressures
or densities. If this happens the solution is recalculated using the HLL solver
that produces physical results but is more diffusive. Divergence of B accumu-
lates over time in the simulation due to the truncation error of the solver. The
divergence is removed every 20 s of simulation time using a projection method
[Brackbill and Barnes, 1980]. The discretization to grid cells is done using fi-
nite volume method (FVM). In FVM the volume averages of the variables are
calculated in every cell and the sum of the fluxes through the cell faces are
subtracted from the average.
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GUMICS-4 applies adaptive mesh refinement with a basic grid size of 8 Rg.
The grid is refined automatically in regions of large gradients. The refinement is
also set to depend on location; the grid is preferably refined close to the Earth.
Each cubic grid can be independently divided into eight smaller cells. The
refinement of the cells can be repeated until maximum adaptation level, usually
set to 5, is reached. This results in a refined grid with maximum resolution of
0.25 Rgp. The time step can also be changed using subcycling. The basic
initial time step is 1 s. In each cell the local time step is calculated by dividing
the base time step by two until it satisfies the local Courant—Friedrichs—Lewy
(CFL) condition [Courant et al., 1928]. The CFL condition ensures that the
time step is smaller than the time it takes for the fastest wave mode to travel
a distance that corresponds to the cell size. For ideal MHD the fastest wave
mode is the magnetosonic wave.

Because GUMICS-4 solves the ideal MHD equations the conductivity is
assumed to be infinite and thus the resistivity is zero. If there is no resistivity
there is no physical diffusion. However, as discussed in Section 2.1.3 diffusion
is required to break the frozen-in condition to allow reconnection. In order
to describe the magnetospheric dynamics and its interaction with the solar
wind properly, reconnection has to take place. Numerical diffusion caused by
the discretization mimics the physical diffusion allowing magnetic field lines
to reconnect in current sheets. Even though ideal MHD simulations cannot
produce as fast reconnection rates as the Hall-MHD or (hybrid-)kinetic models
[Birn et al., 2001] GUMICS simulations as well as other global ideal MHD
models have been widely used to study the global dynamics that are driven
by magnetic reconnection. Reconnection related parameters such as energy
transfer through the magnetopause have been found to scale with observations
[Palmroth et al., 2003, Palmroth et al., 2012].

Figure 3.1 shows an example of a GUMICS simulation in the polar plane.
The color coding depicts the number density. The bow shock, magnetosheath
and magnetopause can be easily seen on the dayside as well as the tenuous tail
lobes.

3.1.2 Other global MHD models

Other well-known and widely used global magnetospheric MHD models are
the Lyon-Fedder-Mobarry (LFM) code |Lyon et al., 2004], Open Geospace
General Circulation Model (OpenGGCM) [Raeder et al., 1998, Raeder, 2003,
Raeder et al., 2008], and the Block-Adaptive-Tree-Solarwind-Roe-Upwind-Sche-
me (BATS-R-US) [Powell et al., 1999] and the MHD model by Tanaka [2000]
applying a finite volume total variation diminishing scheme. Both LFM and
OpenGGCM are single fluid global MHD models that solve the ideal MHD
equations semiconservatively, conserving mass, momentum, and plasma energy
but not requiring a strict conservation of the total energy. A multi-fluid version



3.2. HYBRID MODELS 21

of LFM (MFLFM) have also been developed and used to study, for example,
ionospheric outflow of oxygen ions |[Brambles et al., 2010, Garcia et al., 2010,
Wiltberger et al., 2010].

BATS-R-US is developed as a part of the Space Weather Modeling Frame-
work and it includes more physics than basic ideal MHD models. One of the
extensions is a multifluid version that can be used to model behavior of multiple
ion species [Glocer et al., 2009]. It can also be run with Hall MHD equations,
meaning that also the Hall term, resistive term and the electron pressure term
can be included in the Ohm’s law (Eq. 2.5). The ion population in BATS-
R-US could also be described with an anisotropic pressure tensor instead of
only Maxwellian populations [Toth et al., 2012]. BATS-R-US has also been
coupled to the local PIC simulation model iPIC3D [Markidis et al., 2010] and
together they are called the MHD-EPIC (embedded particle-in-cell) [Daldorff
et al., 2014, To6th et al., 2016]. This coupling of MHD to local kinetic models
allows to model only the region of most interest with kinetic scale physics, but
it does not allow investigation how the kinetic physics couples to the overall
simulation box.

3.2 Hybrid models

MHD is not sufficient if the aim is to model phenomena that have time and
spatial scales comparable to ion scales: Time scales close to the ion gyroperiod
(27 /) and spatial scales close to the ion gyroradius or the ion inertial length.
These scales can be reached using hybrid-kinetic models that treat ions and
electrons separately; a kinetic model is used to describe ion motion whereas the
electrons are treated as fluid. Hybrid-PIC models describes ions as particles
whereas hybrid-Vlasov models treats ions as distribution functions.

3.2.1 Hybrid-PIC

As suggested by the name of the method, hybrid-PIC treats ions as particles and
electrons usually as charge-neutralizing massless fluid. If the initial location and
velocity of a particle is known, its motion can be determined using the Lorentz
force (Eq. 2.6) and the fields with Maxwell’s equations (Eq. 2.1-2.4) and
Ohm’s law (Eq. 2.5) with desired approximations. However, it is numerically
not feasible to model all ions in a plasma. Therefore, the number of particles
in simulations can be reduced by grouping many particles to larger elements,
so called macroparticles, that preserve the ratio ¢;/m; of the original particles.
In this way the motion under the Lorentz force is the same for the original
particles and macroparticles.

The computational requirements of PIC simulations can be controlled with
the number of macroparticles used in the simulations. The downside of PIC
models is the statistical noise in the velocity distribution function that is caused
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by the limited number of macroparticles per cell. This noise is also transferred
to the physical quantities that are calculated from the velocity distributions,
such as density, temperature, and bulk velocity. The amount of noise can
be, however, controlled by increasing the number of particles launched in each
cell. This also increases computational requirements. In order to make the
global simulations more feasible, hybrid-PIC simulations also often apply a
downscaled dipole strength [e.g. Omidi and Sibeck, 2007, Omidi et al., 2004]
or, for example, use upscaled solar wind ion inertial lengths [Lin et al., 2014, Lu
et al., 2015], so the length-scale of the simulation cannot be readily compared
to the magnetosphere.

The history of the 1D hybrid-PIC simulations started already in the 70s [e.g.
Chodura, 1975, Sgro and Nielson, 1976] and the 2D version followed shortly
thereafter |e.g. Hewett, 1980]. Use of local hybrid-PIC simulations and also
full-PIC simulations, which describe electrons also as particles, have increased
rapidly and since the early times they have been widely used to study, for
example, the ion foreshock, bow shock structures, magnetic reconnection, and
low frequency waves in the magnetosheath [e.g. Ganse et al., 2012, Lapenta
et al., 2017, Pritchett, 2003, Winske et al., 2003].

First semi-global Earth-like magnetospheric hybrid-PIC simulations with a
downscaled dipole concentrated on the dayside magnetopause structure [Omidi
et al., 1998, Swift, 1995] and soon after that the first global simulations includ-
ing the magnetotail were reported [Omidi et al., 2001]. Recently global hybrid-
PIC simulations have been used to study filamentary structures in the quasi-
parallel magnetosheath [Omidi et al., 2014a] and hot flow anomalies [Omidi
et al., 2014b, 2016], magnetopause reconnection and formation of flux transfer
events (FTE) both in 2D [Sibeck and Omidi, 2012|, and in 3D global simula-
tions [Tan et al., 2011]. Magnetic reconnection has also been studied in the
quasi-parallel magnetosheath using 2D simulations [Karimabadi et al., 2014],
and in the Earth’s magnetotail especially within multiple X-lines associated
with forming flux ropes using a 3D global simulation [Lu et al., 2015].

3.2.2 Hybrid-Vlasov: Vlasiator

Instead of modeling ions as particles they can be described as six dimensional
velocity distribution functions f(r,v,t), having three dimensions in the real
space (r) and three in the velocity space (v). This is known as the hybrid-
Vlasov approach. Vlasiator is currently the only existing global hybrid-Vlasov
simulation code but in local simulations this method has been applied before
le.g. Eliasson and Shukla, 2007, Valentini et al., 2007]. The hybrid-Vlasov
method is computationally very heavy and requires a lot of memory. However,
the advantage of the hybrid-Vlasov simulations is that they do not have the
numerical noise that is present in PIC simulations.

The technical details of Vlasiator were first published by von Alfthan et al.
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[2014]. As the development of the code is ongoing, some of the details described
in von Alfthan et al. [2014] have been already changed and more changes will
come in the future. Pfau-Kempf [2016] describes the technical details of the
current status of the code. Below the main technical points of Vlasiator are
shortly reviewed.

Ions in Vlasiator are described as velocity distribution function f(r,v,t)
whose development is calculated by solving the Vlasov equation given by Eq.
2.7. Acceleration in the Vlasov equation comes from the Lorentz force (Eq.
2.6), the magnetic field is calculated using Faraday’s law (Eq. 2.3) and the
electric field is obtained from Ohm’s law (Eq. 2.5) that includes the Hall term
but not the resistivity or electron pressure terms:

JxB

E=-VxB+ . (3.5)
ne

The total current density J is calculated using Ampére-Maxwell’s law (2.4) by
neglecting the displacement current: V x B = pgJ. The number density n and
ion current density J; can be calculated as velocity moments of the distribution
function.

The distributions are propagated using a less diffusive 5th order accurate
semi-Lagrangian method [White and Adcroft, 2008, Zerroukat and Allen, 2012]
that has replaced the finite volume method described by von Alfthan et al.
[2014] [for more details see Pfau-Kempf, 2016]. The six dimensional phase
space is divided into a 3D Cartesian real space mesh and each of the real space
cells contains a 3D Cartesian velocity mesh. Currently the resolution of both
the real space mesh and the velocity space mesh are uniform and kept constant
during the simulation. The time step can vary and it is adapted according to
the CFL condition.

Even though Vlasiator is inherently 3D, in global simulations the real space
is for the time being set to be 2D in order for the runs to be computationally
feasible. Another way to save computational resources and memory is to apply
a sparse velocity grid. The distribution functions are usually very localized
and in order to save resources, only the parts having content are saved and
propagated. The velocity space is divided into blocks each of which contains
4 x 4 x 4 cells. A block is defined to have content if any of its cells has content
more than the threshold value specified by the user. In the papers of this thesis
the threshold has been set to 1071% m~6 s73. A block exists if it has content or
if any of its neighbors in six dimensions (both in real and velocity space) have
content. Either the whole block exists with all of its cells or it does not exist
at all.

Initially the simulation domain includes a dipole field, and plasma density
and velocity are constant throughout the whole simulation box. The solar wind
flows into the simulation domain through the sunward boundary. At each of
the boundary cells the velocity distribution function is Maxwellian. Solar wind
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T, n, v and B are given as input parameters. To allow the plasma to flow out
through the other three boundaries, a copy condition is applied. This condition
allows copying of plasma parameters and the distribution function from a cell
next to the boundary to the nearest ghost cell. Periodic boundary conditions
are used in the direction out of the simulation plane. The inner boundary is at
a user defined distance, usually 5 Rg, from the center of the Earth. The inner
boundary condition is a perfectly conducting sphere.

When solar wind flows into the simulations domain the magnetosphere
forms self-consistently. The equatorial plane simulation used in Paper I is
considered to be initialized after the inflowing solar wind have crossed the en-
tire simulation domain. The dayside of the polar plane simulations used in
Paper III and IV is considered to be initialized when the inflowing solar
wind magnetic field have passed the magnetosheath and reached the dayside
magnetopause.

The magnetic field propagation method [Londrillo and Del Zanna, 2004]
does not produce divergence if there is no divergence in the initial state and
boundary conditions. Vlasiator does not have divergence removal so currently
the user needs to make sure that the solar wind inflow conditions are divergence
free.

The equatorial plane simulation used in Paper I has a 3D dipole field with
a strength of the Earth dipole. In the polar plane runs used in Papers III and
IV a 2D line dipole is applied instead, because the out-of-plane component of
the field in the polar plane run provides a source of divergence. The line dipole
is similar to the one described in Daldorff et al. [2014]:

2xz
Bx:DTT 3.6
2 (3.6)
B,=D =

The strength of the line dipole D is chosen so that the stand off distance of the
magnetopause corresponds to the stand-off distance of Earth’s magnetopause.
A mirror dipole is set on the other side of the sunward boundary to have only
the solar wind magnetic field flowing in.

In order to run Vlasiator at large scale it has been parallelized at two levels.
The first level is the Message-Passing-Interface (MPI) that is used to parallelize
the three dimensional real space grid. The second level applies OpenMP (Open
Multi Processing) by threading the computation on each MPI process.

Vlasiator results have shown that the code is able to model the solar wind-
magnetosphere interaction and it can be used to study physics of the near-Earth
space. It is able to reproduce the foreshock, its 30 s waves and the velocity dis-
tribution functions that correspond to spacecraft observations [Kempf et al.,
2015, Palmroth et al., 2015|. Paper I demonstrates that the code produces
magnetosheath waves and their distribution in the sheath corresponds to obser-
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vations. In addition, Paper III shows that the reconnection rate at the dayside
magnetopause correlates very well to the analytical model of 2D reconnection
rate derived by Cassak and Shay [2007].

3.3 Comparison of modeling approaches

The global MHD models are not able to model the ion scale physics of plasma
as the hybrid-kinetic models can. On the other hand their computational re-
quirements are not as demanding. For example, GUMICS-4 is a serial code
and a global-scale simulation of a space weather event can be run on a laptop
computer. Parallelized global MHD models are advancing to the real time limit
providing nowcasting of space weather.

Hybrid models run on multiple computational units but near-real time sim-
ulations can only be dreamed of. However, the hybrid approach is required to
model the ion scale physics. The accuracy and the computational resources
of hybrid models vary significantly depending on the set up of a simulation.
Increasing resolution of the simulation domain requires more resources but
improves the accuracy. In hybrid-PIC simulations the level of noise can be
decreased and the accuracy of the ion velocity distribution functions can be in-
creased by increasing the number of particles in the simulation. Similarly, the
accuracy in Vlasiator simulations can be controlled by varying the resolution
of the velocity space grid. The hybrid-PIC simulations can be computationally
less demanding than Vlasiator. However, the velocity distribution functions
in Vlasiator do not have numerical noise even when the resolution of the ve-
locity space is decreased unlike in hybrid-PIC. Also, increasing the number of
macroparticles in PIC simulations in order to make the velocity distribution
functions smoother increases the computational requirements of the hybrid-
PIC simulations. The large number of particles would make them almost as
computationally demanding as the Vlasiator simulations.

Global MHD simulations are able to model the coupling between the magne-
tospheric MHD domain and the ionosphere, unlike 2D hybrid models. Another
advantage of global MHD models is that they can be 3D whereas the hybrid-
kinetic simulations in the scales corresponding to the Earth’s magnetosphere
are still only feasible in 2D. Global simulations in 2D might not reach steady
state solution at all as the stand-off distance of bow shock and magnetopause
keep changing |[Winske et al., 2003]. Limitation to a 2D plane cloud also cause
other effects that would not exist in 3D. Plasma can flow around the Earth
only on the simulation plane causing pile-up at the nose of the magnetopause,
making the magnetosheath thicker than in reality. The complete Dungey cycle
cannot be simulated either because the field lines reconnected in the tail cannot
convect back to the dayside in 2D polar plane simulations.

In summary, the different global modeling approaches have their respec-
tive advantages and disadvantages. MHD models are not able to simulate
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features that are arise from ion kinetic physics, such as the foreshock. There-
fore, foreshock-related studies need to be investigated using global models with
kinetic physics. Nevertheless, a global MHD model can be the only feasible
solution to carry out a 3D systematic study consisting of a set of simulations
with different parameters. Therefore, all models should be regarded as comple-
mentary methods of simulating the near-Earth space plasma.



Chapter 4

Magnetosheath mirror mode
waves

4.1 Magnetosheath structure

The magnetosheath is the region of shocked solar wind plasma between the
bow shock and the magnetopause. The magnetosheath structure depends on
0pn, the angle between the bow shock normal and the IMF as can be seen
in Figure 4.1. This figure shows the equatorial plane simulation with a 30°
cone angle (angle between IMF and Sun-Earth line). In the quasi-parallel
bow shock backstreaming particles cause the solar wind to become unstable to
various wave instabilities |e.g. Hoppe et al., 1981, Russell et al., 1987a|. Due to
the backstreaming particles and foreshock waves the quasi-parallel bow shock
is perturbed and the downstream magnetosheath becomes turbulent. Waves
that are observed in the quasi-parallel magnetosheath are usually broadband
turbulent waves and they are thought to be at least partly generated by the
ion foreshock waves [Engebretson et al., 1991, Engebretson et al., 1994, Krauss-
Varban, 1994].

The quasi-perpendicular magnetosheath is more regularly structured (Fig.
4.1). At the crossing of the quasi-perpendicular bow shock, the plasma temper-
ature becomes anisotropic; temperature perpendicular to the magnetic field in-
creases. Temperature anisotropy forms as the plasma is compressed and heated
adiabatically in the perpendicular direction |e.g. Koskinen, 2011]. Figure 4.2a
shows temperature anisotropy 1| /T” in the magnetosheath in the equatorial
plane run from Paper I. The temperature anisotropy is largest right behind
the quasi-perpendicular bow shock and close to the dayside magnetopause. The
anisotropy decreases in the sheath as the distance to the bow shock increases.
The increase in front of the magnetopause is due to plasma piling up and drap-
ing around the magnetopause. Similar behavior of the temperature anisotropy
has been seen also in a statistical study of THEMIS spacecraft observations

27
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Figure 4.1: Vlasiator simulation in the equatorial plane showing the foreshock
structure and magnetosheath asymmetry during IMF with 30° cone angle.
Color coding shows the number density (m~3).

[Dimmock et al., 2015].

A dawn-dusk asymmetry has been observed also in other plasma parameters
besides the temperature anisotropy [e.g. Dimmock and Nykyri, 2013, Longmore
et al., 2005, Némecek et al., 2002, Paularena et al., 2001, Walsh et al., 2012].
In a statistical study using THEMIS spacecraft observations Walsh et al. [2012]
found that the density and temperature are higher on the dawn side whereas
the magnetic field strength and the bulk velocity are higher on the dusk side.
When the IMF is close to the Parker spiral, which is the most common IMF
direction at 1 AU with ~ 45° cone angle, the dusk side is quasi-perpendicular
and the dawn is the quasi-parallel side. They demonstrated using BATS-R-US
simulations that the observed dawn-dusk asymmetry is associated with the the
commonly occurring Parker spiral IMF direction [Walsh et al., 2012].

4.2 Mirror mode waves

A temperature anisotropy, 7' / T} > 1, can make the plasma unstable to both
mirror and ion cyclotron wave modes [e.g. Gary et al., 1976]. Therefore, the
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quasi-perpendicular magnetosheath plasma is favorable for ultra low frequency
(ULF) wave formation. In addition to these two modes, two other ULF wave
modes can be observed in the magnetosheath: slow (/ion-acoustic/sound) mode
waves and fast (/magnetosonic) mode waves [Denton, 2000]. The frequency of
the ULF waves is smaller than the ion cyclotron frequency. Various methods,
including transport ratios, wave polarization and phase difference between dif-
ferent parameters, have been used to distinguish different wave modes from
each other (see e.g. review by Schwartz et al. [1996]).

The growth of proton mirror modes competes with the proton cyclotron

waves in the plasma with 7' /T > 1. The dominant wave mode is determined

by the values of ) = %IZBT”, the plasma ( in the parallel direction, and

T, /T” Mirror modes dominate for lower T’ /T” and higher 3 whereas the
ion cyclotron mode dominates with higher 7 /T and low f le.g. Gary, 1992,
Lacombe and Belmont, 1995].

Mirror mode waves are commonly observed in the Earth’s magnetosheath
but they have also been observed in other sheath regions in the solar system.
For example, Pioneer 11 observed mirror mode type fluctuations at both Jupiter
and Saturn [Tsurutani et al., 1982|, they have been seen in the magnetosheath
of Uranus by Voyager 2 [Russell et al., 1989, and even in the wake of comet
Halley by Vega 1 [Russell et al., 1987b].

Many observational studies report dominance of mirror modes over ion cy-
clotron waves even though | suggests that ion cyclotron instability should
dominate [e.g. Génot et al., 2009, Soucek et al., 2008|. Heavier ion species, such
as helium ions, have been found to suppress the growth of the ion cyclotron
instability leaving the growth rate of mirror mode waves mostly unaffected so
that the mirror mode waves can dominate even when ) 2 1 [e.g. Gary et al.,
1993, Price et al., 1986]. Nonzero electron temperature and electron tempera-
ture anisotropy (7' /T 2 1.2) is also shown to increase the growth rate of
the proton mirror instability [Pokhotelov et al., 2000, Remya et al., 2013]. How-
ever, Ahmadi et al. [2016] showed using local PIC simulations that the electron
whistler waves consume the free energy of the electrons so fast that the elec-
tron temperature anisotropy does not have time to influence the growth of the
mirror mode waves. As the electron temperature anisotropy is not necessary
for accurate modeling of the mirror mode growth, the hybrid-kinetic models
are well suited for the task.

4.2.1 Properties

Mirror mode waves form in the region where plasma fulfills the mirror instability
condition that for bi-Maxwellian plasma can be written in the form [Hasegawa,
1969]:

TL/TH >1+i. (4.1)
B
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Figure 4.2: a) Temperature anisotropy 7'\ /7). b) Mirror mode instability
condition R = 3, (T /T — 1). Adapted from Paper L.

Color coding of Figure 4.1b shows the R = 3, (T'L/T} — 1) in the simulation
used in Paper I. In the regions where R is larger than 1, the mirror instability
condition holds. In this simulation the instability condition is fulfilled almost
in the entire quasi-perpendicular dayside magnetosheath. Even if the mirror
instability condition is required for the mode to grow, they can propagate also
to mirror stable plasma regions [Soucek et al., 2008].

Mirror mode waves are compressive fluctuations with anticorrelation be-
tween the magnetic field strength and density [e.g. Hasegawa, 1969, Tajiri,
1967]. This feature is formed as the plasma gets trapped inside the magnetic
bottles that have been formed in the magnetic field fluctuations. An observer
flying through the mirror mode waves observes anticorrelation in these two
parameters as is demonstrated in Figure 4.3.

In homogeneous plasma mirror mode waves are linearly polarized and they
do not propagate in the plasma frame i.e. their frequency in the plasma frame
is w &~ 0. However, the magnetosheath plasma is not homogeneous because
the plasma piles up in front of the magnetopause, creating gradients in the
magnetic field strength and density. In the inhomogeneous plasma, due to the
large gradients, mirror mode waves can start to drift with respect to the plasma
frame |e.g. Johnson and Cheng, 1997, Omidi and Winske, 1995|. Drifting can
also change the polarization of the waves. Génot et al. [2001] found that in
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Figure 4.3: Illustration explaining the anticorrelation of magnetic field magni-
tude and plasma density in mirror mode observations. Figure after Koskinen
[2011].

8 out of 13 events observed with the Active Magnetospheric Particle Tracer
Explorers (AMPTE) mission the mirror mode waves were elliptically polarized.

The polarization of a wave can be studied using minimum variance analysis
le.g. Sonnerup and Scheible, 1998|. For linearly polarized waves the ratio of
the minimum and intermediate eigenvalues of the variance matrix (Amin/Nint)
should be close to 1, while the ratio of the maximum and intermediate eigen-
values should be much larger than one \,4:/Aine > 1. Linear polarization of
the mirror mode waves is aligned with the background magnetic field, therefore
to support linear polarization the angle between the maximum variance direc-
tion and the background magnetic field, 85,7, needs to be relatively small [e.g.
Génot et al., 2009, Génot et al., 2011, Soucek et al., 2008].

In spacecraft observations mirror modes are often seen as quasi-periodic
large amplitude structures. They can be observed as a train of either peaks or
dips in the magnetic field strength rather than sinusoidal oscillations [Soucek
et al., 2008]. In mirror unstable plasma mirror modes waves develop into peaks.
As the mirror mode waves propagate to a mirror stable region the peaks develop
into dips [e.g. Soucek et al., 2008].

4.2.2 Identification from the simulation

Mirror mode waves are identified from spacecraft observations and global sim-
ulations using criteria based on the wave properties described above. The first
criterion in the mirror mode identification is the anticorrelation of density and
magnetic field strength fluctuations. Other criteria applied in the identification
vary in different studies.

One of the aims of Paper I was to compare how much identification of
the mirror mode waves depends on the chosen criteria. Three different sets of
criteria based on wave polarization were chosen. In addition to requiring the
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correlation coefficient between density and magnetic field strength to be smaller
than —0.5 and the amplitude of magnetic field fluctuations larger than 5% of
the background magnetic field, we used three different sets of values to limit
the results of the minimum variance analysis:

1. )\max/)\int > 1.5, )\min/)\int > 0.3, Opm < 30° [Soucek et al., 2008]

2. Opp < 20° |Génot et al., 2009, Génot et al., 2011]

3. Amaz/Aint > 5, and Oy < 20° [Tatrallyay et al., 2010].

The whole dayside magnetosheath was tested against these criteria every
0.5 R excluding the points that the bow shock crosses as it expands during
the simulation. Figure 4.4 shows that the extent of the observed mirror mode
activity (black dots) depends highly on the criteria. Panel a) shows the mirror
mode waves that were identified using the criterion 1 and panel b) shows the
locations identified using criterion 2, which are significantly fewer than found
using criterion 1. Criterion 3 did not yield any mirror mode activity.
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Figure 4.4: Extent of the located mirror modes a) using the criterion 1 and b)
using criterion 2. Black dots show the points where the mirror mode conditions
are fulfilled. The background is color coded with the number density. Figure
from Paper 1.

In global 3D hybrid-PIC simulations of the Hermean magnetosphere, Her¢ik
et al. [2013] checked if the anticorrelated waves are mirror mode waves by testing
that the plasma fulfills the mirror instability condition and § is favorable for
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mirror mode growth. They used spatial Fourier transform to confirm that the
angle between the background magnetic field and the wave vector is in the range
that has been observed for mirror mode waves (60° < 6 < 90° by Travnicek
et al. [2007]).

4.2.3 Occurrence and dynamics

Mirror mode waves are commonly observed in the terrestrial magnetosheath.
Téatrallyay and Erdés [2002] reported that mirror mode waves were observed
in different regions of the magnetosheath in 20% of the first 30 orbits that the
ISEE-1/2 spacecraft moved through the magnetosheath. Lucek et al. [1999]
observed mirror mode waves in 30% of the studied magnetosheath passes of
Equator-S spacecraft observations.

Mirror mode waves have often been found in the inner magnetosheath near
the magnetopause [e.g. Hubert et al., 1998, Lucek et al., 1999, Tatrallyay and
Erdés, 2005, Tsurutani et al., 1982]. In the Vlasiator simulation in Paper I
the mirror mode activity is found mainly in the quasi-perpendicular magne-
tosheath as shown in Figure 4.4. This is consistent with statistical spacecraft
studies [Soucek et al., 2008, 2015, Tatrallyay et al., 2008 and global hybrid-PIC
simulations of the Hermean magnetosheath [Her¢ik et al., 2013]. However, the
results show very little to no mirror mode activity in the quasi-parallel mag-
netosheath even though some observational studies have reported the mirror
modes there [e.g. Dimmock et al., 2015, Tatrallyay and Erdés, 2005].

Most of the mirror mode activity in Paper I is located near or along the
velocity streamlines that enter the magnetosheath close to the foreshock ULF
wave boundary. Dawnward (towards negative y) from the ULF wave bound-
ary the bow shock becomes more quasi-parallel and the magnetosheath is too
turbulent for mirror mode waves to grow. The streamlines that enter the bow
shock further in the quasi-perpendicular flank have higher velocities and smaller
initial perturbations. This may explain why there is less mirror mode activity
closer to the bow shock. It takes a while for the waves to grow enough to fulfill
the mirror mode criteria. The plasma entering the magnetosheath near the
ULF foreshock edge spends the longest time in the dayside magnetosheath and
the initial perturbations are favorable for the mirror mode formation.

Figure 4.5 shows an example of two proton velocity distribution functions
from the Vlasiator simulation from Paper I. The first one is taken near the
mirror point, i.e., from the crest of the wave and the second is taken from
the middle of the bottle, i.e., the trough of the wave (shown in Fig. 4.5¢).
At the crest of the wave most of the particles are close to 90° pitch angle.
This is caused by conservation of the magnetic moment: as the particles come
closer to the mirror point their parallel velocity decreases and perpendicular
velocity increases. In the trough of the wave there are more particles at both
perpendicular and intermediate pitch angles. These are the particles that are
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trapped inside the magnetic bottles. The particles with larger parallel velocities
that do not get trapped into the magnetic bottles are in the loss cone. The
behavior of the simulated velocity distribution function is similar to those in
the Cluster spacecraft observations by Soucek and Escoubet [2011].

Ton kinetic scale effects have been known to be important for the evolution
of mirror instability since the early theoretical studies [e.g. Tajiri, 1967]. Tons
at small parallel velocities that get trapped in the mirror mode waves have
been shown to be important for the evolution of the instability [e.g. Hellinger
et al., 2009, Pokhotelov et al., 2008, Southwood and Kivelson, 1993]. They
have been found, for example, to lead to saturation of the non-linear growth of
the large amplitude mirror mode waves [e.g. Califano et al., 2008, Kivelson and
Southwood, 1996].

In Paper I the growth rate of the mirror mode waves estimated by com-
paring amplitudes and propagation times of a wave at different locations along
a velocity stream line (v, ~ In(0B2/0B1)/(t2 — t1) by Tatrallyay et al. [2010])
is found to be one to two orders of magnitude smaller than that given by the
theoretical growth rate derived by Liu et al. [2006]. Similarly, Téatrallyay et al.
[2008] reported that the estimated growth rate using an event observed by Clus-
ter is an order of magnitude smaller than the theoretical growth rate. They
discuss the possibility that the waves become saturated as they respond to local
changes in the plasma parameters. The ion temperature anisotropy decreases
as the waves interact with the ions, which reduces the local growth rate. This
mechanism could also take place in Vlasiator simulations. In simulations the
growth rate is also affected by the resolution of both real and velocity space.
The dynamics of particles at small parallel velocities that have been shown
to affect the growth rates cannot be resolved with high accuracy. Neverthe-
less, in a study of mirror mode waves in the magnetosphere of Venus, Volwerk
et al. [2016] showed that their estimated range of growth rate is similar to ones
reported in Paper I and by Téatrallyay et al. [2008].

Summary

In the Vlasiator simulation in Paper I the mirror modes are mainly observed
in the quasi-perpendicular magnetosheath, which is consistent with previous
statistical spacecraft studies and simulations [e.g. Her¢ik et al., 2013, Soucek
et al., 2015]. In the simulation the most ideal region for the mirror mode growth
seems to be along the velocity streamlines that enter the magnetosheath at the
vicinity of the foreshock ULF wave boundary. It is also shown that the extent
of the detected mirror mode activity is highly dependent on the criteria that is
used to identify the waves. In the simulation the mirror mode structures do not
evolve to form large peaks or dips as has been often observed by spacecraft [e.g.
Soucek et al., 2008]. In addition, the amplitudes of the magnetic fluctuations
remain relatively small (~ 5%) compared to what is usually observed. This may
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phases of the mirror mode wave. Figure adapted from Paper I.
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be caused by the limitation to a 2D spatial plane or by resolution of either the
spatial or velocity grid. Nevertheless, the behavior of the velocity distribution
functions in mirror structures is similar to that observed by Cluster spacecraft
[Soucek and Escoubet, 2011].



Chapter 5

Dayside magnetopause
reconnection

Magnetic reconnection at the dayside magnetopause during southward IMF
conditions is one of the main drivers of the severe space weather phenomena.
Reconnection accelerates charged particles to high energies and allows plasma
to flow into the magnetosphere. The investigation of the dayside reconnection
is currently of great interest in the space science community as the recently
launched MMS spacecraft have been measuring the electron scale details of the
reconnection diffusion region [e.g. Burch and Phan, 2016, Burch et al., 2016].

This Chapter summarizes the results obtained with both GUMICS-4 and
Vlasiator simulations about the dayside magnetopause reconnection during
southward IMF and the relevant background of the current knowledge. In or-
der to investigate how the the magnetosheath interacts with the magnetosphere
and, for example, how efficient magnetic reconnection is between the terrestrial
and magnetosheath field lines, the magnetopause and the region where the
reconnection occurs need to be located.

5.1 Magnetopause location

In spacecraft studies magnetopause can be located from measured parameters
as the spacecraft crosses the magnetopause from the magnetosheath to the
magnetosphere or vice versa. Observed crossings can be used to create empirical
models to obtain approximated location for the whole magnetopause. Most of
the empirical models predict the location of the magnetopause based on the
solar wind dynamic pressure, pg s, = pswvgw, and the IMF B, component
le.g. Chao et al., 2002, Petrinec and Russell, 1996, Shue et al., 1997, 1998].
The most used model is the Shue et al. [1998] model. Boardsen et al. [2000]
presented an empirical model that included also the effect of the dipole tilt,
because they found that at the high latitudes the magnetopause location is as

37
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dependent on the dipole tilt angle as it is on the solar wind pressure. Lin et al.
[2010] expanded the model by Shue et al. [1997] by including the effect of the
dipole tilt. Case and Wild [2013] compared the location of the magnetopause in
Cluster observations to different empirical magnetopause models. They showed,
for instance, that on average Shue et al. [1998] model overestimated the radial
distance to the magnetopause by 1 Rp and the model by Lin et al. [2010]
underestimated the distance by 0.25 Rg.

In a global 2D simulation with southward IMF the location of the dayside
magnetopause can be found as a reversal of the B, from magnetospheric north-
ward component to the southward component in the magnetosheath. This
method was applied in Paper III but it is not applicable for locating the
magnetopause in the magnetotail or during other IMF orientations.

A more general method was applied for the 3D MHD simulations in Pa-
per II, where the magnetopause was located by using a method developed
by Palmroth et al. [2003]. It is based on tracing velocity streamlines from
upstream (Xgsrg = +15Rpg) to the tail. The streamlines flow around the mag-
netosphere forming a cavity and the boundary of this cavity is considered the
magnetopause. This method for GUMICS-4 simulations yields a magnetopause
that has been found to correspond to the Shue et al. [1998] model [Palmroth
et al., 2003]. Another possible method for locating the magnetopause from a
global 3D simulation is to use the location of the local maximum of the current
density and local maxima of the density and velocity gradients [Komar et al.,
2015, Némecek et al., 2011].

5.2 Reconnection location

There are multiple theories for predicting the location of dayside magnetopause
reconnection. One of the oldest debates in this field has been between the an-
tiparallel [Crooker, 1979] and component [Gonzalez and Mozer, 1974, Sonnerup,
1970] reconnection hypotheses. The antiparallel hypothesis states that recon-
nection occurs at the location where the magnetic field lines on both sides of
the magnetopause are almost antiparallel. During purely southward IMF this
occurs along a continuous line at the subsolar point but non-zero B, makes
the X-line to split into two parts at the northern and southern hemispheres
[Crooker, 1979, Luhmann et al., 1984]. According to the component hypothesis
the most optimal place for reconnection is the subsolar region where the solar
wind flow first makes contact with the magnetopause. From this point the X-
line extends as a continuous line across the dayside magnetopause. The ratio
between the IMF B, and B, defines how much the X-line is tilted compared to
the equatorial plane.

GUMICS simulations support the component hypothesis as the X-line re-
mains continuous even in simulations with northward IMF [Laitinen et al.,
2007]. The spacecraft observations have been found to support both the an-
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tiparallel and the component hypothesis depending on the IMF conditions [e.g.
Fuselier et al., 2011, Paschmann, 2008, Trattner et al., 2007, 2012|. Trattner
et al. [2007, 2012] showed that when the IMF was B, dominated the X-line was
found to be continuous along the dayside magnetopause supporting the com-
ponent hypothesis but during IMF with strong B, component the X-line was
split into two lines on the two hemispheres. Connor et al. [2015] also showed
that in global MHD simulations both component and antiparallel reconnection
can occur depending on the IMF clock angle.

Because neither antiparallel nor component hypothesis were able to explain
the behavior of the X-line in all IMF cases, other models have been developed
to predict the X-line location. Many of them are based on maximization of
some reconnection related parameter. Trattner et al. [2007] continued the idea
of the antiparallel hypothesis and proposed that the reconnection location is de-
fined by the location of the maximum magnetic shear between the reconnecting
field lines. This model has been found to correspond to spacecraft observations
[Dunlop et al., 2011, Trattner et al., 2007, 2012]. Other models suggest, for ex-
ample, maximization of the reconnection outflow velocity [Swisdak and Drake,
2007] or the reconnection rate [Borovsky, 2013].

Komar et al. [2015] used BATS-R-US simulations to test the X-line models
mentioned above.. They found that when the IMF had a southward component
most of the models predicted the location of the X-line well but the models
based on maximization of the outflow speed or reconnection rate worked the
best. In simulations with northward IMF none of the models were able to
predict the location of the whole X-line but in the cusp regions the maximum
magnetic shear model gave the best result.

5.2.1 Methods for locating the X-line in simulations

In 2D simulations, where the derivative in the out-of-plane direction is zero,
the X-lines can be located using the magnetic flux function ¥ that is defined
as B =y x VU [e.g. Yeates and Hornig, 2011]. The X-lines are the local saddle
points of W, whereas the local maxima of ¥ yield the location of the magnetic
O-type neutral points. This method is applicable to both local and global 2D
simulations and it was applied in Paper III.

In 3D the X-line can extend along the whole dayside magnetopause and
is more complicated to locate. The X-line, which in 3D is usually called the
separator, is located at the intersect of four topologically distinct domains.
Many methods for finding the approximate location of the X-line are based on
tracing field lines and finding a region where all four topologies are close to each
other. In Paper II a four-field junction method introduced by Laitinen et al.
[2006] was used to find the X-line. This method traces the field lines starting
from grid cells that are placed in the expected location of the separator. Field
lines are labeled as free (not connected to Earth at all), closed (both ends of the
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field lines connected to Earth), away (connected to the southern hemisphere,
other end in solar wind) or toward (connected to the northern hemisphere,
other end in solar wind). The grid is then checked again and if there are all
four of the field line types within a distance of three cells from each other, the
point is regarded as a separator point.

The separator line often connects two magnetic null points and they can
be used to find the separator. First the null points are located and then,
starting from one null the separator points can be located by either tracing
along the magnetic field line [Haynes and Parnell, 2010| or by tracing the points
that separate the four topologies [Komar et al., 2013| until the other null is
reached. The separator in 3D simulations can also be found by slicing the
simulation in 2D slices and locating the separator point independently on each
slice [Glocer et al., 2016]. Another method is to first locate the open-closed field
line boundary and then the solar wind-open field line boundary. The separator
is the line where these two boundaries intersect. Glocer et al. [2016] found that
this method, the null method and the 2D slicing method give the same result
for the separator. Ouellette et al. [2010] used a method that was based on first
locating the boundary between the solar wind and open field lines. Then the
separator line was defined to be the line along this boundary separating the
open field lines that are connected to different hemispheres.

5.2.2 Effect of the IMF B, and dipole tilt angle

Previous studies have shown that the IMF B, component can have an impact
on the location of the X-line on the dayside magnetopause as well as on the
reconnection rate [e.g. Peng et al., 2010, Trattner et al., 2007]. Using Polar
spacecraft observations Trattner et al. [2007] noted that when the IMF had a
large B, component (B;/B > 0.7), reconnection did not occur as a continuous
line along the dayside magnetopause but along two lines at high latitudes,
consistent with the antiparallel reconnection hypothesis. Peng et al. [2010]
reported that when B, is positive the magnetopause expands southward and
the X-line moves northward in a global MHD simulation during low Alfvén
Mach number (M4 < 3) solar wind. With negative B,, the shifts were in
the opposite direction. The amount of the shift of the X-line was found to be
dependent on the magnitude of the B, component. However, during higher
Alfvén Mach number, the magnetopause shape was not affected by the changes
in B,. The results of Paper II were in line with Peng et al. [2010]: positive
(negative) B, shifts the X-line northward (southward).

MHD simulations by Park et al. [2006] suggested that during the northern
summer, when the dipole tilt is positive, the X-line shifts southward and simi-
larly, it shifts northward during northern winter. Polar observations by Trattner
et al. [2007] show similar behavior of the location of the maximum magnetic
shear as well as the observed reconnection location during large dipole tilt an-



5.2. RECONNECTION LOCATION 41

gle. GUMICS simulations in Paper II are also consistent with the direction
of the X-line shift during large positive and negative dipole tilt angle. Recent
observations have shown that the dipole tilt angle does have a significant effect
on the X-line location [Zhu et al., 2015]. MMS and Geotail spacecraft obser-
vations by Kitamura et al. [2016] endorse the earlier finding of the shift of the
X-line towards the winter hemisphere.

Previously, the effect of the IMF B, and dipole tilt angle on the X-line
location have been investigated in separate studies. Both B, and dipole tilt have
been found to affect the location of the X-line on the dayside magnetopause,
therefore, in Paper II the effect on the X-line of the combination of these two
parameters is tested. Paper II presents results of simulations with 0° and
420° dipole tilt angle with a purely southward IMF component as well as with
different combinations of B, = £5 nT or 0 nT and B, = +5 nT or 0 nT. A
selection of these simulation results is presented in Figure 5.1. If a positive tilt
angle, which is able to shift the X-line southward, is added to the simulation
with positive B, they produce counteracting effects on the X-line shift (compare
panels b and d in Fig. 5.1). This makes the shift less significant than it would
be without the tilt angle. When the tilt angle is negative, which also shifts
X-line northward, the combined effect is not as noticeable. The behavior is
similar but opposite for opposite signs of B, and the dipole tilt angle.

5.2.3 X-line motion

Cowley and Owen [1989] and Gosling et al. [1991] studied the X-line motion
caused by the velocity flow shear between the magnetosphere and the magne-
tosheath tailward of the cusps during northward IMF. They concluded that
the X-lines start drifting when the magnetosheath flow becomes super-Alfvénic
but remain steady with sub-Alfvénic velocity. They found that magnetosheath
speed that is more than twice the magnetosheath Alfvén speed suppresses re-
connection. An analytical result of the X-line drift motion due to the shear flow
in asymmetric reconnection was presented by Doss et al. [2015]. Contrary to
the result of Cowley and Owen [1989], Doss et al. [2015] found that the X-lines
may drift also during sub-Alfvénic flow shears.

X-lines have been found to move along the dayside magnetopause also dur-
ing steady solar wind conditions. Swisdak et al. [2003] suggested that the
diamagnetic drift driven by a large guide field causes the X-lines to move along
the dayside magnetopause in the direction of electron drift. The northward or
southward direction of the X-line motion in Double Star TC-1 observations by
Trenchi et al. [2015] was consistent with the diamagnetic drift direction.

Paper III shows that the X-lines are able to move over significant distances
along the dayside magnetopause with steady southward IMF. Figure 5.2 plots
the motion of the X-lines (color coded points) and the O-points (black points),
which represent the centers of the magnetic islands, along the magnetopause
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Figure 5.1: X-line location (black lines) on the magnetopause and energy con-
version, discussed in Section 5.4, through the magnetopause during B, = 0 and
B, =5 nT and different tilt angle.
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as a function of Zggg. Paper III shows that at the dayside magnetopause
in the Vlasiator simulation close to the subsolar region, the shear has little to
no impact on the X-line motion. Sometimes X-lines even move to the opposite
direction than they should based on the direction of the shear flow. A similar
conclusion was reached by Trenchi et al. [2015] who tested the X-line motion
measured by Double Star TC-1 against the ambient magnetosheath velocity
and found that in five out of ten events the X-line was moving in the opposite
direction at the dayside magnetopause. In the simulation of Paper III the
guide field is also negligible; the IMF B, = 0 and the magnetosheath causes
only small fluctuations in By. Therefore the diamagnetic drift proposed by
Swisdak et al. [2003] cannot cause the motion of the X-lines.
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Figure 5.2: Motion of X-lines (color coded points) and O-points (black points)
on the dayside magnetopause. Color coding shows the reconnection rate mea-
sured as E, at the X-line locations. Figure adapted from Paper III.

Oka et al. [2008] using a local 2D PIC simulation demonstrated that the
X-line starts to move if there is a rigid wall on one reconnection outflow side
but the other outflow can flow more freely. The X-line starts to move towards
the unblocked outflow region after the piled-up magnetic field in the blocked
side reaches the diffusion region. A magnetic island can work as such wall next
to an X-line [Nakamura et al., 2010]. This is the most probable cause of the
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X-line motion at the dayside magnetopause in Vlasiator simulation in Paper
III. Figure 5.2 shows that there are multiple X-lines concurrently and O-points
i.e. magnetic islands grow in between the X-lines. The outflow velocities mea-
sured in the two outflow regions at the Vlasiator magnetopause are commonly
asymmetric in agreement with the X-line next to an obstacle reported by Oka
et al. [2008|. The reconnection rate, though, remained unaffected by this X-line
motion caused by the blocked outflow [Oka et al., 2008|. The reconnection rate
seems to be unaffected by the motion of X-lines also in Vlasiator simulations as
long as reconnection is not suppressed by two magnetic islands blocking both
of the outflow regions.

5.3 Local reconnection rate

The dayside reconnection rate has been found to be affected not only by vari-
ations in the solar wind and in magnetosheath but also by mass loading from
the magnetosphere. The mass loading from the magnetosphere can be caused
by so called plasmaspheric plumes [e.g. Borovsky, 2013, Ouellette et al., 2016,
Walsh et al., 2013, Walsh et al., 2014]. Spacecraft observations have indicated
that the mass loading from the plasmaspheric plumes slows down the local re-
connection rate [Walsh et al., 2013]. Global MHD simulations imply that the
plumes have an impact on both local and total reconnection rates [Borovsky,
2013, Ouellette et al., 2016].

There are two different theories for the control of the integrated reconnec-
tion rate i.e., the reconnection potential, at the dayside magnetopause: a local
control theory and a global control theory [Zhang et al., 2016]. The local theory
by Borovsky et al. [2008] and Borovsky et al. [2013] states that reconnection
is a local process and that local variations in the plasma parameters in the
magnetosheath and in the magnetosphere control the reconnection rate. Local
changes to the reconnection rate at some point along the X-line contribute to
changes in the total reconnection rate. According to the global theory by Lopez
et al. [2010], the integrated reconnection rate is controlled by the solar wind
electric field and forces that act on the magnetosheath flow and the ionospheric
conductivity. The global theory also states that if the reconnection rate at
some point of the X-line is increased due to local changes, e.g. mass loading,
it must decrease at other points along the X-line because the total integrated
rate should remain constant. Comparison of these two models cannot be done
using spacecraft observations because they provide only local measurements.
A recent study by Zhang et al. [2016] compared these two theories in global
MHD simulations and suggested a mixed control theory. They pointed out that
a small amount of mass loading only changed the local reconnection rate but
did not affect the global rates whereas a large amount of mass loading affected
both local and global rates.

The local reconnection rate at the dayside magnetopause is often tested
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against the analytical rate for 2D asymmetric reconnection [Cassak and Shay,
2007| given by Eq. 2.11, henceforth referred to as Ep..q. Using BATS-R-US
MHD simulations Komar and Cassak [2016] found a good agreement between
the reconnection rate in simulation and E,..q with due southward IMF. They
also found that as the clock angle turns northward, the scaling holds between
the measurement and prediction, but the scaling factor increases. Borovsky
et al. [2008] also found a good correlation between the measured and predicted
reconnection rate in a global simulation with southward IMF. Ouellette et al.
[2014] found that the reconnection rate at the subsolar point in MHD simula-
tion correlates with E,,..4, but noted that the Cassak and Shay [2007] model
overestimates the outflowing mass and energy flux. Wang et al. [2015] tested
Epreq using Cluster observations and found a correlation between the F,.cq
and measured rate, which was calculated as the product of the magnetospheric
inflow velocities and magnetic field. They noted that the reconnection rate was
influenced mostly by magnetosheath fluctuations.

In Paper III the local reconnection rate was measured as the out-of-plane
electric field £, at the location of the X-lines. Variations in the reconnection
rate are shown in Figure 5.2, where the color coding shows the local reconnec-
tion rate. Sometimes the measured reconnection rate changes sign to negative;
This corresponds to times when the reconnection between the magnetosheath
and magnetospheric field lines ceases and the magnetic islands next to an X-line
start to coalesce.

In Paper III the measured reconnection rate £, is compared against the
Cassak and Shay [2007| formula E,..q (Eq. 2.11). Figure 5.3 shows the scatter
plot of a comparison. The correlation coefficient between E, and Ej,..q is 0.82
and the orthogonal least squares fit is £ = Ej.cq — 0.2 mV. The correlation is
very good, especially keeping in mind that the Cassak and Shay [2007] formula is
derived for a singe isolated X-line. In Vlasiator, there are multiple X-lines that
move along the magnetopause and affect the other X-lines nearby. Nevertheless,
there are some scattering in the data, which could be partly caused by the
inaccuracy of locating the X-lines and measuring the local reconnection rate
E,. Due to the motion of the X-lines, inaccuracy of measuring the inflow
parameters can also affect the result.

Large temporal and spatial variations in the reconnection rate are also de-
tected in the Vlasiator simulation (Fig. 5.2). Therefore the effect of local
magnetosheath fluctuations to the reconnection rate was investigated. Paper
III shows that the fluctuations in the magnetosheath during the studied time
period are the dominant cause for the variations in the local reconnection rate,
which is consistent with results by Wang et al. [2015|. Especially fluctuations in
the inflow velocity and in the inflow magnetic field correlate well with the mea-
sured reconnection rate. The magnetic field fluctuations, as well as the density
fluctuations, are caused by the mirror mode waves that have been formed in
the magnetosheath. The results therefore suggest that the local reconnection
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Figure 5.3: Correlation between the measured £, and predicted reconnection
rate Ep.cq. The red line is the orthogonal least squares fit and the yellow line
shows where the two parameters would be equal. Figure from Paper III.

rate at the dayside magnetopause can be affected by mirror mode waves as has
been suggested earlier by Laitinen et al. [2010].

5.4 Energy conversion through the magnetopause

Near the subsolar region, where reconnection takes place, magnetic energy is
converted to kinetic energy as the particles are accelerated by reconnection.
From the dayside, the field lines convect tailward along the magnetopause and
the field lines start to pile up in the lobes. At the magnetopause in the tail lobe
the energy is converted from the kinetic back to magnetic energy. This process
is also know as the load-generator process [Siscoe and Cummings, 1969]. The
dayside subsolar region, where energy is converted from magnetic to kinetic, is
the load and the regions tailward of the cusps at the tail lobe magnetopause
are generators as shown in Figure 5.1a.

In this thesis the conversion between magnetic and kinetic energies is re-
ferred to as energy conversion. In Paper II the surface density of energy
conversion was calculated as an integral of the divergence of the Poynting vec-
tor, S = E x B/ug, through the magnetopause along the local magnetopause
normal: o = — [ V-Sdl |Laitinen et al., 2006]. In a time-independent case the
divergence of the Poynting vector is —V-S = E-J. In the load region E-J > 0
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and in the generators on the nightside magnetopause E -J < 0.

In Paper II the dependence of energy conversion on the the tilt angle and
IMF B, was studied. The largest amount of energy conversion from kinetic to
magnetic energy in the generator region occurs in the summer hemisphere. This
is consistent with results by Palmroth et al. [2012] who studied the total energy
transfer instead of conversion between kinetic and magnetic energy. The color
coding in Figure 5.1 shows energy conversion through the magnetopause. The
magnetopause surface is bulged tailward from the cusp of the summer hemi-
sphere and the energy conversion is more intense than in the winter hemisphere.
This suggests that there are more magnetic field lines piling up in the tail lobe
of the summer hemisphere than in the winter hemisphere. The dipole tilt angle
has a larger impact on the energy conversion in the generators whereas the IMF
B, affects more the intensity and distribution of the energy conversion in the
load regions.

5.5 Flux transfer events

Reconnection at the dayside magnetopause can lead to formation of magnetic
flux ropes known as flux transfer events (FTE). In spacecraft observations,
FTEs were first observed Russell and Elphic [1978, 1979] and independently
by Haerendel et al. [1978], who named them flux erosion events. FTEs move
along the magnetopause away from the subsolar region due to the J x B force
and the magnetosheath flow. FTEs are observed as bipolar signatures in the
magnetic field component normal to the magnetopause (By) as demonstrated
in Figure 5.4 that shows a cut through an FTE at the nose of the magnetopause.
Even though FTEs are three dimensional structures in nature, formation of the
FTEs can also be modeled in 2D simulations. Magnetic islands that have
formed between X-lines can be thought of as 2D representations of FTEs (Fig.
5.4).

Statistical studies of the FTEs have shown that they are mostly observed
during southward IMF conditions [e.g. Berchem and Russell, 1984, Eastwood
et al., 2012, Fear et al., 2009, Rijnbeek et al., 1984, Southwood et al., 1986].
The observed polarity in By indicates the direction of the propagation of FTEs.
The standard polarity FTEs, for which the magnetic field By increases first in
the positive direction, propagate northward and they are most often observed in
the northern hemisphere. The reverse polarity FTEs with opposite signature in
By propagate southward [Rijnbeek et al., 1984]. FTEs have been observed to
occur quasi-periodically with an average time of 8 min between events [Rijnbeek
et al., 1984].

FTEs are formed by spatially and temporally limited (patchy or/and in-
termittent) reconnection at the magnetopause. The formation was explained
by a single X-line model by Southwood et al. [1988| and Scholer [1988|. They
suggested that variations in the reconnection rate at a single X-line causes the
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magnetopause surface as well as the magnetic field lines to bulge. This bulge
then propagates along the magnetopause creating the observed signatures. This
single X-line model does not produce a tube of reconnected magnetic flux. Lee
and Fu [1985] suggested that simultaneous reconnection at multiple X-lines
form the FTEs as helical flux ropes. Spacecraft observations have shown evi-
dence of both types of FTEs. Trenchi et al. [2016] present Cluster observations
of multiple consecutive FTEs and reconnection jets that were often observed in
the trailing edge of some of the FTEs. They discuss that it is possible that both
multiple and single X-line models can produce FTEs at the same time. The
largest observed FTE without trailing edge reconnection jet indicated multiple
X-line reconnection but the FTEs with the trailing reconnection jets could be
produced by singe X-line reconnection.
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Figure 5.4: a) Global view of an FTE on the subsolar point of the magne-
topause. Color shows the number density (unit m—3) and the white line shows
the location where the data are taken for panels b)-d) showing the b) number
density, ¢) temperature, d) magnetic field components.

In 2D hybrid-PIC simulations by Omidi and Sibeck [2007] and Sibeck and
Omidi [2012] the FTEs formed between multiple X-lines with constant south-
ward IMF. Most of the FTEs propagated tailward but some were also observed
to propagate sunward and finally coalesce with other FTEs. This is very similar
to Vlasiator results shown in Paper III. The FTEs i.e. magnetic islands that
form away from the equator and traverse the subsolar region to the opposite
hemisphere, spend the longest time near the subsolar region. There they coa-
lesce with multiple smaller magnetic islands growing larger than other FTEs.
The FTEs have relatively low velocities in the subsolar region, but they accel-
erate towards the cusps. The FTEs in the simulation presented in Paper III
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can accelerate to velocities exceeding 800 km/s.

Reconnection in the GUMICS-4 simulations in Paper II occurs along a
single steady X-line and therefore there is no formation of FTEs. The lack of
FTE production is mainly caused by the too coarse resolution that increases the
numerical diffusion [Raeder, 2006]. However, the formation of FTEs has been
reported in global MHD simulations that use higher resolution. Raeder [2006]
studied FTEs during strong southward IMF using the OpenGGCM model.
They found that FTEs formed in multiple X-line reconnection with a large tilt
angle, but not in simulations without the dipole tilt. Using the same global
simulation model with constant resistivity Dorelli and Bhattacharjee [2009]
showed that the FTEs can form in MHD simulations with steady solar wind
also without the dipole tilt.

5.5.1 The upstream effect of FTEs

The dayside magnetopause reconnection can have an impact upstream from the
magnetopause all the way to the bow shock and solar wind. The motion of the
FTEs that propagate along the dayside magnetopause is fast with respect to the
magnetosheath flow speed in the simulations of Paper III and IV. Therefore
the FTEs drive bow waves ahead of them in the magnetosheath shown with a
black dashed line in Figure 5.5a. The bow waves are fast magnetosonic waves
having an increase in plasma density, velocity and magnetic field shown in
panels b)—e) in Figure 5.5. Some of the strongest FTEs drive also a stern wave
trailing behind the FTE (white dash-dotted line in Fig. 5.5a). These stern
waves are fast reverse waves but much weaker than the bow waves. FTE driven
magnetosheath waves have been reported previously by Omidi and Sibeck [2007]
in a global hybrid-PIC simulation but the waves in their simulation are slow
magnetosonic waves.

The bow waves can propagate through the whole magnetosheath all the
way to the bow shock. The dynamic, thermal and magnetic pressure are higher
downstream of the bow waves. Therefore, when the waves encounter the bow
shock, they push the bow shock outward causing a small bulge in the bow shock
as shown in Figure 5.6.

In Paper IV it is shown that the bulge in the bow shock changes the angle
between the IMF and bow shock normal 6p,. At the foot of the bow shock
bulge, 65, becomes favorable for some of the protons to reflect (6p,, < 50°) back
to the solar wind along the IMF field lines. The bow shock bulge moves along
the bows shock as the bow wave propagates in the magnetosheath. Therefore
also the location from where the ions reflect moves along the bow shock surface.
These reflected proton populations create local and transient foreshock events
as can be seen in Figure 5.6. In the simulations of Paper IIT and IV local
foreshocks are observed both in the southern and northern hemisphere.

Observational evidence of such transient foreshocks is also presented in Pa-
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Figure 5.5: a) Global plot showing the bow wave (black dashed line) and the
stern wave (white dash-dotted line) driven by the moving FTE. Color coding
shows the number density (m~3). Panels b)-e) show the b) number density,
c¢) bulk velocity, d) parallel and perpendicular temperature, e) magnetic field
density along the white line in panel a. Figure adapted from Paper IV.

per IV. During steady southward IMF and FTE production (shown by Su-
perDarn and IMAGE magnetometer data), the Geotail spacecraft observes a
transient foreshock-like field aligned ion beam. This beam is separate from the
bow shock and the regular foreshock and is not related to IMF fluctuations.
Such a beam is most likely caused by a local bulge in the bow shock.

Summary

This Chapter summarized results of Papers II, III and IV about the mag-
netic reconnection at the dayside magnetopause during southward IMF. A set
of GUMICS-4 simulations is used in Paper 1II to investigate the effect of IMF
B, and dipole tilt angle on the location of the X-line and energy conversion on
the magnetopause. The results show that positive (negative) B, shifts X-line
northward (southward) and positive dipole tilt shits it southward (northward).
If the tilt angle and B, have the same sign their effects to the X-line shift may be
partly counteracted. Using the Vlasiator simulation, Paper III shows that the
X-lines are in constant motion along the dayside magnetopause and local recon-
nection rates are highly variable even though the solar wind inflow parameters
are kept constant. Local reconnection rates correlate well with the 2D analyti-
cal formula for asymmetric reconnection by Cassak and Shay [2007|. Variations
of the local reconnection rate are shown to be mainly driven by fluctuations
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Figure 5.6: Bow shock bulge and transient foreshock phenomenon. Color shows
the temperature parallel to the magnetic field 7} (K). Figure adapted from
Paper IV.

in the magnetosheath parameters near the magnetopause. These fluctuations
are partly caused by the magnetosheath mirror mode waves. Vlasiator results
show also that the reconnection at the X-lines is affected by reconnection at the
nearby X-lines and propagation of the FTEs. Paper IV presents results of the
bow waves in the magnetosheath, driven by the FTEs propagating along the
dayside magnetopause. These bow waves are able to propagate upstream and
cause bulges in the bow shock changing the angle between the bow shock and
the IMF. This makes the shock locally more quasi-parallel so that some of the
protons can be reflected back to the solar wind causing local events called tran-
sient foreshocks. These results demonstrate again the importance of describing
ions kinetically in a global simulation. The impact of mirror mode waves in the
reconnection rate, and the cause of the local transient foreshocks requires the
coupling between the local and global scale physics.






Chapter 6

Conclusions and outlook

This thesis investigates solar wind interactions with the Earth’s magnetosheath
and magnetopause using global magnetospheric simulation models. The em-
phasis of the thesis is on the dayside magnetopause reconnection, its drivers and
global effects. Identification, occurrence and impact of magnetosheath mirror
mode waves are also discussed. Two different simulation models are used in
this thesis: the global MHD simulation GUMICS-4 and the world’s first global
magnetospheric hybrid-Vlasov simulation Vlasiator. Omne important part of
this thesis is to verify that the results provided by Vlasiator are consistent with
earlier results from both spacecraft observations and simulations.

This thesis shows that magnetic reconnection at the magnetopause is con-
trolled by several factors. First, it is shown using GUMICS-4 simulations that
two parameters that have an impact on the location of the X-line, the IMF B,
and the dipole tilt angle, may have partly counteracting effect on the X-line shift
if these parameters have the same sign. Using Vlasiator simulations, this thesis
demonstrates that the local reconnection rate corresponds well with the analyt-
ical formula for asymmetric reconnection by Cassak and Shay [2007]. The local
reconnection rate is affected by local variations in the magnetosheath plasma.
Fluctuations in the magnetosheath parameters near X-lines are partly gener-
ated by mirror mode waves that are observed to grow in the quasi-perpendicular
magnetosheath. This thesis also indicates that the local reconnection rate and
the motion of the X-lines are not only affected by fluctuations in the inflow
parameters but also by reconnection at the neighboring X-lines. Outflow from
stronger X-lines pushes against the weaker X-lines and might ultimately sup-
press reconnection in the weaker X-lines.

Vlasiator results show a strong scale-coupling between ion and global scales,
especially via the global effects of the dayside reconnection and FTEs. High
resolution MHD models are also able to simulate fast reconnection rates and
formation of FTEs. However, they lack an accurate description of the pro-
cesses upstream of the magnetopause, the formation of the foreshock and quasi-
parallel and quasi-perpendicular magnetosheath as well as the growth of the
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mirror mode waves in the magnetosheath, which are shown to affect recon-
nection rates. Dayside reconnection and the formation of FTEs have also un-
expected global effects, as the propagation of FTE-driven waves through the
magnetosheath is able to accelerate particles and even cause bulging at the bow
shock and formation of local foreshocks. Neglecting the global scales in local
simulations and vice versa will therefore lead to incomplete conclusions. The
overall conclusion of this thesis is that the ion scale kinetic physics is important
to accurately model the solar wind—magnetosheath—magnetopause interactions.

The next step in the study of reconnection in Vlasiator is to investigate the
proton velocity distribution functions in the reconnection region and compare
them with spacecraft observations. Simulations can help to explain the origin
of different particle populations near the X-lines and in the accelerated jets.
This has already been done using local kinetic simulations, but they lack the
coupling between the local and global scales. Further, the interpretation of the
fine structures of the velocity distribution functions benefits from Vlasiator’s
noiseless description of the velocity distribution function. Inclusion of kinetic
electrons in Vlasiator simulations is still in the conceptual stage of development;
but meanwhile test electrons can be launched and propagated in the fields
provided by Vlasiator. It will be interesting to see whether Vlasiator is able
to reproduce the crescent-shaped distributions in both electrons and ions that
have been reported by MMS observations and local PIC simulations.

Magnetic reconnection and X-line behavior is known to be different in two
and three spatial dimensions. In 2D Vlasiator simulations, continuous yet
volatile reconnection is observed. In 2D all magnetic flux that arrives at the
magnetopause is forced to reconnect but in 3D part of the flux is able to flow
around the Earth without reconnecting with the magnetospheric field lines. In
3D, reconnection could become patchy and intermittent but most definitely
formation of FTEs that have 3D flux rope structures is observed. Mirror mode
structures and other large scale upstream kinetic phenomena that arrive at the
magnetopause encounter the X-line draped on the 3D magnetopause, and cause
variations in the inflowing plasma. Therefore reconnection rates are expected
to vary as a function of distance along the X-line. Consequently, it is possible
that mirror modes are able to cause temporal and spatial variations along the
X-line.

Transition to global 3D simulations requires improvements to Vlasiator.
Vlasiator can be run in 3D local setups but the requirements of global 3D
simulations are too demanding for the current computing infrastructures. At
the moment, the resolution of both the spatial and velocity space mesh is
uniform. This means that computational resources are spent in solving regions
of lesser interest, for instance, the solar wind. This issue could be resolved by
making the mesh adaptive allowing better resolution in regions of interest.

The benefit of global MHD simulations compared to Vlasiator simulations
is that the simulations can be 3D and computationally easy to carry out. In
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the GUMICS-4 simulations, dayside reconnection occurs only along a single
quasi-steady X-line. MHD models are at the moment the only models that are
feasible to use in systematic studies including multiple simulations. They are
able to produce the overall structure and global dynamics of the magnetosphere
quite well. Global MHD simulations also provide coupling to the ionosphere,
which also has global effects on the magnetospheric dynamics.

Supercomputing infrastructure is constantly improving. In order to run
large-scale simulations, the code needs to be well parallelized and preferably
scale to multiple computational units to benefit from the resources available.
Vlasiator has been developed with the newest and future machines in mind. It
applies state of the art solvers and scales nearly ideally up to 98000 cores. The
novel approaches and divergence-free solvers of Vlasiator could be beneficial for
the development of the MHD models. Vlasiator could also be improved with
an inner boundary condition representing coupling to the ionosphere, similar
to what is typically implemented in MHD models.

In global magnetospheric simulations, one has to compromise between the
accuracy of the results and the computational resources required. Space weather
prediction models need to provide simulations faster than real-time, meaning
that physics cannot be described very accurately. For providing science results
there is not much difference if the simulations are completed in a matter of
hours, days or weeks. Of course waiting for the results is inconvenient but it
can be worth it if the waiting time gains more accurate results.

This thesis shows the importance of the ion kinetic scale phenomena impact-
ing the global scales, like FTE-driven waves in the magnetosheath. These global
scale effects potentially have an impact also in the tail dynamics. The current
space weather models do not take these phenomena into account, and therefore
their accuracy in timing and severity of events may be lacking. Vlasiator sim-
ulations show which local phenomena and process are the most important in
affecting the global dynamics that are related to severe space weather events.
This knowledge can be used in improving the space weather models.

Even though Vlasiator is developed to model the Earth’s magnetosphere,
which has been its primary application, it can also be applied to other prob-
lems in plasma physics. Vlasiator may be used to improve understanding of
fundamental evolution of shocks, magnetic reconnection and acceleration of en-
ergetic particle in stellar and astrophysical plasmas. Fusion plasma is one of
the most interesting possible future application besides space physics. In ad-
dition, Vlasiator and other global simulations can be used to educate people
about space weather and space physics. Global models are an illustrative way
to demonstrate the solar wind-magnetosphere interactions and global dynamics
of the magnetosphere. In plasma physics lectures, simulations may be applied
to help the students to comprehend basic plasma phenomena. Therefore, global
magnetospheric simulations are useful also for educational purposes and public
outreach.
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Abstract we investigate mirror mode structures in the Earth’s magnetosheath using our global kinetic
Vlasiator simulation, which models ion behavior through their distribution function and treats electrons

as a charge-neutralizing fluid. We follow the evolution of waves as they advect along velocity streamlines
through the magnetosheath. We find that mirror mode waves are observed preferentially in the
quasi-perpendicular magnetosheath along velocity streamlines that enter the sheath in the vicinity of the
foreshock ULF wave boundary where there are enough initial perturbations in the plasma for the mirror
modes to grow, and the plasma properties fulfill the mirror instability condition better than elsewhere in the
magnetosheath. We test selection criteria defined by previous studies and show that the spatial extent over
which mirror modes occur ranges from much of the magnetosheath on the quasi-perpendicular side of the
subsolar point to very small isolated regions depending on the criteria.

1. Introduction

The Earth’s magnetosheath is a turbulent region of shocked plasma bounded on the upstream side by the
bow shock and the magnetopause on the downstream side. In regions where the interplanetary magnetic
field (IMF) is quasi-parallel to the bow shock normal, a foreshock forms upstream of the boundary. On the
quasi-parallel bow shock side, the magnetosheath becomes turbulent partly due to the foreshock wave
activity [Denton, 2000]. The quasi-perpendicular magnetosheath, however, is not as turbulent, and many
different low-frequency wave modes have been observed [e.g., McKean et al., 1992; Schwartz et al., 1996].
The passage through the quasi-perpendicular bow shock into the magnetosheath gives rise to a temper-
ature anisotropy in the magnetosheath. This anisotropy is related to the excitation of two low-frequency
wave modes, left-handed proton cyclotron waves, and linearly polarized mirror mode waves. Mirror modes
are nonpropagating compressional waves with anticorrelation between magnetic field and plasma den-
sity [Hasegawa, 1969]. According to both observations and simulations [Gary, 1992; Lacombe and Belmont,
1995; Samsonov et al., 2007; Tdtrallyay et al., 2010] the proton cyclotron instability dominates when the ratio
between kinetic and thermal pressure () is relatively low and when the ratio between the perpendicular and
parallel temperature is larger than 1 (T, /T, > 1). On the other hand, the condition where g, >1and T, /T,
close to 1 is favorable for the growth of mirror modes. The criterion for mirror unstable plasma can be derived
assuming cold electrons and bi-Maxwellian ions [Hasegawa, 1969]:

T, 1
2514+ — m
Ty by

where g, is the ratio of thermal and magnetic pressures calculated from the perpendicular ion temperature.
In addition to the mirror modes, the density and magnetic field also anticorrelate in connection to the slow
mode (ion acoustic) waves. Thus, merely the anticorrelation of the plasma density and the magnetic field is not
a sufficient condition for identifying mirror mode waves among all the different low-frequency wave modes.

Nonpropagating mirror modes are observed as waves that are linearly polarized along the background mag-
netic field [e.g., Génot et al., 2001]. However, the solar wind pushing toward the magnetopause creates strong
gradients in density and/or magnetic field that may cause the mirror modes to drift in the plasma frame
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[e.g., Omidi and Winske, 1995; Génot et al., 2001]. The drift velocity of the mirror modes changes the polariza-
tion of the waves. Génot et al. [2001] reported that most of the mirror mode events observed were not linearly
but elliptically polarized. However, linear polarization has been widely used as a criterion to identify the mir-
ror mode events among other low-frequency waves, especially, slow mode waves [e.g., Tdtrallyay and Erdds,
2005; Soucek et al., 2008; Génot et al., 2009]. In this current study we vary the identification criteria and show
how this impacts the selection.

Mirror modes can be observed as quasi-sinusoidal oscillations, but more often they are observed as trains of
either local enhancements or depressions in magnetic field strength (peaks or dips, respectively) [e.g., Soucek
et al., 2008; Génot et al., 2009]. Behind the bow shock, where plasma is mirror unstable (i.e., satisfies the mir-
ror instability condition given in equation (1)), the structures appear mostly as peaks. Therefore, the peaks
are thought to be the early stage of the mirror modes and they populate mainly the middle magnetosheath
[Soucek et al., 2008]. The plasma becomes mirror stable a few Earth radii (R;) from the magnetopause surface,
and this affects the structure of the mirror modes; the peaks evolve to dips. In the mirror stable plasma the
mirror modes are observed as dips [Soucek et al., 2008; Génot et al., 2011]. The formation of peaks and dips
have been also studied using local simulations [e.g., Califano et al., 2008; Shoji et al., 2012]. Califano et al. [2008]
performed numerical simulations of Vlasov-Maxwell equations using a hybrid particle-in-cell (PIC) code. Their
simulations showed that peaks form as a result of nonlinear saturation of mirror modes. The peaks may evolve
to dips when the plasma is far beyond the mirror instability threshold and g is low enough. Shoji et al. [2012]
also studied the relation between the magnetic structures and the instability by using both 2-D and 3-D
open boundary simulations. They found that in high g simulations peaks were formed in both 2-D and 3-D
simulations, whereas in low g 2-D simulations mirror structures developed into dips. Using the same plasma
parameters in 3-D simulations produced structures which evolved into peaks. Shoji et al. [2012] explained this
result by noting thatin low g, plasma, parallel velocities are small and particles tend to have pitch angles close
t0 90°. The particles with pitch angles near 90° are more easily trapped in magnetic dips than in high g plasma.
Additionally, 3-D simulations have nonuniformities in the out-of-plane direction which are not included in
2-D simulations.

Recently, statistical studies of mirror mode events have emerged using many years of spacecraft data [Soucek
etal., 2015; Dimmock et al., 2015]. Dimmock et al. [2015] found a dawn-dusk asymmetry in the ion temperature
anisotropy and therefore also in the observed mirror mode activity by using 6 years of Time History of Events
and Macroscale Interactions during Substorms (THEMIS) observations. The level of the asymmetry depends
on the solar wind Alfvén Mach number (M,) and the distance from the magnetopause; the higher M, and
the smaller the distance, the weaker is the asymmetry. Additionally, Dimmock et al. [2015] reported that as
M, increases more mirror modes are observed as dips instead of peaks. Using 2 years of Cluster observations,
Souceketal.[2015] found that mirror mode waves more likely exist in the quasi-perpendicular magnetosheath
and very rarely in the quasi-parallel magnetosheath. They also see the dependence on the M,; during higher
M, mirror mode activity is higher.

Tdtrallyay and Erdds [2002] observed the amplitude of the mirror waves to increase with the increasing dis-
tance from the bow shock by using measurements made by ISEE 1 and ISEE 2 spacecraft. They also calculated
the growth rate using the observations and a model of Kobel and Fluckiger [1994], which estimates the plasma
flow lines used to approximate the propagation time of the mirror mode waves frozen in the plasma. The
growth rate approximation assumes that the mirror waves grow as 6B ~ exp(ygt), where 6B is the mag-
netic field perturbation amplitude, y; is the growth rate, and t is time. Their result for the growth rate was
0.002s7" <y, <0.0035 s7". Similarly, using Cluster measurements, Tdtrallyay et al. [2010] estimated the growth
rate of the mirror modes to about y; =0.001-0.008 s'. The authors point out that the results are almost an
order of magnitude smaller than what they get by using the results based on fully kinetic linear Vlasov disper-
sion theory by Gary et al. [1993] and Hubert et al. [1998] (1., =0.03 s7'—0.06 s7'), and the analytical solution
by Liu et al. [2006] (7,,,=0.001 s7"—0.03 s~') with the measured plasma parameters.

The theoretical shape and evolution of the ion distribution functions and their kinetic effects on the mirror
structures have been widely discussed [e.g., Southwood and Kivelson, 1993; Kivelson and Southwood, 1996;
Pokhotelov et al., 2008, 2010]. They have also been studied using local simulations [e.g., Califano et al., 2008]
and spacecraft observations [e.g., Soucek and Escoubet, 2011]. Southwood and Kivelson [1993] and Kivelson and
Southwood [1996] discuss the importance of trapped particles in the development and saturation of the mir-
ror mode waves. Using a linear approach, Southwood and Kivelson [1993] show that locally trapped particles
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with small parallel velocities (i.e., 90° pitch angle), which are resonant with the mirror wave, are important
in the evolution of the mirror structure. The magnetic moment of the particles is conserved and as the mir-
ror structures grow, the magnetic field increases in the crests and decreases in the troughs. In the decreasing
magnetic field particles with small v, (~0) are decelerated, and in the increasing field they are accelerated due
to betatron acceleration. By using quasi-linear theory, Kivelson and Southwood [1996] present the role of Fermi
acceleration in cooling/heating of trapped ions. In the troughs the particles with v; ~ 0 are cooled because
their mirror points move farther away from each other as the waves develop and the amplitude increases
and/or their magnetic moment is conserved. Similarly, the trapped ions with intermediate pitch angles are
accelerated since their mirror points move closer to each other. The role of the trapped particles in the mirror
instability saturation is significant [Kivelson and Southwood, 1996; Califano et al., 2008; Pokhotelov et al., 2008,
2010]. Pokhotelov et al. [2008, 2010] discuss the flattening of the background distribution functions at small
parallel velocities due to the motion of the resonant particles in the case of magnetic dips. The width of the
flattened region is comparable to the size of the particle trapping zone of the dip.

Previously, mirror modes have been studied in a global simulation by Hercik et al. [2013] who used 3-D
hybrid particle-in-cell (PIC) simulation. They simulated a down-scaled Hermean magnetosphere during both
southward and northward IMF. The work identified the mirror modes by calculating the Pearson correlation
coefficient between magnetic field strength and density, 8, temperature anisotropy, instability condition, and
spatial Fourier transform. They found that in the magnetosheath the mirror modes exist preferably behind the
quasi-perpendicular bow shock or close to the magnetopause behind the quasi-parallel bow shock. In addi-
tion, Hercik et al. [2013] found that a dawn-dusk asymmetry forms in the equatorial plane during southward
and northward IMF. g and temperature were larger on the dawnside and thus asymmetry is also seen in the
mirror mode activity favoring dawn during southward IMF and dusk during northward. The authors suggested
that the asymmetry is caused by local kinetic effect at the bow shock and drifts in the magnetosheath.

The effect of the mirror modes on the global magnetospheric physics is not yet fully known due to difficulties
of producing a global view of the mirror mode structures from local observations. However, there are indica-
tions that the mirror modes may affect the dayside magnetopause reconnection by making it spatially and
temporally varying [Laitinen et al., 2010]. Additionally, depending on the solar wind parameters the mirror
mode activity can cover large regions from the quasi-perpendicular magnetosheath [Soucek et al., 2015;
Dimmock et al., 2015], indicating that they may have a significant global effect. Here we present the first
attempt to investigate the formation and propagation of the mirror modes on the Earth’s magnetosheath
on the global scale, utilizing the novel hybrid-Vlasov simulation Vlasiator (http://vlasiator.fmi.fi). This paper is
organized as follows: First, in section 2 we present Vlasiator and the methods we apply to analyze and identify
the mirror mode waves in the magnetosheath. Next, we present the results from our simulations in section 3.
Finally, we discuss the results and conclude our study in section 4.

2. Vlasiator

Vlasiator is a global hybrid-Vlasov simulation code [von Alfthan et al., 2014], with a main target to self-
consistently model kinetic physics in the near-Earth space. In Vlasiator, protons are described with a 6-D
distribution function propagated in time by solving the Vlasov equation using a semi-Lagrangian method
[Zerroukat and Allen, 2012] with a fifth-order accurate reconstruction [White and Adcroft, 2008]. Electrons are
described as massless charge-neutralizing fluid using magnetohydrodynamic equations. The Vlasov solver is
coupled to the electromagnetic fields self-consistently using the method described in Londrillo and Del Zanna
[2004] offering divergence-free solutions if the initial and boundary conditions are divergence free. For more
technical details, see von Alfthan et al. [2014]. In contrast to the runs presented in von Alfthan et al. [2014] and
Kempfet al. [2015] the Hall term has been included in the Ohm'’s law.

In this paper we present a 5-D run, where the 2-D ordinary space is the equatorial plane, while the velocity
space is 3-D. Each cell of the ordinary spatial mesh contains a 3-D velocity mesh. The solar wind flows in from
the sunward wall +x in GSE of the simulation box, where all the cells have a static Maxwellian ion velocity
distribution. The opposite wall and the y direction have copy boundary conditions, which allow the plasma
and fields to flow out of the simulation domain while periodic boundaries are applied out of the plane in the z
direction. At a spherical shell of 5 R; centered around the origin the distribution function is set to a stationary
state, and the perturbed component of the magnetic field is set to zero. For the Earth’s magnetic field the full
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Figure 1. (a) Mirror instability condition in the form g, (T, /T — 1). The instability condition is fulfilled in the regions with values above 1. The black arrow shows
the IMF direction. (b) lon temperature anisotropy (T, /T)). (c) Plasma f. The snapshots are at t = 500 s.

magnetic moment of the Earth’s dipole field is used. This is an important distinction to current PIC simulations,
where the dipole is typically scaled down preventing direct performance comparisons to Vlasiator.

3. Results

3.1. Description of the Run

The run has a 30° IMF cone angle with IMF components as B, = —4.33 nT and B, = 2.5 nT yielding a total
magnetic field strength of 5 nT, and other upstream parameters are chosen to be proton number density
n = 1cm~3, plasma velocity v = 750 km/s, and the temperature T = 0.5 MK corresponding to an Alfvén Mach
number of 6.9. The simulation domain extends from —7.9 R to 46.8 R, in x (GSE) and +31.3 R; in y direction.
The spatial resolution is Ax = 228 km, and the resolution of the velocity grid is Av = 30 km/s, and the output
is saved every 0.5 s.

Figure 1 shows a global view of the run with (a) the mirror instability condition color coded in the form
R = ﬂl(Tl/T" — 1), (b) the ion temperature anisotropy, and (c) plasma . The instability condition is ful-
filled in the regions where the value exceeds 1. The black arrow shows the direction of the IMF. There is a
clear asymmetry between the quasi-parallel and quasi-perpendicular magnetosheath in both parameters.
In the quasi-perpendicular side, the instability condition is large behind the bow shock where the tempera-
ture anisotropy is formed. There is also a wing of larger instability condition values extending to the sheath
starting from the bow shock close to the ULF wave boundary and the boundary of the quasi-perpendicular
shock (at x = 11.5 R, y = 7 Rg). The temperature anisotropy is also large, close to the magnetopause. This is
caused by the magnetic field draping around the magnetosphere, which can also be seen in the observations
[e.g., Dimmock et al., 2015]. However, in our simulations the increase of temperature anisotropy toward the
magnetopause is much larger than what is seen in the statistical study of spacecraft observations in the mag-
netosheath by Dimmock et al. [2015]. This is possibly due to a numerical effect of the 2-D simulation as the
magnetic field cannot flow around the magnetopause, or in the statistical study where averaging has evened
out the largest anisotropy values. § is high in the quasi-parallel magnetosheath and close to the ion foreshock
edge. Itis lower in the quasi-perpendicular magnetosheath, where, however, variations in f are large. Within
1 Rg, p can change from 4 to more than 16, indicating anticorrelated fluctuations in magnetic field strength
and density.
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Figure 2. (a) Magnetic field magnitude (T) with a 30° cone angle. The black arrow shows the IMF direction. Numbered dots show the locations of the virtual
spacecraft along the velocity streamline (black line). The white square indicates the location where the spatial Fourier transform shown in Figure 5 is performed.
(¢, d) The amplitude of the number density (red dashed line) and magnetic field strength (black solid line) fluctuations from the virtual spacecraft locations.
Yellow stars and labels a and b show the time for the distributions functions shown in Figure 6.

3.2. Wave Properties

Figure 2a shows the global view of the magnetic field strength at time 500 s from the start of the simulation.
To evaluate the plasma and wave propagation in the magnetosheath, we investigate the plasma properties
along a velocity streamline. The starting point of the velocity streamline in the quasi-perpendicular sheath
is chosen such that we measure the wave pattern in the midsheath. The black line in Figure 2a shows the
chosen streamline, and the numbered points mark the locations of virtual spacecraft along the streamline.
Figures 2b-2d show the fluctuations of the magnetic field strength, proton number density, and velocity mea-
surements from the three points indicated in Figure 2a. The fluctuations are defined as 6B/B = (B(t)—(B))/(B),
where () mark the time average over the time period under consideration (from 350 to 510 s = 2.6 min). The
period of the anticorrelated structures is 20 s or more in Figures 2b-2d. Thus, to even out fluctuations with
shorter periods we have taken a 5 s running average of the raw data.

Virtual spacecraft 1 is located closest to the bow shock and it shows the fluctuations in the magnetic field
and plasma density form immediately behind the bow shock. At the location of the virtual spacecraft 2 the
magnetic field and the plasma density perturbations are anticorrelated with a Pearson correlation coefficient
of —0.8. The maximum amplitude of fluctuations is 20% of the mean averaged background magnetic field
and the standard deviation of the fluctuations over the considered time is 9.3%. At virtual spacecraft 3 the
amplitude varies between 5% and 15% of the background magnetic field, the standard deviation being 6%.
The saturation of the wave amplitude growth takes place after the plasma crosses the virtual spacecraft 2.

Figure 3a shows stacked time series of |B| along the streamline shown in Figure 2. Time runs in the y axis from
bottom toward the top and the x coordinate (in GSE) is given on the x axis. At each time the magnetic field
strength is taken along the streamline and color coded. The figure shows that the bow shock edgeis at 12 R, at
the beginning of the considered time period, and it extends outward as the simulation time propagates due
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Figure 3. (a) Stacked time series of magnetic field strength along the streamline as shown in Figure 2. The vertical axis shows the time, and the horizontal axis
shows the location along the x axis (GSE). The color coding indicates the magnetic field strength and the black dots move with the local plasma velocity. (b) The
instability condition R = 8, (T, /T — 1); (c) temperature anisotropy T, /T; (d) parallel and perpendicular components of f; (e) Pearson correlation coefficient (P);
(f) skewness (s) and the two horizontal lines are at s = +0.1, above the higher value the waves can be thought to be peaks, and below the lower value the waves
are regarded as dips, (g) amplitude of the fluctuations (standard deviation of magnetic fluctuations); (h) angle between maximum variance direction and the
background magnetic field g,,; and (i) the ratios of variance matrix eigenvalues along the streamline shown in Figure 2a. Vertical lines show the location of the
virtual spacecraft and the gray region shows the distance the bow shock moves during the considered time.

to the magnetic field pileup at the magnetopause. The vertical lines show the location of the virtual spacecraft
(discussed above) along the streamline. The black dots show the propagation of the plasma. Initially, dots are
located at chosen points along the streamline and then propagated using the local plasma velocity. This is
done to compare the magnetic wave propagation and the propagation of plasma. The plasma propagation
velocity corresponds well with the wave propagation velocities. This indicates that the waves are advected
with the sheath flow and do not propagate relative to the plasma.

Figures 3b-3i show the instability condition, temperature anisotropy, plasma f, Pearson correlation coeffi-
cient between magnetic field strength and plasma density, skewness, standard deviation of the magnetic
field, angle between maximum variance direction and background magnetic field, and the ratios of the eigen-
values of the variance matrix calculated over time at each point along the streamline. Figures 3b-3d show
the instability condition R = f,(T, /T, — 1), T, /T, and parallel and perpendicular § as an average over the
time period 350-510 s at each point. The instability condition is fulfilled at all locations along the plotted
streamline in the magnetosheath. The instability condition exhibits higher values at the vicinity of the bow
shock, decreasing with distance from the bow shock. The ion temperature anisotropy increases at the bow
shock crossing and stays steady along the streamline. The f increases sharply before the bow shock cross-
ing in the foreshock and then decreases rapidly behind the bow shock, where f, is close to 7 and 3, is close
to 4. Both  components decrease with the distance to the bow shock. Figure 3e shows the Pearson correla-
tion coefficient (P) between magnetic field and plasma density calculated over time at each point separately.
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Figure 4. Measured density perturbations (black dashed line) compared to theoretical density perturbation of mirror
modes (red solid line) and slow mode waves (green dotted line) from virtual spacecraft 3 marked on Figure 2a.

The correlation coefficients have been calculated using the first-order time derivatives of magnetic field and
density in order to remove the effect of the data trend. The correlation coefficient drops below —0.5 at around
~12 R meaning that the anticorrelation forms soon after the bow shock crossing in the magnetosheath.

Figure 3f shows the skewness (s) of total magnetic field strength, which is calculated at each point along the
streamline over the time period (350-510 s). Skewness indicates whether the mirror mode waves are more
like peaks (s > 0) or dips (s < 0). We use the same limits as Soucek et al. [2015]; peaks are those having s > 0.1
and dips s < 0.1. Peak-like structures populate the midregion of the plotted streamline, and they evolve to
dip-like structures close to the end of the streamline. However, the skewness does not grow to either large
negative or positive values. This indicates that large isolated peaks or dips do not exist in the simulation. In the
quasi-perpendicular flank at few locations close to the back wall, magnetic structures resemble more dip-like
structures. However, the majority of the magnetic structures are close to sinusoidal fluctuations.

The two last panels, Figures 3h and 3i, show the results from the minimum variance analysis. When interpret-
ing the results from the minimum variance analysis one has to keep in mind that the method does not work
perfectly if multiple wave modes exist simultaneously. Here we use the same minimum variance criteria for
the mirror modes as Soucek et al. [2008]. Figure 3h is the angle between maximum variance direction and the
background magnetic field (6g,,,) and the horizontal line shows the condition for the mirror modes, if 65,,, < 30°
the waves can be mirror modes. Figure 3i shows the results from the minimum variance analysis calculated
at each point along the streamline. The red dashed line shows the relation of the maximum and the inter-
mediate variance matrix eigenvalue 4,,,./4,; and the black solid line is the relation of the intermediate and
the minimum eigenvalue 4./ 4,,- The conditions that we chose for the linear polarization (4., /Ainc > 1.5
and A, /Amin < 3.3, condition 1 from section 3.4) are fulfilled from 9 R; to the end of the plot. According to
other sources the limits of the ratio of the maximum to intermediate eigenvalue should be larger than 5 [e.g.,
Génot et al., 2001]. Using that as the limit, none of our observed waves fulfills the linear polarization. However,
as reported by Génot et al. [2001] not all the observed mirror modes in the magnetosheath are linearly polar-
ized. As the mirror modes obtain finite velocity in the plasma frame due to the gradients in the density and/or
magnetic field they are no longer observed as linearly polarized waves.

The anticorrelation of the magnetic field strength and plasma density is also present for slow mode waves.
Therefore, to verify that our results are mirror modes, we use a second test. We use the method described in
Liu et al. [2006]. The density fluctuations in the mirror mode waves behave like the following:

T
5_n=_(_i_1>@ @
n T B

and a similar equation for slow mode waves can be derived assuming highly oblique wave propagation:

én 2\ 6B
7——<1+E)F. (3)

We apply this calculation for the fluctuations measured by the virtual spacecraft number 3 in Figure 2. We
approximate the wave vector direction using the minimum variance analysis, which gives an angle of 84°
between the estimated k and By, which is close to 90°. Therefore, the approximation is valid for our data and
the result is shown in Figure 4. The predicted mirror mode fluctuations (red solid line) correspond better to
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the measured density fluctuations (black dashed line), while the slow mode estimation (green dotted line)
predicts higher amplitude fluctuations.

The growth rate of the mirror instability varies spatially within the magnetosheath as the plasma parame-
ters change, and therefore, one growth rate value cannot be defined to describe the whole magnetosheath.
To approximate the rate at which the mirror modes grow at a couple of points along the streamline in the
magnetosheath we use the method described in Tdtrallyay et al. [2010] and compare them to theoretical
growth rates. The exception is that they calculate the wave propagation time using a model by Kobel and
Fluckiger [1994], but with Vlasiator we can get the propagation time directly by following the wave identity
from one point to another in time. The growth rate (y;) can be approximated with equation:

8B
In(=2
5B,

t—t, @

8=

We approximate the rate along the velocity streamline shown in Figure 2a. Some waves grow faster than oth-
ers, but we use the standard deviation value as an approximation for the fluctuation amplitudes at different
points. First, we estimate the growth close to point x = 10R; on the streamline (Figure 3). Figure 3g shows
that the fluctuation amplitude stops decreasing and starts to increase again just before x = 10R; which could
indicate that the mirror instability starts to grow at this point. So for B, and t; in equation (4) we use values at
point x = 10R; and the B, and t, are taken from a distance of 1 R; along the streamline. Times are read by fol-
lowing a wave identity from one point to the other. Mirror modes grow with a rate of 0.002 s~' between these
two points. Next, we choose points close to virtual spacecraft 2 (Figure 2), where the mirror modes are close to
saturation. Again B, and t, are taken at spacecraft 2 and B, and t, from 1 R, farther along the streamline. At this
point the estimated growth rate is 0.005 s~'. From the Cluster observations Tdtrallyay et al. [2010] calculated
rates to be in the range y, = 0.001-0.008 s™'. A theoretical growth rate of the mirror instability is then calcu-
lated using equation (7) in Liu et al. [2006]. At the first point the proton gyrofrequency is Q, = g8/m, ~ 1.8 57!
and the growth rate y; ~ 0.1Q, ~ 0.19 57! at the second location Q,, = g8/m,, ~ 1.7 57" and the growth rate
¥p 7 0.09Q, % 0.16 57"

Figure 5 shows spatial Fourier transforms of (a) total magnetic field, (b) magnetic field on the simulation plane,
and (c) B, from the region marked in Figure 2a. The fluctuations in magnetic field on the simulation plane are
the main contributor to the total magnetic field fluctuations. Therefore, their Fourier transforms are almost
identical. The wave vector k of these fluctuations is highly oblique to the background magnetic field as it is
for mirror modes. However, the magnetic fluctuations in B, seem to propagate in a different direction with k
almost parallel to the magnetic field. This is a known feature of ion cyclotron waves.

3.3. Velocity Distribution Functions

Vlasiator solves noiseless 3-D ion velocity distribution functions. Distributions have been rotated to coordi-
nates aligned to the magnetic field and shifted to the plasma frame. Figure 6 shows both 2-D slices in the
plane (v, v"), where the chosen v, is arbitrary and 1-D cuts of the full distribution. The 1-D cuts are chosen so
that they represent pitch angles 90° (red), 60° (blue), and 0° (green) as shown in Figure 6a1. These angles cor-
respond to pitch angles chosen to be plotted by Soucek and Escoubet [2011] (in their Figure 7). Cooling of the
plasma and the decrease of temperature anisotropy can be recognized from the shape of the distributions
when going from the bow shock vicinity (Figures 6a1 and 6b1) farther into the magnetosheath (Figures 6a2,
6b2, 6a3, and 6b3)). The distributions show a dependence on the phase of the waves. Especially at points 2
and 3 at the crest of the wave (Figure 6b2 and 6a3), the population at pitch angle 90° is larger than at pitch
angles 60° and 0°. Whereas in the trough of the wave (Figure 6a2 and 6b3), the difference between distribu-
tions at perpendicular and at 60° pitch angles is smaller. This is an indication of trapped particles inside the
trough and is also seen in the observations [Soucek and Escoubet, 2011].

3.4. Spatial Extent

With our global simulation we can investigate the extent of the magnetosheath populated by the mirror
modes. The first condition to be checked is the anticorrelation of magnetic field and density. Again, we have
taken a 5 s running average of the raw data. We calculate the Pearson correlation coefficient between the
first-order time derivatives of the magnetic field strength and number density to remove the effect of the data
trend and require the correlation coefficient to be below —0.5. As discussed at the end of section 3.2, the mag-
netic structures seem to be mirror mode waves even though the standard deviation is less than 10%. Here we
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Figure 5. Spatial Fourier transform of (a) |B|, (b) Byjane = /87 + 8)2, and (b) B, over the region marked by the white
square in Figure 2a. The white arrow shows the direction of By. The color scale shows 82 in units of 1073 T2.

require the standard deviation of the magnetic fluctuations to be larger than 5%. For the linear polarization
we apply three different conditions from different publications:

1. Amax/ Aine > 1.5, Amin/ Aine > 0.3, and angle between maximum variance direction 6y, < 30° [Soucek et al.,
2008];

2. 05, < 20° [Génot et al., 2009, 2011];

3. Amax/ 4int > 5, and g, < 20° [Tatrallyay et al., 2010].

The minimum variance analysis is performed at multiple points at distance of 0.5R; from each other through-
out the whole magnetosheath. We exclude points that the bow shock crosses while it expands during the
simulation because the crossing affects the results of the minimum variance analysis. Points where the con-
ditions are fulfilled are marked with a black dot. No point fulfills condition 3. Results are shown in Figure 7a
showing the results using condition 1 and Figure 7b showing the results using condition 2.
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Figure 6. Velocity distribution functions from the virtual spacecraft points marked on Figure 2a at times marked in Figures 2b-2d. On the left-hand side is the
2-D slice of the velocity distribution function on the plane (V,, V}), and the plot next to it shows 1-D cuts along the lines shown in Figure 6a1. The lines
correspond to pitch angles 0°, 60°, and 90°. Velocities are in km/s and the units of the velocity distributions are s3> m=6.

The region given by condition 1 (Figure 7a) is larger than the one given by condition 2 (Figure 7b) even though
condition 2 does not limit the relations between eigenvalues of the variance matrix in any way whatsoever.
However, the criterion for the angle between the maximum variance analysis and the background magnetic
field covers a larger range of angles in condition 1. Both conditions show that the mirror mode activity is
largest in the midsheath (half the distance between the bow shock and magnetopause). The mirror mode
activity closest to the subsolar region is closer to the magnetopause than the bow shock. The largest mirror
mode activity seems to be along and close to the streamlines that enter from solar wind to the magnetosheath
close to the foreshock ULF wave boundary.

4, Discussion

Even though recent investigations have provided a statistical global view of the magnetosheath [Soucek
et al., 2015; Dimmock et al., 2015], they cannot provide a global coverage during a single event. Vlasiator
allows us to follow the time evolution of an event. We observe that as the solar wind flows through the
bow shock, temperature anisotropy forms and fluctuations appear behind the bow shock and propagate far-
ther into the magnetosheath. The temperature anisotropy peaks at the quasi-perpendicular bow shock and
then decreases slowly to the flanks. Along the velocity streamlines that flow toward the magnetopause the
anisotropy increases again due to the piling and draping of the magnetic field lines. The plasma that flows
into the magnetosheath has a larger anisotropy along the velocity streamlines that emerge into the sheath
from the vicinity of the foreshock ULF wave boundary. Additionally, the mirror instability condition is larger
along these flow lines. This coincides with the region where we see the mirror mode activity after performing
the search for the mirror mode criteria throughout the whole simulated magnetosheath.
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Figure 7. Global extent of the mirror mode activity by using (a) condition 1 and (b) condition 2 described in the text
(see section 3.4). The points are chosen every 0.5 R throughout the whole magnetosheath, and those fulfilling the
criteria are marked with a black dot. The color scale shows the number density in cm=3.

We observe that anticorrelated waves are formed right after the bow shock crossing. However, they do not
fulfill the mirror mode criteria until they have propagated approximately 3 R from the bow shock. The plasma
that enters the quasi-perpendicular magnetosheath toward the flanks is mirror unstable, but the waves do
not develop to fulfill the mirror mode criteria. Plasma velocity in the flanks is larger than in the dayside subso-
lar magnetosheath, and the waves might not have time to develop to mirror modes. Additionally, the initial
perturbations in the plasma entering the sheath in the flank are smaller than in the plasma flowing into the
sheath close to the ULF wave boundary. The mirror modes also form in the plasma that enters the sheath
from the foreshock side of the ULF wave boundary but flows close to the magnetopause into the duskside of
the magnetosheath. The plasma that enters the sheath from the foreshock and flows into the quasi-parallel
magnetosheath fulfills the mirror mode instability condition, but the waves do not grow there due to the
turbulence. Our results indicate that the streamlines close to the foreshock boundary are favorable locations
for the mirror mode formation. There are enough initial perturbations in the plasma for the mirror modes
to grow and the plasma properties fulfill the mirror instability condition better than elsewhere in the mag-
netosheath. In the quasi-perpendicular flank and at the quasi-parallel magnetosheath, although the mirror
mode condition is in force, the waves cannot grow into mirror modes.

The temperature anisotropy as well as the mirror mode instability condition have a clear dawn-dusk asym-
metry in our simulation. Therefore, the mirror mode activity also strongly favors the quasi-perpendicular
magnetosheath. Similar behavior has been reported recently by Dimmock et al. [2015] which uses 6 years of
THEMIS data to map the temperature anisotropy and mirror mode activity during different solar wind con-
ditions. The study observes that with a typical Parker spiral IMF direction and an intermediate Alfvén Mach
number, the mirror mode activity is higher in the dusk than during high Mach number solar wind periods.
However, the Dimmock et al. [2015] statistics also showed mirror mode activity in the quasi-parallel sheath
in contrast to our simulation, even though the mirror instability condition is also fulfilled there. A possible
explanation is the temperature anisotropy in the simulated event, which is almost 1, thus not enough for the
mirror mode formation. Additionally, the quasi-parallel magnetosheath is turbulent and the mirror modes
are not able to grow. Dimmock et al. [2015] also observe that the anisotropy increases from the bow shock
to the magnetopause due to the draping of the field line around the magnetosphere. This is in agreement
with our simulation results, although in our simulation the effect is stronger possibly due to the numerical
limitation of our 2-D simulation, where the plasma is not able to flow around the Earth and therefore piles
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up at the magnetopause. Our results are consistent also with 3-D hybrid-PIC simulations of a down-scaled
Hermean magnetosheath by Hercik et al. [2013]. They used both southward and northward IMF and identi-
fied the mirror modes by looking at the anticorrelation, g, instability condition, and spatial Fourier transform.
They find that plasma conditions are good for mirror mode formation in the magnetosheath behind the
quasi-perpendicular bow shock and close to the magnetopause behind the quasi-parallel bow shock. We
observe magnetic structures that fulfill the mirror mode criteria only at couple of points in the quasi-parallel
flank of the magnetosheath. Our results are consistent with a 2 year statistical study of Cluster observations
by Soucek et al. [2015]. They found that mirror modes more likely exist in the quasi-perpendicular magne-
tosheath, whereas in the quasi-parallel magnetosheath they are not observed regularly. However, Her¢ik
et al. [2013] also show that asymmetry can also form with 0° cone angle. They find that during southward
(northward) IMF the temperature and g are higher in the dawn (dusk) and the plasma becomes more favorable
for the mirror modes.

The mirror mode waves are described as large-amplitude waves, and the amplitude is often used as a crite-
rion to select mirror mode events [e.g., Tdtrallyay and Erdds, 2005; Génot et al., 2009; Dimmock et al., 2015].
However, in our simulations the waves have relatively low amplitudes with standard deviation on both sides
of 10% of the background magnetic field. All the other aspects of the waves fulfill the criteria set for the mir-
ror mode waves. The approximated rate at which the mirror structures grow at the vicinity of point 2 along
the streamline in Figure 2 is 0.005 s, which falls in the limits observed by Tdtrallyay et al. [2010] by using
Cluster observations. Similarly, as done by Tdtrallyay et al. [2010], we compare the calculated growth rate to the
analytical maximum growth rate using the equation (7) of Liu et al. [2006]. By using the local magnetosheath
-1, where Q, is theion
cyclotron frequency. This obtained value is significantly larger than the rate the structures seem to grow at as
they are advected along the streamline. Tdtrallyay et al. [2010] suggest that the difference between the esti-
mated growth rate and the growth rate given by analytical models can be due to limitations of the method;
the two spacecraft might not be measuring mirror modes that originate from the same source. In our model,
however, we are able to follow the identity of the waves. This indicates that there are global and local effects
in the magnetosheath that are not taken into account in the theoretical models.

values from the simulation we get the maximum growth rate ygp,,, ~ 0.09Q, ~ 0.16 s

Based on our results, possible explanations for the limited amplitude growth are the following: First, in the
quasi-perpendicular magnetosheath the magnetic field components in the simulation (xy) plane are the ones
that are anticorrelated to density fluctuations. Fluctuations in the out-of-the-plane (B,) magnetic field do not
show clear anticorrelation while they propagate in the plasma frame and have wave vector close to B,. This
indicates that those waves might be ion cyclotron waves. However, the amplitude of the fluctuations in B, is so
low that it does not contribute significantly to the total magnetic field strength. As part of the free energy from
the temperature anisotropy goes to ion cyclotron waves instead of mirror mode waves, the amplitude cannot
grow as fast as it would without the ion cyclotron waves. Second, the wave-particle interactions play a role in
the wave growth as the ions are scattered from the waves and the temperature anisotropy decreases affecting
also the growth rate [Gary et al., 1993; Tdtrallyay et al., 2010]. In addition, the kinetic effects at small velocities
play a large role in the physics of the mirror mode waves [e.g., Southwood and Kivelson, 1993; Pokhotelov et al.,
2008, 2010] as protons at small parallel velocities become resonant with the mirror mode wave and affect
the growth rates. It has also been suggested that the trapped particles can be the cause of the mirror mode
wave saturation [e.g., Southwood and Kivelson, 1993; Kivelson and Southwood, 1996, 1993]. However, in our
simulation the velocity space resolution is 30 km/s, preventing it from resolving very low velocities. This could
prevent the simulation reaching theoretical values of the maximum growth rates.

The velocity distribution functions from the mirror modes provided by Vlasiator show the presence of the
trapped particles similarly as seen in the Cluster observations [Soucek and Escoubet, 2011]. This can be seen in
the troughs of the waves where the trapped particles have almost the same distribution all the way from per-
pendicular to 60° pitch angles. Closer to the crests of the wave the distribution at 60° pitch angle is decreased
compared to the perpendicular direction. Compared to the distribution from the crest of the wave, the popu-
lation in the perpendicular direction is cooler and the population at 60° pitch angles is hotter in the troughs.
Soucek and Escoubet [2011] find that in the crests of the waves the enhancement in the particles in the perpen-
dicular directions is mostly seen at low energies below 100 eV corresponding to a velocity of 138 km/s. Our
results show that the population to the perpendicular direction is larger all the way up to 800 km/s (3.3 keV).
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According to our results the choice of mirror mode criteria affects the extent of observed mirror mode activ-
ity. The choice of all considered parameters, the ratios of the maximum to intermediate and minimum to
intermediate eigenvalues of the variance matrix and the angle between the background magnetic field
and the maximum variance direction, 4./ Aint Amin/ Aint @aNd O, respectively, have different effects. The
first set of conditions is based on the limits used by Soucek et al. [2008]: A/ Aint > 1.5, Amin/ Aint > 0.3, and
Ogm < 30°, and it gives the largest region of mirror mode activity. Condition 1, however, allows a wider range
of considered parameters.

The second condition for the linear polarization is the same as that used by Génot et al. [2009, 2011] and only
limits g, (<20°). This condition yields less than half of the extent of mirror mode activity compared to what
is given by using the first set of conditions. In addition to the same limit for 65, the third set of conditions
limits the value of the ratio A,/ 4 to 5, which is higher than in the first set. By using this set of criteria we
cannot observe any mirror mode activity. On the contrary, Génot et al. [2009], whose only condition regarding
the minimum variance analysis for mirror modes was the 20° limit for 6,,,, tested that restraining the mirror
modes only to linearly polarized waves A,/ Aint > 5/ Amin/ 4int > 0.3 did not change their results significantly.
In our case the effect of restraining the data to 4.,/ 4in; > 5 is significant. Furthermore, Génot et al. [2001] have
found that the mirror modes are more often observed as elliptically polarized waves. Therefore, there is no
need to restrict the conditions to only well linearly polarized waves.

5. Conclusions and Summary

In this paper we present the first study of the mirror modes in the Earth’s magnetosheath using a
self-consistent global hybrid-Vlasov model. Under the near Parker spiral IMF conditions (cone angle 30°) the
mirror mode instability condition and thus the observed mirror mode activity is largest close to the velocity
streamlines entering the magnetosheath close to the foreshock ULF wave boundary, where the initial per-
turbations in the plasma and magnetic field offer good circumstances for mirror mode growth. Closer to the
quasi-perpendicular flank, the plasma crossing the bow shock has less initial perturbations and the plasma
closer to the quasi-parallel magnetosheath becomes too turbulent to allow mirror modes to develop.

The mirror modes in our simulation have relatively low amplitudes and they do not grow much larger than
10% of the background magnetic field. The rate at which the mirror mode structures grow in the mag-
netosheath estimated from the fluctuation amplitudes is 1 order of magnitude smaller than that given by
analytical models using local plasma parameters but comparable to the growth rates estimated using space-
craft observations [Tdtrallyay et al., 2010]. This indicates that the theoretical models do not apply well in the
magnetosheath since they do not take into account the local and global effects, such as local changes in the
plasma parameters [Tdtrallyay et al., 2010] or other wave modes that can affect the mirror mode wave growth
and saturation in the magnetosheath.

The observational papers use varying criteria for selecting the mirror mode events among other
low-frequency waves. One of the most used methods is to use the minimum variance analysis, and the numer-
ical values for the eigenvalue ratios and the angle between the maximum variance direction and background
magnetic field are chosen differently in different papers [e.g., Tdtrallyay and Erdés, 2005; Soucek et al., 2008;
Génotetal., 2009]. We have shown here that the spatial extent is highly dependent on the selection criteria, but
it could be a significant fraction of the magnetosheath downstream of the quasi-perpendicular bow shock.
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Abstract we study the effect of Earth’s dipole tilt angle and interplanetary magnetic field (IMF) B, and
B, components on the location of reconnection and the energy conversion at the magnetopause. We
simulate southward IMF satisfying both inward- and outward-type Parker spiral conditions during three
different dipole tilt angles using a global magnetohydrodynamic model GUMICS-4. We find that positive
(negative) B, contributes to the magnetopause reconnection line location by moving northward
(southward) and positive (negative) dipole tilt angle by moving it southward (northward). The tilt shifts

the dayside load region toward the winter hemisphere and the summer cusp toward the equatorial plane.
Magnetic flux hence piles effectively in the summer hemisphere leading to increased magnetopause
currents that enhance the Poynting flux through the magnetopause. We find that the intensity of the energy
conversion in the generators is strongly affected by the dipole tilt angle, whereas intensity in the load region
is mainly affected by IMF B,.

1. Introduction

Space weather is driven by energy transfer from solar wind to the Earth’s magnetosphere. Predicting space
weather accurately requires knowledge of energy conversion within the solar wind-magnetopause system.
Dungey [1961] suggested that the dynamics of the magnetosphere are driven by the interplanetary mag-
netic field (IMF) reconnecting with the Earth’s magnetic field at the dayside magnetopause. When the IMF

is southward, reconnection leads to advection of open field lines tailward on the magnetopause surface.
When the open field lines reach the tail, they are added to the tail lobes until they reconnect again in the
tail reconnection region and return back to the dayside. This process also implies energy conversion in a
so-called load generator process [Siscoe and Cummings, 1969], where the dayside works as a load convert-
ing magnetic energy to kinetic energy, whereas in the generator regions located in the tail lobes, the energy
is extracted from the magnetosheath flow and is converted from kinetic form into magnetic energy.

Earlier, reconnection at the magnetopause has been explained by antiparallel [Crooker, 1979] and com-
ponent [Sonnerup, 1970; Gonzalez and Mozer, 1974] reconnection hypotheses, which predict a different
reconnection morphology, and therefore different resulting dynamics within the magnetosphere and iono-
sphere. According to the antiparallel hypothesis, reconnection occurs in regions where the magnetic fields
inside and outside the magnetopause are almost antiparallel. During purely southward IMF, for instance,
the reconnection line extends continuously through the subsolar point at the equatorial plane, while dur-
ing finite IMF B,, it would split at local noon into two regions located in different hemispheres [Crooker,
1979; Luhmann et al., 1984]. The component hypothesis states that the optimal region for reconnection

is the vicinity of the subsolar point, where the magnetosheath flow first makes contact with the magne-
topause. From the first contact point, the reconnection line would stretch along the dayside magnetopause.
The shear angle between reconnecting field lines is not as meaningful for component reconnection as it is
for antiparallel, as only oppositely directed field components reconnect, whereas the impact of the other
components on the process is small. For component reconnection, the relation between the IMF B, and B,
components determines how much the reconnection line is tilted with respect to the equatorial plane.

More recent magnetopause reconnection theories introduces a maximum magnetic shear model, which can
also be used to study the location of the reconnection at the dayside magnetopause [Trattner et al., 2007,
2012]. According to this model, the reconnection on the magnetopause occurs along the ridge of maximum
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magnetic shear angle between the draped IMF and the Earth’s magnetic field. To predict the reconnection
location on the magnetopause, the maximum shear model needs only the IMF and solar wind conditions.

In light of asymmetric 3-D reconnection, we can discuss the dayside reconnection in terms of null points
and null-null lines. IMF and Earth’s dipole field together compose a magnetic system with two magnetic
null points (points where B = 0) and null-null line that connects the two null points. This line is called the
separator, a line that intersects four different regions of plasma that are not connected to each other by
field lines [Lau and Finn, 1990]. This geometric structure enables the reconnection between the field lines in
different regions. When the IMF is southward, the null points are close to the equatorial plane and the line
connecting the nulls forms a separator line. For northward IMF, the points move closer to the cusps and the
null-null line is no longer horizontal. The IMF direction affects the location of the null points and thus the
location of the reconnection at the magnetopause [Komar et al., 2013].

Spacecraft observations have been shown to support both component and antiparallel reconnection
hypotheses. Trattner et al. [2007] estimated the reconnection line location from several ion distributions
observations at the northern cusp obtained by the Polar spacecraft. The distance from the spacecraft to
the reconnection site is estimated through tracing particle distributions along model magnetic field lines
back to the magnetopause. Their results showed that both component and antiparallel reconnection types
can occur at the magnetopause depending on IMF conditions. According to Trattner et al. [2007, 2012],

for B,-dominated IMF conditions, the reconnection line is of component type extending throughout the
dayside magnetopause. On the other hand, during very large positive or negative B,, as well as dominant
southward IMF B,, the reconnection line does not cross the dayside magnetopause as a single tilted line
but splits into two lines instead, which follow the antiparallel reconnection sites tracing to high latitudes.
Although spacecraft observations provide a local description of which reconnection scenario is occurring,
significant limitations exist in explaining the instantaneous system as a whole since they are point measure-
ments. Therefore, global MHD simulations have also been used to investigate magnetopause reconnection.
In the GUMICS-4 global MHD simulation the reconnection line is continuous and compatible with the
component hypothesis [Laitinen et al., 2007].

IMF B, component has been found to have an important role in defining the location of the reconnection
line, shape of the magnetopause, and the dayside reconnection rate [e. g., Trattner et al., 2007; Peng et al.,
2010]. Peng et al. [2010] investigated the impact of the IMF B, on magnetopause reconnection using global
MHD simulations, while neglecting the effect of dipole tilt angle. They found that for low solar wind Alfvén
Mach numbers (MA 5 3), increasing the magnitude of the B, changes the shape of the magnetopause in
the terminator plane. During southward IMF, the magnetopause shifted southward during positive B, and
northward for negative B,. They also found that the reconnection line on the dayside magnetopause shifted
northward (southward) when B, > 0 (B, < 0), likely due to the relocation of the magnetopause.

Russell et al. [2003] found by using a MHD model that the dipole tilt might affect the reconnection rate and
geomagnetic activity by controlling the length and location of the neutral line. Trattner et al. [2007] also
studied the seasonal effects on the reconnection line location at the magnetopause, concluding that the
reconnection line location shifts northward during northern winter (negative tilt angle) and southward
during northern summer (positive tilt angle).

The tilt dependence of energy conversion has also been studied using the global MHD simulation code
GUMICS-4 [Palmroth et al., 2012], where it was found that during northern winter the energy transfer occurs
mainly in the Southern Hemisphere, and vice versa for southern winter. Additionally, Palmroth et al. [2012]
found that the energy transfer rate is 10% larger during equinox than solstices. Using another global MHD
simulation, Liu et al. [2012] found that the dipole tilt angle influences the shape of the magnetopause during
purely southward IMF. Their results show that when the value of the dipole tilt angle increases (decreases),
the nose of the magnetopause moves southward (northward); the northern (southern) cusp moves toward
the equatorial plane, and the southern (northern) cusp moves farther away from it.

In this paper we systematically investigate the combined effect of both the dipole tilt angle and IMF B, com-
ponent on the location of the dayside reconnection line and the magnetopause energy conversion by using
the GUMICS-4 global MHD simulation code. This paper is organized as follows: First, we briefly introduce the
GUMICS-4 global MHD simulation and the methods that are used to analyze the simulation results. Then,

we describe the in situ observations of a magnetopause reconnection event detected quasi-simultaneously
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by Time History of Events and Macroscale Interactions during Substorms (THEMIS) A and Double Star TC1
spacecraft. Next, we validate the simulation results by comparing them to THEMIS A and Double Star TC1
spacecraft observations. Finally, we use the GUMICS-4 to investigate the combined effect of the magnetic
dipole tilt angle and southward IMF satisfying both inward- and outward-type Parker spiral conditions. We
end the paper with our systematic conclusion on the role of dipole tilt angle and IMF B, component on the
dayside reconnection line morphology and magnetopause energy conversion.

2. Methods

In this paper we use GUMICS-4 [Janhunen et al., 2012], which is a global MHD simulation code including the
solar wind and the magnetosphere and solving the conservative MHD equations. The simulation volume
extends from +32 R; to —224 R; in the x direction and +64 R;: in the y and z directions. The MHD simulation
box is coupled to the electrostatic ionosphere. The magnetosphere is coupled to the ionosphere by the
field-aligned currents, and electron precipitation is evaluated at the inner edge of the MHD domain at 3.7 R.
The ionospheric electric potential is calculated in the ionospheric simulation domain and passed back to
the magnetosphere where it is used as an inner boundary condition at 3.7 R;. Other boundary conditions
in the magnetospheric box are the solar wind parameters at the sunward wall and the Earth’s dipole field.
Solar wind conditions are given as input, and both observational and artificial data can be used. As a result,
GUMICS-4 writes the full set of plasma parameters as a function of time and space into an output file. The
code uses a cell-by-cell adaptive grid, which allows a better resolution (smallest cell size 0.25 R) in the areas
of large spatial gradients and coarser resolution in areas which are of less interest. The region of interest here
is covered fully by 0.25 R, grid resolution.

GUMICS-4 uses a first-order finite volume method to solve the ideal MHD equations in a discretized grid
[Janhunen et al., 2012]. The ideal MHD equations are given in a conservative form. The code uses the Roe’s
approximate Riemann solver [Roe, 1981], but in the rare case where an intermediate state produced by
the Roe solver is nonphysical, the Harten-Lax-van Leer solver is used instead. The first-order Godunov-type
numerical scheme used in GUMCIS-4 keeps the numerical diffusion small for slowly moving or stagnant
structures, such as the magnetopause and bow shock. In order to keep the magnetic divergence at zero,
GUMICS-4 uses elliptic cleaning [Brackbill and Barnes, 1980] every 20 s.

In order to utilize GUMICS-4 in analysis of dayside magnetopause reconnection, we need to introduce the
key methodologies developed earlier. First, the magnetopause in the GUMICS-4 simulations is identified
by using a method developed by Palmroth et al. [2003]. It is based on following a set of streamlines from
Xsse = +15 Rg to a distance of —30 R down the magnetotail. The magnetosphere, which is surrounded by
the streamlines, forms a cavity in the solar wind. The surface of the magnetopause is the approximate inner
edge of this cavity. The magnetopause defined in this method is robust and smooth [e. g., Janhunen et al.,
2012].

Magnetic reconnection in GUMICS-4 is caused by numerical diffusion. Earlier studies show that the recon-
nection location in the GUMICS-4 simulations can be investigated and the results seem meaningful [Laitinen
et al., 2006, 2007]. Furthermore, the global dynamics which is largely driven by reconnection is well
reproduced (see recent review by Janhunen et al. [2012]).

In the region where reconnection takes place, the gradients are strong, and therefore, due to automatic
adaptation, the resolution is the smallest (0.25 R;). The reconnection line location at the magnetopause is
found by using a four-field junction method developed by Laitinen et al. [2006]. There are four possible types
of magnetic topology: (1) both ends of the field line connected to the Earth, (2) one end connected to the
Northern Hemisphere with the other embedded in the solar wind flow, (3) same as (2) but connected to the
Southern Hemisphere, and (4) both ends are embedded in the solar wind. The method starts by tracing the
magnetic field lines from each grid point (with grid spacing 0.25 R;) both forward and backward, and they
are labeled according to the magnetic topology (1, 2, 3, or 4). Then the method goes through the grid again
and marks a grid point as separator/reconnection point if all four different topologies are found within a dis-
tance of 2 R.. The four-field junction method as itself is not enough to prove the existence of reconnection,
but when combined with the energy conversion, it is a good indicator of reconnection location at the mag-
netopause [Laitinen et al., 2007]. Laitinen et al. [2007] investigated the effect of the four-field junction region
size (here 2 R;) and found that the method itself does not depend on the size of the area. With smaller areas,
the point indicating the four-field junction is the same as with 2 R; area size. However, the 2 R; area size
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Figure 1. (a) THEMIS A and (b) Double Star TC1 magnetopause crossing on 14 June 2007. For THEMIS A, we have, from
top to bottom, magnetic field and ion bulk velocity components in boundary normal coordinates (LMN), ion density,
ion omnidirectional energy flux, and ion pitch angle distribution. For Double Star TC1 we have, also from top to bottom,
magnetic field strength (black line) and components (LMN system), electron omnidirectional energy flux, and electron
pitch angle distributions for different energy ranges indicated on the left.

ensures that there are enough points forming a continuous separator around the Earth for different solar
wind parameters. The method gives a multiple points that form a ribbon around the Earth, now depicted in
Figure 2 showing the two events. The separator/reconnection line is the averaged location of this ribbon.

Energy conversion at the magnetopause describes how much energy is converted between magnetic and
kinetic forms, calculated as the negative divergence of Poynting flux, —V - S, through the magnetopause
[Laitinen et al., 2006]. When the system is independent of time, the divergence can be writtenas V - S =
—E - J, where E is the electric field and J is the current density. Energy conversion is positive in areas such
as subsolar point of the magnetopause where reconnection takes place. This region can be interpreted as
the load region [Siscoe and Cummings, 1969]. In areas where energy is converted from kinetic to magnetic
form, the energy conversion is negative. This usually takes place in tail lobe magnetopause, which can be
interpreted as generators [see also Anekallu et al., 2011, 2013]. The general picture of energy conversion
and energy transfer, which is defined as total (kinetic + thermal + electromagnetic) energy flux through the
magnetopause surface, in GUMICS-4 simulations has been found to agree roughly with observations made
by Cluster [Anekallu et al., 2011, 2013; Palmroth et al., 2011a, 2011b]. Even though the magnitudes of the
energy conversion and energy transfer do not match, the spatial pattern of the energy conversion in the
simulations approximately matches the observations.

3. Instruments and Observations

The observational data shown in this paper were provided by two spacecraft, Double Star TC1 [Liu et al.,
2005] and THEMIS A [Angelopoulos, 2008]. TC1's 4 s resolution spin-averaged magnetic field data used here
were obtained by the Flux Gate Magnetometer instrument (FGM) [Carr et al., 2005] while the electron data
were obtained by the Plasma Electron And Current Experiment instrument (PEACE) [Fazakerley et al., 2005]
which measures electrons from a few eV to 25 KeV. For THEMIS A, the ion electrostatic analyzer [McFadden
et al., 2008] provided the ion plasma data with 3 s time resolution, while the Flux Gate Magnetometer (FGM)
[Auster et al., 2008] provided the 0.25 s resolution magnetic field.
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1 We show in situ observations of two widely
20 oo separated (~9 R;) spacecraft, Double Star TC1
: and THEMIS A, which crossed a reconnecting
= 05 magnetopause (quasi-simultaneously) around
0 ’ 04:40 UT on 14 June 2007. Both spacecraft were
5 iy [ 1025 on the dayside moving outbound near the
2 s ;‘ - i magnetic equator. This event was previously
3 TEL ol reported by Dunlop et al. [2011], and here we
5 : 025 summarize its main features.
=10 i THEMIS A observations are presented in
-15 Figure 1a for a 3 min window encompassing
.z -0.75 the magnetopause crossing. The magnetic
field and ion bulk velocity components are
20 15 10 5 © 5 10 15 20 2 shown in boundary normal coordinates (LMN),
Figure 2. MHD simulation of event on 14 June 2007 at time where the N component is normal to the
corresponding approximately UT 4:40. Black rings mark the local magnetopause and points outward, the
position of the spacecraft. Color bar shows the energy conver- M component, defined as the cross product

sion (defined as a divergen'ce of;he Po;zlnting flux) through'the between N and the Zgg, coordinate, points
magnetopause surfaFe, unit 107* W/m=<. Black dots gxtensﬁlng westward, and the L component completes
throughout the dayside magnetopause show the points given L
by the four-field junction method. An average location of these the left-handed orthogonal set and is oriented
points is indicated by a black line that represents the location of ~ approximately due north. The reversal of the B,
the reconnection line. Distances are in Rg. component (~04:42:40 UT), together with the
abrupt change in both ion density and energy
flux marks the magnetopause crossing. Around the same time, a strong positive enhancement (~350 km/s)
in the plasma velocity component V, occurs, suggesting the presence of a reconnection line southward
of THEMIS A location. An FTE-like bipolar By, signature with a polarity + is seen at the time of the magne-
topause crossing, which is also consistent with a reconnection line southward of THEMIS A location. Further
evidence for reconnection can be probed by looking at the ion pitch angle distribution (Figure 1a, bottom).
Just before the B, reversal (~04:42:30 UT), THEMIS A sampled accelerated ions streaming along magneto-
spheric magnetic field lines and right after that (~04:42:50 UT) energized back-streaming ions with pitch
angles near 180° degrees were detected on magnetosheath magnetic field lines indicating that THEMIS A
has crossed the reconnection exhaust northward of the assumed reconnection line [Dunlop et al., 2011].

In Figure 1b TC1 crosses the magnetopause within 2 min of THEMIS A in Figure 1a. TC1’s observations are
presented in a 10 min window, with magnetic field presented in boundary normal coordinates. Around
04:37 UT, a boundary layer is crossed and electrons with magnetosheath-like energies (~200 eV) are present.
After 04:39 UT, on the earthward side of the magnetopause (placed at the B, reversal at 04:41 UT), there

is a clear presence of both bistreaming and beamed populations with magnetosheath energies (45 and
175 eV panels), suggesting that magnetosheath electrons are flowing toward the magnetosphere mirroring
in the ionosphere and turning back to the spacecraft detector along magnetic field lines which have been
opened by reconnection. At 04:41 UT the magnetic field strength decreases at the same time that electrons
are being energized, as evidenced by a small increase in the energy flux, which are consistent with Double
Star TC1 passing very close to the ion diffusion region and therefore to the reconnection line location
[Dunlop et al., 2011]. After 04:41 UT, both out-flowing magnetospheric (1638 eV panel) and possibly reflected
magnetosheath electrons (175 eV panel) are detected. Given the due southward configuration of the mag-
netosheath magnetic field during this observation (—B,), we conclude that Double Star TC1 is northward

of the low-latitude reconnection line right after 04:41 UT. The simultaneous conjunction between the two
spacecraft sampling a reconnecting magnetopause suggests the presence of an extended dayside magnetic
reconnection line.

4, Results

4.1. Model-Data Comparison

Figure 2 shows the GUMICS-4 simulation result for the reconnection event presented in Figure 1. We run the
simulation by using data extracted from NASA/GSFC's OMNI data set through OMNIWeb for a given time.
The simulation is initialized by running for 1 h with constant solar wind parameters and then with varying
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Figure 3. Schematic figure of our studied cases. (top row) The runs with dipole tilt angle 20°, (middle row) runs with zero
dipole tilt, and (bottom row) runs with dipole tilt angle —20°. Each panel has the same IMF B, component (-5 nT). The
B, component has different values in each column: (left) B, is —5 nT, (middle) zero, and (right) 5 nT. The nonzero IMF B,
components (+5 nT) are incorporated on the middle column.

solar wind for 40 min before the desired event. By this time, the parameters in the vicinity of the Earth

and the magnetosphere are properly initialized. At that time of Double Star TC1 magnetopause crossing
(~04:40 UT), the OMNI data set revealed a major southward IMF B, and an outward-type (IMF By > 0and
IMF B, < 0) Parker spiral configuration. The dipole tilt angle was set to 13°. The colored surface shows the
energy conversion through the magnetopause viewed from the front-looking tailward. Black dots extend-
ing throughout the dayside magnetopause show the points given by the four-field junction method. An
average location of these points is indicated by a black line that represents the location of the reconnection
line. Blue colors indicate generators, while red colors represent load regions. Black rings show the location
of both spacecraft for each magnetopause crossing. The reconnection line in GUMICS-4 is continuous start-
ing from the Southern Hemisphere at the dawnside and extending through the Northern Hemisphere at
the duskside. The line is mainly located south from z = 0R,, and a possible explanation is that the event
happened during northern summer (positive dipole tilt angle) and negative IMF B, component. These
two combined factors resulted in a southward shifting of the reconnection line. For the same reason, the
strongest dayside load is located south from the reconnection line and the strongest generator is in the
north. According to the observations shown in Figure 1, the reconnection line is expected to be located
southward from both spacecraft. The reconnection line location in our simulated event shown in Figure 2 is
also southward from both spacecraft and is therefore in agreement with observations. This gives confidence
to the results using synthetic data as input.

4.2. Dayside Reconnection Location

As already indicated in Figure 2, the dipole tilt and the combination of IMF B, and B, seem to affect the
reconnection line morphology and the intensity of energy conversion. Next, we investigate the effects

of both the dipole tilt and the B, on the dayside reconnection more systematically. Figure 3 shows the
setup carried out in this work. We run three sets of runs, each set having a different dipole tilt angle: —20°,
0°, and 20°. Apart from the dipole tilt, the sets are similar including five different runs with inward- and
outward-type Parker spiral IMF conditions: B, + 5nT and B, = %5 nT. One of the five runs is purely south-
ward (B, = 0and B, = 0), and the remaining two runs have zero B, but B, = +5 nT. We hypothesize that
the location of the first contact of the magnetosheath flow on the magnetopause determines the recon-
nection line location in accordance with the component reconnection theory. This location will be affected
by the interplay between the dipole tilt and the IMF B,. In all of the runs the IMF is southward, having con-
stant B, = —5 nT. Figure 3 shows the initial hypotheses for the influence of the dipole tilt and B, viewed in xz
plane. Figure 3 (left and right columns) represents the runs with B, = —5nT and B, = 5 nT, respectively, and
the middle column represents all the runs with B, = 0.

Figure 4 shows results of the parameter study runs. Color shows the energy conversion, and black lines
are the location of the reconnection line as determined by the four-field junction method by Laitinen et
al. [2006]. On the vertical axis is the dipole tilt angle, and on the horizontal axis are the different values of
B, and B,. These B, and B, values span from —5 to 5 nT while the tilt vary from —20° to 20°. All the runs
were executed with the same run duration of 1.5 h including the 1 h initialization, during which the solar
wind with given parameters passes by the Earth (from the sunward boundary toward the back wall of the
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Figure 4. (a—e) Energy conversion through the magnetopause surface for different IMF components and dipole tilt angles from a viewpoint upstream of the
magnetosphere. Color bar shows the energy conversion (defined as a divergence of the Poynting flux) through the magnetopause, unit 1074 W/m?, and black
line marks the average position of the reconnection line. On the horizontal axis is the Ygsg, and on the vertical axis the Zggg. Distances are in Rg. All runs have a
southward IMF B, = —5 nT. Min and max show the minimum (generator) and maximum (load) energy conversion value in each run.

simulation box) and forms the magnetosphere. When referring to the reconnection line location, we mean
the projection of the line on the GSE yz plane from a viewpoint upstream of the magnetosphere.

For purely southward IMF and zero dipole tilt angle (Figure 4c (row 2)) the reconnection line is almost a
straight line in a horizontal direction located at z = 0, and the energy conversion from magnetic to kinetic
energy (red) and from kinetic to magnetic energy (blue) is located symmetrically on both sides of the recon-
nection line. Figure 4 shows that the results from opposite signs of B,, B,, and the dipole tilt angle are mirror
images with respect to the z axis. For instance, the result from the run with positive B,, positive dipole tilt
angle, and negative B, (Figure 4e, row 1) is a mirror image of the result of the run with negative B,, negative
dipole tilt angle, and positive By (Figure 4a, row 3).

We now concentrate on the different parameters affecting the reconnection line location and shape. In
Figure 4 (row 2) we can see how the different values of IMF B, and By affect the reconnection line loca-
tion when the dipole tilt angle is zero. Figures 4b and 4d demonstrate the effect of the IMF B,. When the
reconnection line is projected to the yz plane, both of its ends curve away from the equatorial plane. When
B, is negative (Figure 4d), the duskside end of the reconnection line turns south, whereas the dawnside
turns north; the shape is the same but mirrored when B, is positive (Figure 4b). However, the reconnec-
tion line crosses through the subsolar point in both cases. Adding the B, component keeps the ends of the
reconnection line at the same position (By remains unchanged) but moves it away from the nose of the
magnetopause. The middle parts of the reconnection line moves northward when B, is positive (Figure 4e,
row 2) and southward when B, is negative (Figure 4a, row 2).

The effect of the dipole tilt angle on the reconnection line in our simulation is not as clear as the effect
caused by the IMF components (see Figure 4c). Positive dipole tilt angle moves the reconnection line slightly
southward for all IMF cases except B, positive (Figure 4, row 1). As mentioned above, positive B, moves the
reconnection line northward which counterbalances the southward moving effect caused by the positive
dipole tilt angle. Similarly, negative dipole tilt angle moves the reconnection line slightly northward for all
IMF cases except B, negative. In summary, for dipole tilt and IMF B, sharing the same sign, the reconnection
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line remains almost in the same location as when both dipole tilt and B, are zero (cf. Figures 4e (row 1), 4d
(row 2), 4a (row 3), and 4b (row 2)).

On the other hand, when the dipole tilt and B, have opposite signs, their effects are combined and the
reconnection line is pulled more south (north) for positive (negative) dipole tilt and negative (positive) B,
(see Figure 4a, row 1 (Figure 4e, row 3)) when compared to the case without either dipole tilt or B,. To visual-
ize these features, compare Figure 4a (row 1) (Figure 4e, row 3) with Figure 4b (row 1) (Figure 4d, row 3), tilt
# 0° and B, = 0, and Figure 4a (row 2) (Figure 4e, row 2), tilt = 0° and B, # 0.

We also simulated cases with zero B, and nonzero B, with all three dipole tilt angles. The reconnection line
location in these runs for different tilt angles behaves similarly as in the cases with nonzero B,, but the shape
of the line is more similar than in the cases with B, = By = 0. In the case of zero dipole tilt, the reconnection
line shifts northward (southward) from the nose of the magnetopause for positive (negative) B, so that the
line is bent slightly toward the equatorial plane closer to the flanks.

4.3. Energy Conversion

The effect of both dipole tilt angle and IMF B, on the location and strength of the energy conversion is differ-
ent from the effect on the reconnection line location. When B, = B, = 0 (Figure 4c), the positive dipole tilt
(Figure 4¢, row 1) makes the load (red) region, where energy is converted from the magnetic to the kinetic
form, larger below the reconnection line and also shifts the whole region slightly southward. The generator
process on the nightside becomes stronger in the north and weaker in the south. These results are con-
sistent with earlier results by Palmroth et al. [2012]. During purely southward IMF, the positive dipole tilt
angle does not significantly affect the maximum value of the energy conversion of the load region which
remains around ~0.9 -10~* W/m?, but it does increase the maximum energy conversion value of the gen-
erator regions from ~1.1-107* W/m? to ~1.8 -10-4 W/m?. Negative dipole tilt, on the other hand, shifts the
load region slightly northward, and the generator process becomes stronger in the south and weaker in
the north, opposite to the effect of positive dipole tilt. The impact of negative dipole tilt is slightly stronger
in the generator regions (minimum values in Figure 4 (row 3)) than in the case of positive dipole tilt (mini-
mum values in Figure 4 (row 1)). It also makes the load region slightly weaker than in the cases of zero and
positive dipole tilt. The results imply that for purely southward IMF conditions, the impact of the dipole tilt
angle is stronger on the intensity of the generator regions than the intensity of the dayside load. For exam-
ple, the energy conversion maximum absolute value in the generator regions increases 61% (57%) and the
maximum value in the load region decreases 11% (2%), when the dipole tilt angle is changed from zero to
negative (positive).

The impact of IMF B, component with no dipole tilt (Figures 4b (row 2) and 4d (row 2)) on the energy conver-
sion is minor. The load area becomes symmetric with respect to the reconnection line instead of plane z = 0.
The maximum value of the energy conversion in the load region increases on average by a factor of 1.35,
but there is no significant change (less than 3%) in minimum values of the generator regions. Adding the
nonzero B, makes the loads asymmetric with respect to the reconnection line. The whole load area has the
same shape as in the case without B,, but for positive (negative) B, the energy conversion is much stronger
above (below) the reconnection line (Figure 4e, row 2 (Figure 4a, row 2)). The maximum value of the energy
conversion in the load region increases on average 75% due to the B, component. The effect of B, is not as
clear on the generator regions as it is for the dayside load (increase in the maximum absolute value is 9% for
negative B, and 4% for positive B,), although by looking at Figures 4a (row 2) and 4e (row 2) it can be said
that the generator region in the Northern (Southern) Hemisphere becomes slightly larger and stronger than
the one in the south (north) when B, is negative (positive). This is a small effect but still noticeable.

When both B, and dipole tilt angle are nonzero (Figures 4a (row 1), 4e (row 1), 4a (row 3), and 4e row 3)
the maximum (minimum) value of the energy conversion in the load (generator) region is increased com-
pared to the case with zero dipole tilt and zero IMF B, (Figures 4b (row 2), 4c (row 2), and 4d (row 2)). For
instance, in the case of positive B, the maximum value in the load increases 21% (7%) and the minimum
value in the generators decreases 59% (14%) for positive (negative) dipole tilt compared to case with B, = 0,
By = —5nT (Figure 4d, row 2). With nonzero B, (Figures 4a and 4e), the maximum absolute value in the gen-
erator regions is enhanced and in the load region decreased when the dipole tilt is changed from zero to
either positive or negative. For example, when B, is positive, the maximum value in the load decreases 5%
(16%) and the maximum absolute value in the generators increases 55% (11%) for positive (negative) dipole
tilt. The negative dipole tilt seems to have a stronger effect on the generator absolute maximum energy
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Figure 5. (a) The energy conversion (defined as a divergence of the Poynting flux) through the magnetopause surface
for different IMF B, values and dipole tilt angles viewed in the xz plane. Color bar unit is 1074 W/mZ2. On the horizontal
axis is the Xgsg, and on the vertical axis the Zggg. (b) The magnetic field strength at the magnetopause. Color bar unit is
10 nT. On the horizontal axis is the Ygsg, and on the vertical axis the Zgee. Black line marks the average position of the
reconnection line and distances are in R. All runs have a southward IMF B, = 0 and B, = —=5nT.

conversion when the B, is also negative: the absolute maximum generator value increases then by 60%. As
the aforementioned results indicate, the dipole tilt angle affects more the intensity of the generator regions,
whereas the effect of B, on the generators is less significant.

Figure 5a shows the energy conversion through the magnetopause in the xz plane in four cases with zero
IMF B,. It shows that the positive dipole tilt moves the dayside load region south from the equatorial plane.
The generator region magnetopause tailward of the cusp is bulged outward in the summer hemisphere
indicating magnetic flux pileup there. This finding is in line with the results by Palmroth et al. [2010], who
reported flux accumulation in the tail lobes.

The negative dipole tilt moves the load region northward. Figure 5 shows that IMF B, does not have a clear
impact on the magnetopause shape in our simulation, and the results described above show that neither
has the IMF B,. The energy conversion pattern behaves similarly as in the case of B, = B, = 0.

To investigate the origin of the stronger generator intensity as influenced by the dipole tilt angle, we show in
Figure 5b the magnetic field strength at the magnetopause. This clearly shows how the dipole tilt angle puts
stronger magnetic field in the generator region located in the summer hemisphere. The IMF B, does not
have a similar effect. IMF By causes asymmetry between the dawnside and duskside, which does not occur
when B, = 0. For example, negative B, shifts the region of strong magnetic field strength (and thus the
generator region) in the Northern Hemisphere toward the dawn and in the Southern Hemisphere toward
the dusk.

5. Discussion

In this paper, we investigated the effect that the IMF B, and B, components and the dipole tilt angle have
on the location of the reconnection line and the energy conversion at the magnetopause. The main goal
was to study the effect of different combinations of these parameters systematically. We started by simu-
lating the Earth’s magnetopause conditions during a reconnection event observed on 14 July 2007, where
two widely separated (~9 R;) spacecraft, THEMIS A and Double Star TC1, cross the dayside magnetopause
quasi-simultaneously, on each side of the noon-midnight meridian plane, and both of them observe recon-
nection signatures [see e. g., Dunlop et al., 2011]. Both in situ observations and global MHD simulation
results indicate that reconnection takes place as an extended and tilted line along the dayside magne-
topause, supporting the component reconnection hypothesis [Sonnerup, 1970; Gonzalez and Mozer, 1974].
According to Trattner et al. [2007] the continuous reconnection line splits into two antiparallel type lines
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when the ratio of IMF B, and total Bis 0.7 or above. At the time of the spacecraft magnetopause crossing,
however, the IMF |B, | /B ratio is approximately 0.58, and no reconnection line splitting is expected. Our MHD
simulation also suggests that the reconnection line is not split for this event.

By looking at the schematic Figure 3, it seems logical that reconnection occurs at the location where the
IMF first makes contact with the magnetospheric field lines. For purely southward IMF this is clearly the
nose of the magnetopause. In case of nonzero B, the contact point moves either north or south depend-
ing on the sign of the B, component. Positive IMF B, appears in contact with magnetosphere north from
the magnetopause nose and negative B, south from the magnetopause nose. In the simulations, when
the IMF is purely southward, the IMF and Earth’s magnetic field are antiparallel at the nose of the magne-
topause, which is where the reconnection also takes place. However, when the IMF is not due south, the
region where the IMF and the magnetospheric field lines are exactly opposite is no longer at the nose of
the magnetopause. During positive IMF B, this region is north from the nose, and during negative B, it
moves southward. This is in general agreement with the reconnection line location found by the maximum
magnetic shear approach developed by Trattner et al. [2007, 2012].

The dipole tilt angle clearly affects the magnitude and spatial distribution in the energy conversion of the
generator regions as seen earlier by Palmroth et al. [2012]. Positive dipole tilt enhances the energy conver-
sion in the Northern Hemisphere and negative dipole tilt in the Southern Hemisphere. The dipole tilt shifts
the dayside nose region of the magnetopause away from the equatorial plane. Positive tilt shifts the dayside
load region southward, which also brings the cusps and the generator region closer to the equatorial plane.
Shifting of the dayside magnetopause and cusp regions have also been seen in other MHD simulation by
Liu et al. [2012]. The generator region becomes stronger on the summer hemisphere, which is closer to the
equatorial plane. This is likely due to the flux pileup, as the open field lines are more easily advected toward
the summer hemisphere and therefore are also in better contact with the magnetopause. The piling up of
the magnetic flux has also been seen by Palmroth et al. [2010]. The increased magnetic field in the generator
regions leads to an increasing of the divergence of the Poynting flux, =V - S = J x B - V (E is the elec-
tric field, J is the current density, and V is the plasma velocity), through the magnetopause. The increased
flux and the flux pileup in the generator regions leads also to the bulging of the magnetopause in the
summer hemisphere.

The dipole tilt angle shifts the load region toward the winter hemisphere. This explains why the IMF B,
affect the reconnection line location differently during negative and positive dipole tilt angle. For example,
when the dipole tilt is positive and the load region is shifted southward, the location where reconnection
takes place for positive IMF B, is also shifted southward compared to the case without the dipole tilt. When
the dipole tilt angle is negative, the load region is shifted northward and so is the reconnection line during
positive IMF B,. From this we deduce that the dipole tilt angle affects the shape of the dayside magne-
topause, which in turn affects the location of the maximum magnetic shear. In other words, in terms of 3-D
reconnection, the dipole tilt and IMF B, both affect the geometry of the magnetic field and thus move the
null points and the location of the null-null line over which the reconnection takes place.

6. Conclusion

Our study shows that magnetopause shape, reconnection, and energy conversion are tightly coupled
together. The dipole tilt angle mainly affects the magnetopause shape by shifting the load region away
from the equatorial plane toward the winter hemisphere and generator region in the summer hemisphere
closer to the equatorial plane. The dipole tilt also enhances the magnitude of the energy conversion in the
generator regions especially in the summer hemisphere. This is a result from a magnetic flux piling up in
the summer lobe region. IMF B,, instead, affects the location where the reconnection occurs at the dayside
magnetopause. It also has a greater impact on the intensity of the energy conversion in the load region.
When IMF B, is nonzero, the effect of the dipole tilt angle on the reconnection line location is much more
prominent compared to the cases without IMF B, component.
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Abstract we present results from a first study of the local reconnection rate and reconnection site
motion in a 2D-3V global magnetospheric self-consistent hybrid-Vlasov simulation with due southward
interplanetary magnetic field. We observe magnetic reconnection at multiple locations at the dayside
magnetopause and the existence of magnetic islands, which are the 2-D representations of flux transfer
events. The reconnection locations (the X lines) propagate over significant distances along the
magnetopause, and reconnection does not reach a steady state. We calculate the reconnection rate at
the location of the X lines and find a good correlation with an analytical model of local 2-D asymmetric
reconnection. We find that despite the solar wind conditions being constant, the reconnection rate and
location of the X lines are highly variable. These variations are caused by magnetosheath fluctuations, the
effects of neighboring X lines, and the motion of passing magnetic islands.

1. Introduction

Magnetic reconnection takes place when magnetic field with a component that changes direction undergoes
a change in topology [Dungey, 1953]. At the dayside magnetopause of the Earth’s magnetosphere during
southward interplanetary magnetic field (IMF), solar wind magnetic field lines reconnect with the terrestrial
field. The resulting field lines advect tailward with the solar wind flow allowing mixing between magne-
tospheric and magnetosheath plasmas [Dungey, 1961]. Much has been learned about reconnection at the
dayside magnetopause, but there remain a number of open questions. Here we address the following—is
reconnection laminar or bursty for steady solar wind conditions, how does structure in the magnetosheath
impact dayside reconnection, what controls the reconnection rate at the dayside, and what controls the
motion of flux transfer events when reconnection is bursty. A lot of work has been done on these ques-
tions using global magnetospheric simulations with magnetohydrodynamic (MHD) models, but as we argue
below, these questions require a kinetic approach. We address these questions using global magnetospheric
simulations with a hybrid code using the Vlasov description for ions and a fluid model for electrons.

Difficulty in predicting the local reconnection rate at the dayside magnetopause is due to the fact that the
reconnecting plasmas on the two sides of the reconnecting current sheet are dissimilar: the process is asym-
metric; density is usually higher and magnetic field lower in the magnetosheath than in the magnetosphere.
The reconnection rate, a local measure of the efficiency of the reconnection process, can be determined by
the amount of magnetic flux reconnected. The reconnection rate in two-dimensional (2-D) asymmetric recon-
nection has been found to depend on the plasma parameters in both inflow regions [Cassak and Shay, 20071,
but this study employed a rectangular geometry, so it is not clear whether the theory applies to the magneto-
sphere. Using a global magnetohydrodynamic (MHD) simulation, both Borovsky et al. [2008] and Ouellette et al.
[2014] have found that the dayside reconnection rate agrees with the analytical equations derived by Cassak
and Shay [2007] during southward IMF, indicating that the reconnection rate at the magnetopause is driven
by local plasma conditions. Komar and Cassak [2016] tested the theory against the local reconnection rate in
global resistive MHD simulations using oblique IMF directions. They found very good agreement in the scaling
sense, with excellent absolute results for southward IMF and an increasing multiplicative offset for decreasing
clock angle. However, these tests employed an MHD model. Even in the slab geometry, MHD has limitations
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for studying asymmetric reconnection, because the plasma mixing in the exhaust is not described realistically
[Cassak and Shay, 2009; Birn et al., 2010; Ouellette et al., 2014]. This suggests that a kinetic simulation is better
to test the reconnection model.

Reconnection at the magnetopause can lead to the development of flux transfer events (FTEs) that are usually
observed as bipolar variations in the magnetic field component normal to the local magnetopause [Russell
and Elphic, 1978]. The structures are typically observed during southward IMF orientations [e.g., Kawano and
Russell, 1997; Wang et al., 2005, 2006; Fear et al., 2009, 2010; Eastwood et al., 2012]. In some observational
studies, FTEs have also been found to occur as nearly periodic phenomena with average spacing of 8 min
[Rijnbeek et al., 1984]. Different theories about the formation mechanisms of FTEs include temporally varying
single X line reconnection [Scholer, 1988; Southwood et al., 1988] and multiple X line reconnection [Lee and
Fu, 1985].

Whether the dayside magnetopause reconnection is manifested in single or multiple X line configurations,
i.e., whether it is steady or patchy under different solar wind conditions, is not yet well known. Our understand-
ing is limited by the localized nature of individual spacecraft measurements and because most numerical
studies used MHD models, which does not describe reconnection physics well in the nearly collisionless mag-
netosphere. Multiple X line reconnection and/or formation of FTEs has been simulated using global MHD
models [e.g., Fedder et al., 2002; Raeder, 2006; Dorelli and Bhattacharjee, 2009]. Shi et al. [1988] found using a
2-D MHD simulation that if the magnetic Reynolds number is high, multiple X lines exist simultaneously, while
with a low magnetic Reynolds number, reconnection occurs on a single X line. Raeder [2006] reported multi-
ple X lines and formation of FTEs in an MHD simulation during southward IMF with large dipole tilt angle, but
without the dipole tilt, the reconnection took place only at one steady X line. However, using a resistive MHD
simulation, Dorelli and Bhattacharjee [2009] showed that FTEs can also form without a dipole tilt. Yet MHD sim-
ulations do not include ion scale physics and therefore are not able to describe, for example, the microphysics
of reconnection and foreshock and magnetosheath waves unlike hybrid-PIC and hybrid-Vlasov simulations
[e.g., Blanco-Cano et al., 2006, 2009; Karimabadi et al., 2014; Kempf et al., 2015]. Previous studies employing
2-D hybrid-PIC simulations have shown the formation of multiple X lines and FTE with southward IMF and no
dipole tilt [Karimabadi et al., 2006; Omidi and Sibeck, 2007; Sibeck and Omidi, 2012]. Similar results have also
been found with 3-D global hybrid-PIC simulations [Karimabadi et al., 2006; Tan et al., 2011]. Variations of the
local reconnection rate at the multiple X lines and the plasma parameters that affect the reconnection rate
have not been investigated before using a global hybrid simulation.

The motion of X lines has been studied both theoretically and using spacecraft measurements. In a theoretical
consideration, Cowley and Owen [1989] suggested that the magnetosheath flows affect the motion of newly
reconnected flux tubes, which may also be manifested in the motion of the X line itself. Doss et al. [2015] found
that X lines advect during asymmetric reconnection if there is a velocity shear between the upstream and
downstream region. However, the motion of X lines and the parameters that affect it have not been studied in
global ion kinetic models. In a global 2-D setup using hybrid-PIC simulations, Sibeck and Omidi [2012] studied
the formation and propagation of FTEs. In the simulation, FTEs formed between two X lines remaining almost
steadily at the subsolar point before they started moving poleward. Some of the structures started moving
initially toward the equator before coalescing with other FTEs and escaping poleward.

In this paper we present the first results on the variations of the local reconnection rate and X line
motion on the magnetopause as manifested in a global 2D-3V kinetic simulation describing the solar
wind-magnetosphere interaction self-consistently. We locate the X lines at the dayside magnetopause and
calculate reconnection rates at these points. We find a general agreement with the analytical model derived
by Cassak and Shay [2007]. We also demonstrate that reconnection takes place continuously at the dayside
magnetopause but the location of the dominant X line can move significantly over time even though the solar
wind is kept constant and the IMF direction is maintained as due south.

2. Vlasiator Simulation

We use the hybrid-Vlasov code Vlasiator (http://vlasiator.fmi.fi), which is a global simulation code modeling
the Earth’s magnetosphere using a kinetic physical description [von Alfthan et al., 2014]. lons are treated as 3-D
velocity distribution functions propagated by the Vlasov equation, while electrons are a charge-neutralizing
fluid. For a more detailed technical description of Vlasiator, see von Alfthan et al. [2014] and Kempfet al. [2015].
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However, note that those papers did not include the Hall term in the generalized Ohm'’s law, which was added
in the version described in Palmroth et al. [2015]; we use the version with the Hall term in this study.

The simulation discussed in this paper is carried out in the Geocentric Solar Ecliptic (GSE) polar xz plane in
a 2-D setup in ordinary space, while the velocity space in each cell is 3-D. A 2-D line dipole corresponding
to the Earth’s dipole strength is applied as in Daldorff et al. [2014]. While the simulation box extends from
x=—94R; to +48 R; and in the z direction to +56 R, we concentrate in this paper only on dayside phenomena.
The solar wind with constant magnetic field and Maxwellian velocity distributions flows in from the sunward
wall while a copy condition is applied at the other three boundaries; i.e,, at the boundary cells the velocity
distribution function and magnetic field are copied from the nearest spatial cell that is inside the simulation
domain. The resolution is uniform in the entire simulation domain: 300 km in ordinary space and 30 km/s in
velocity space. The IMF is purely southward with a magnitude of 5 nT. The number density in the solar wind is
n = 1cm~3 and the velocity is —750 km/s along the x axis. The proton temperature in the solar wind plasma
is 0.5 MK. Initially, the whole simulation domain includes constant density and bulk velocity set to the same
values as in solar wind and the dipole magnetic field. The magnetosphere, magnetosheath, and the bow shock
form self-consistently as the inflowing solar wind interacts with the dipole field. We consider that the dayside
magnetosheath and magnetopause are initialized when the inflowing solar wind with southward IMF has
crossed the magnetosheath and has reached the subsolar point of the dayside magnetopause. This happens
approximately at 800 s simulated time.

3. Results

3.1. Magnetosheath

The results show a number of dynamic kinetic features. Figure 1a shows the ratio of plasma pressure to the
magnetic pressure (plasma f) on the dayside magnetosheath and magnetopause (at t = 1800 s simulated
time) showing large # variations. Waves in the magnetosheath in our simulation have an anticorrelation
between magnetic field and density fluctuations as shown in Figure 1c, suggesting that these waves could
be mirror mode waves. We test the magnetosheath waves against the mirror mode criteria as has been done
previously in the equatorial plane simulation by Hoilijoki et al. [2016]. In this study we used the same criteria as
those used by Genot [2009]. First, mirror mode waves are known to have large amplitude [e.g., Tatrallyay, 2005;
Genot, 2009] and, therefore, we require the standard deviation of the fluctuations of the magnetic field mag-
nitude to be larger than 10%. The linear polarization of waves is checked by calculating the angle between
the background magnetic field and the maximum variance direction, which is required to be smaller than
20° [Genot, 2009; Genot, 2011]. The waves in the magnetosheath, from the central sheath to the vicinity of
the magnetopause near the equatorial region fulfill these criteria. The mirror mode waves advect toward the
dayside magnetopause where reconnection takes place at many X lines simultaneously.

3.2. Motion of X Lines

Multiple magnetic islands, 2-D representations of FTEs, are forming and evolving at the magnetopause
throughout the simulation after the dayside magnetosphere has been initialized. Figure 1b shows the
z component of the plasma velocity v, at time 1800 s with magnetic field lines shown in black. At that time,
the strongest X line, where the plasma flow along the magnetopause diverts between north and south, is
located close to z = —0.8 R. Just north of this X line, a large FTE is forming. In addition, multiple other X lines
are present simultaneously, but the reconnection at these X lines is not strong enough to divert the plasma
flow northward and southward.

We determine the locations of magnetic reconnection points and centers of magnetic islands (X and O points)
by finding the local saddle points and maxima, respectively, of the magnetic flux function ¥ that is calculated
from B = y x V¥ by integrating B over the whole simulation domain [e.g., Yeates and Hornig, 2011]; magnetic
field lines are lines of constant ¥. The raw flux function is smoothed by convolution with a 5 x 5 box kernel
to decrease the number of points yielded by this sensitive method. Figure 2 indicates the z coordinate of the
magnetopause X points (black) and O points (yellow) as a function of time. The background is color coded
with the z component of the bulk velocity V, measured at the magnetopause and plotted as a function of z
and time. This plot depicts the location of the strongest X line. This point moves between z = +3 R, and occa-
sionally there are two stronger X lines that are able to divert the flow. Figure 2 visualizes how both the X lines
and magnetic islands move along the magnetopause. To illustrate the motion of the X lines and magnetic
islands, we present a movie of V, in the dayside magnetosheath (see Movie S1 in the supporting information).
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Figure 1. (a) Plasma g and (b) V, in km/s at time t = 1800 s. The black lines show the magnetic field lines. The white line
depicts the cut through the magnetopause discussed in Figure 7. Distances are given in R. (c) Magnetic field strength
(black solid) and density (red dashed) fluctuations from the virtual spacecraft location indicated with the black dot in
Figure 1a.

Instead of traveling from the subsolar point toward the poles in the same direction with the magnetosheath
plasma flow, some of the X lines and FTEs propagate also toward the subsolar point, change direction, and
decelerate or accelerate similar to what was previously reported by Sibeck and Omidi [2012]. The motion of the
X lines seems to be dependent not only on magnetosheath flow but also on the propagation and the outflow
velocities of nearby X lines. The dayside reconnection does not attain a steady state during the simulation
even though solar wind parameters are kept constant.

3.3. Reconnection Rate at the X Lines

Figure 3 shows the location of the X lines and O points as in Figure 2, but now the X line markers are color
coded with the local reconnection rate, i.e., the out-of-plane electric field Ey at the X line. The reconnection
rate is positive when the reconnection takes place between magnetospheric and solar wind magnetic field
lines. However, sometimes in Figure 3 the reconnection rate switches from positive to negative. The negative
values indicate reconnection between magnetic field lines of newly formed magnetic islands. Coalescing of
two magnetic islands is illustrated in Figure 4, which shows a region from the dayside magnetopause at four
different time steps. Figure 4a, att = 1650 s, shows the formation of a new magneticisland (labeled as FTE 1in
Figures 3 and 4) near z = —1 R; between two X lines (labeled as X1 and X2). At this time the reconnection rate
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Figure 2. Location of X points (black) and O points (yellow) at the magnetopause and the color coding shows the z
component of the ion bulk velocity V, (km/s) at the magnetopause over time.

atthese two Xlines is positive. In Figures 4b and 4c two magnetic islands, the one forming in Figure 4a located
now at the subsolar point (FTE 1) and another one coming from the south (FTE 2), coalesce. The reconnection
rate at the X line between these two islands (X2) turns negative for about 15 s, and finally, the X line disappears
as seen also in Figure 3. In Figure 4d at time t = 1800 s the large FTE formed by multiple coalesced magnetic
islands accelerates toward the northern cusp.

3.4. Comparison With Analytical Prediction

We calculate the reconnection rate analytically using the Cassak and Shay [2007] formula for all X lines
between z = +4R;. The reconnection rate E,.4 is given as a function of the upstream magnetic field
magnitude B, upstream mass density p, and inflow velocity v:

M

E .~V BB, \ 25 _ BiBy(p1vi + pava)
pred = A \B, +8,) L 1By + pyB,

where §/L is the aspect ratio of the dissipation region, § is the half width, and L the half length of the recon-
nection dissipation region. Subscript 1 stands for the values on the magnetospheric side of the X line and
subscript 2 stands for the magnetosheath values. For the reconnecting magnetic field values, B, and B,, we
use the tangential components corresponding to the L components in a boundary normal coordinate sys-
tem (B, and B,,) of the magnetic field in the inflow plasma regions. Variations in the out-of-plane component
of the magnetic field (B,) close to the magnetopause is less than 1% of the magnetic field on the simulation
plane. For inflowing velocities, v, and v,, we use the components normal to the local magnetopause (v, and
Vyo)- In writing the equality, we have eliminated 6/L using the expression from Cassak and Shay [2007] for
mass conservation:

PV1+pyYy

§/L s
2p0utYan

@)

where we use the following relations for the outflow density p,. ~ (p;B, + p,B,)/(B; + B,) and the hybrid
Alfvén velocity Vay ~ /B, By(By + By)/ o(p1 B, + p,B7).

To test whether equation (2) holds in the Vlasiator simulation, we consider the time period when
one X line remains roughly at the same location for about 50 s from t =1775 s to 1825 s at z ~ —0.9R;
(black square box in Figure 2). Because the outflow is not symmetric, we generalize equation (2) by using
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Figure 3. Location of X points (color coding) and O points (black) along the magnetopause z component. The color

coding on the X point locations shows the measured local reconnection rate E,,. Labeled X lines and FTEs refer to
section 3.2 and the rectangular box refers to sections 3.4 and 3.5.
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PoutsVours T PoutnVourn instead of 2p,, Vi [Murphy, 2010]. Subscripts S and N stand for southward and
northward outflow, respectively. Equation (2) becomes

Vit vy

Sfl~— P11 TR
Pout.sVout,s T PoutNVout N

(3)
As inflow parameters we use the same values that are used to calculate the reconnection rate prediction. The
aspect ratio is obtained by calculating the square root of the ratio of the eigenvalues of the Hessian matrix at
the X line as was done previously by Servidio [2009] and Servidio, [2010]: 6 /L ~ \/Arin/ Amax- The mean of the
aspect ratio calculated over the considered time period yields 0.225. We estimate 26 as one half the width of
the J, peak across the magnetopause and use the aspect ratio to calculate L. The outflow density and velocity
are taken from a distance L from the X line location. The mean of the ratio of the inflowing and outflowing pv
is 0.234. The good match between these two values shows that equation (3) holds and can be used.

Figure 4. Cut from the dayside magnetopause at four different times (a) t = 1650 s, (b) t = 17155, () t = 1730 's, and
(d) t = 1800 s. Color coding shows the magnitude of ion bulk velocity v (km/s), and the white lines depict the magnetic
field lines.
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Figure 5. A scatterplot of the analytical prediction of the reconnection rate (x axis) and the measured reconnection rate
(y axis). The yellow dashed line shows where these two would be equal, and the red solid line shows the orthogonal
least squares fit E, = Ejeq — 0.2 mV/m.

All upstream parameters are taken from a distance of 1200 km ~0.19 R, from the magnetopause, which corre-
sponds approximately to nine ion inertial lengths of the magnetosheath, from the magnetopause along the
magnetopause normal. This distance was chosen by (1) estimating where the current density J, B, and p level
off after crossing the magnetopause, as well as, (2) testing which distance gives the best correlation and fit
between the measured and predicted reconnection rate. Increasing or decreasing the distance worsen both
the correlation coefficient and the least square orthogonal fit. The magnetopause location is determined by
finding the B, reversal, and the normals are calculated by forming a B spline fit of the magnetopause points
and finding its normal directions.

In Figure 5 blue dots show the scatterplot between E, .4 from equation (1) and the measured reconnec-
tion rate E,. The yellow dashed line indicates where the two quantities are equal, and the red solid line is an
orthogonal least squares fit that yields £, = E s —0.2 mV/m. The Pearson correlation coefficient between the
measured and analytical prediction is 0.85. The results suggest that there is an overall good agreement with
the predicted reconnection rate. However, there is some scatter in the data, so it is useful to investigate reasons
why the match is not ideal.

One effect that could alter the reconnection rate is the presence of the magnetosheath flow, which was not
included in the original model. It has been suggested that this flow can slow and even stop reconnection
[e.g., Mitchell Jr. and Kan, 1978; La BelleHamer et al., 1994; Chen et al., 1997; Li and Ma, 2010; Cassak and Otto,
2011]. Doss et al. [2015] derived an analytical formula for the reconnection rate similarly as Cassak and Shay
[2007] but for the case when there is an in-plane velocity shear between the inflowing regions. The correc-
tion term to the reconnection rate due to the shear is 1 — (Vyeor/Van)*(4p1B120,8,1) /(p1B,5 + p,B,1)?, where
Vinear = (Vi1 —V;2)/2 and the v, components are in the outflow direction tangential to the magnetopause. For
the present simulation, the effect of the correction term in the reconnection rate results is insignificant, yield-
ing the same least squares fit and correlation coefficient when it is compared to the measured reconnection
rate. This is very reasonable since we are only looking at X lines within 4 R; of the subsolar point, so the
flow shear is expected to be small. In addition, Doss et al. [2015] derived a formula for the drift speed of an
isolated X line when there is a velocity shear: vy ~ (p1B,5v1 + p1B5V,1)/(p1 B, + p2B,1). In our simulation,
the predicted vy, for the X lines near the subsolar region often points in the opposite direction than the
X lines are moving. This indicates that the other effects, such as outflow jets from nearby X lines, are more
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Figure 6. (a) Reconnection rate at the steady X line location (black line), corresponding rate given by equation (1)

(red dashed line) and B, v, (blue dotted line), where the subscript 2 stands for magnetosheath inflow values. (b) Inflow
density p, (black solid line), ion velocity v, (red dotted line), and tangential magnetic field component B, (blue dashed
line) scaled by their time averages from the point where the magnetosheath values are read for equation (1).

important in defining the absolute X line motion near the subsolar region, consistent with the discussion in
Doss et al. [2015].

Another reason for the differences between the measured and analytical reconnection rate is the possible
inaccuracy of measuring the inflowing parameters as well as locating the X lines where the E, is measured. The
variance between the £, values at the X line and its neighboring cells could be of the same order of magnitude
than the difference between the measured and predicted rate. The fraction of points having a large difference
between the measured and analytical reconnection rates increases slightly with latitude. At higher latitudes
the X lines move faster, as does the magnetosheath plasma. The motion might cause inaccuracy in measuring
theinflow values. Similarly, the choice of the distance, where the inflow values are taken, affects the correlation
as mentioned above.

We do not assume that the aspect ratio 6 /L is constant as has been done previously [e.g., Borovsky et al., 2008],
but we eliminated /L from equation (1) using the relation given by equation (2). Interestingly, when we test
equation (1) with an assumed value of §/L = 0.1, we find that the Pearson correlation coefficient becomes
significantly worse and is only 0.3. This implies that § /L is not constant for our simulations. We suspect that
the cause of the aspect ratio not being fixed at 0.1 is because we are not resolving the ion inertial scale with
our computational grid, so the reconnection is likely more Sweet-Parker-like governed by grid scale diffusion,
consistent with a varying aspect ratio.

3.5. Effect of Magnetosheath Parameters

To check whether magnetosheath waves have an effect on the reconnection rate, we consider again the X line
that remains roughly at the same location for about 50 s from t = 1775 s to 1825 s at z ~ —0.9 R, (black box
in Figure 2). We plot the measured reconnection rate at the steady X line in Figure 6a (black), and in the same
panel we plot the corresponding theoretical rate given by equation (1) (red dashed line). During this time
period the Pearson correlation coefficient between these two is 0.73. The reconnection rate variations are
dominated by the magnetosheath plasma parameters. Setting B, p,, and v, (subscript 1 stands for magneto-
spheric values) to a constant value (mean over the considered time period), the reconnection rate prediction
is almost identical than with varying magnetospheric inflow parameters. We also plot B;,v, (subscript
2 =magnetosheath) in the same panel as the measured and predicted reconnection rate (Figure 6). The behav-
ior of B,, v, is almost the same as the reconnection rate calculated using all inflow values in equation (1). This
is very reasonable, since E ~ —v X B upstream of the reconnection site.

Next, we take a closer look at the terms in the numerator and denominator of equation (1). In the numerator,
the term p,v, is larger than the magnetospheric p, v, due to the much higher density in the magnetosheath.
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Figure 7. Stacked time series of (a) magnetic field magnitude, (b) number density, and (c) x component of the bulk
velocity along the white line marked in Figure 1a. Time is on the vertical axis and x coordinate on the horizontal axis.
The black line in each panel shows the location of the X line.

In the denominator the term with the magnetosheath density p,B,; is at least 10 times larger than p, B, during
the considered time period. Since p,B,; is in the denominator we calculate the Pearson correlation coeffi-
cient between the measured rate £, and (p,B,;)™" and the result is 0.09. The correlation coefficient between
p2v, and the E, is 0.25 showing no correlation. In Figure 6b we show the density p,, inflow velocity v,, and
the inflowing magnetic field B, normalized with the average value over the considered time period. The
correlation between the measured reconnection rate and the magnetosheath inflow velocity is 0.69, that is,
consistent with B,,v, having very similar behavior as £,.4 as expected from Ohms law, since the X line being
studied is in a quasi-steady state. Correlation coefficient between £, and B, is 0.58 showing weak correlation.
The measured rate correlates well with v,, but even better with B,, v, with correlation coefficient 0.8 showing
that B,, affects the reconnection rate.

Figure 7 shows stacked time series of B, n, and the x component of the bulk velocity v,, which can be used
as an approximation of the inflow velocity, along the cut through the magnetopause at the X line location
that is marked with a white line in Figure 1. Fluctuations in the magnetosheath p and B near the X line are
caused by the mirror mode waves. Anticorrelation between these two parameters can still be observed near
the magnetopause. Because B, had an effect on the reconnection rate and mirror modes cause the fluctua-
tions in B, mirror mode waves have an effect on the measured reconnection rate. These waves propagate to
the magnetopause affecting the inflow parameters. Fluctuations in the v, seem to be independent of the
mirror mode waves and are probably caused by other wave activity. Further, waves in the magnetosheath are
the FTE-driven bow and stern waves that propagate in the magnetosheath from the magnetopause toward
the bow shock that are discussed in the recent paper by Pfau-Kempf [2016]. There is also another wave activity
in the magnetosheath, the study of which is outside of the scope of this work.

4, Discussion

In this paper we present the first study of the reconnection rate from a 2D-3V hybrid-Vlasov simulation of
Earth’s magnetosphere capable of describing ion kinetic physics globally and self-consistently. In a Vlasiator
polar plane run under steady southward IMF, we observe that the reconnection is not steady; there is copious
production of FTEs. Therefore, the locations of reconnection X lines vary significantly over time. Multiple X lines
simultaneously exist along the magnetopause throughout the simulation, while at any given time there are
only one or a few dominant X lines that are able to divert plasma flow on the magnetopause. In most cases
they move away from the subsolar point toward the poles, but we also observe X lines that return back to the
subsolar point after moving away from it, as has been reported before by Sibeck and Omidi [2012].

Observations have indicated that reconnection can occur continuously in time for several hours [Frey et al.,
2003; Phan et al., 2004]. Our simulations show that although reconnection can occur continuously, it occurs
in a dynamic nature even with steady solar wind conditions. In the subsolar region (z between +3 R;) the
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dominant X line moves significantly. Although the signatures are monitored along the magnetopause, many
Re from the X line or in the ionosphere [Frey et al., 2003] may present a picture of continuous reconnection,
the X line itself may be quite dynamic, even for steady IMF.

We have studied the motion of X lines at the dayside magnetopause. Previously, global magnetopause recon-
nection had been simulated mostly with MHD simulations. In ideal-MHD simulations with a coarse enough
grid, the X line is located close to the subsolar point and reconnection attains a quasi-steady state during
steady southward solar wind conditions [e.g., Raeder, 2006; Hoilijoki et al., 2014]. We note that the X lines move
more in the Vlasiator simulation under purely southward IMF than when Hoilijoki et al. [2014] added Parker
spiral or tilted the Earth dipole in a global MHD simulation, or tilting the Earth dipole field at 20° shifted the
average location of the reconnection line as much as the X lines move in the Vlasiator simulation under purely
southward IMF. Using resistive-MHD simulations, Dorelli and Bhattacharjee [2009] showed that multiple X lines
and FTEs can form in MHD simulations with a fine enough grid during steady southward IMF as well. However,
MHD simulations cannot describe magnetosheath waves such as mirror mode waves. We have shown here
that they can have an effect on the local reconnection rate. Therefore, adding kinetic physics in global mag-
netospheric modeling is important to fully describe the global effects on the local reconnection rate. Previous
studies using global hybrid simulations show also that during steady southward IMF, multiple X lines exist and
FTEs form [Omidi and Sibeck, 2007; Sibeck and Omidi, 2012; Karimabadi et al., 2006; Tan et al., 2011].

Isolated X lines drift if there is a velocity shear between the upstream regions [Doss et al., 2015]. We find that the
shear between the magnetospheric and magnetosheath velocities within 4 R, of the subsolar point is small
making this effect negligible. Instead, the effect of neighboring X lines dominates the X line motion. However,
at higher latitudes the shear increases, along with the velocities of the X lines as they propagate toward the
cusps. In general, multiple reconnection and the effect of neighboring X lines dominate near the subsolar
region, while nearer the cusps the magnetosheath velocities start to play a role, as suggested by Cowley and
Owen [1989] and Doss et al. [2015].

We have also studied the local reconnection rate at dayside reconnection sites. The Cassak and Shay [2007]
formula, which has received attention as possibly describing dayside reconnection, was derived for a single
nonpropagating X line assuming steady state antiparallel reconnection in a 2-D planar geometry. In our simu-
lation there are multiple X lines reconnecting simultaneously, and reconnection at X-lines sometimes turns off
as magnetic islands coalesce. In spite of this, our simulation results reveal a good correlation with the recon-
nection rate calculated using the analytical formula for the well-developed reconnection sites, suggesting that
the local model for a single X line is still a good approximation for reconnection at the dayside magnetopause
even if multiple X lines exist simultaneously. The good correlation between the measured and analytical
prediction of the reconnection rate implies that the local reconnection depends on the local plasma condi-
tions and not so much on the solar wind parameters as suggested also by Borovsky et al. [2008] using MHD
simulations. We find that during the chosen time period the fluctuations in magnetosheath parameters are
more dominant in defining the variations in the local reconnection rate being consistent with spacecraft
observations by Wang [2015]. It is important to note, however, that here we find that the agreement with the
Cassak and Shay [2007] analytical formula holds only if we do not assume a constant aspect ratio and use
equation (2) instead (likely because of the grid resolution).

The local plasma conditions are modified by the processes upstream of the X line and by the neighboring
reconnection sites at the magnetopause. Here, we find that mirror mode waves modify the local plasma
parameters near the X-line, which in turn have an effect on the reconnection rates as suggested by Laitinen
et al. [2010]. We note that the formation and propagation of magnetic islands disturb the local plasma con-
ditions at the vicinity of the magnetopause, which influences the inflow parameters and, therefore, also
reconnection rates. Propagating magnetic islands push plasma causing the X lines ahead of the islands to
move; it can sometimes eventually cause them to stop reconnecting. Some X lines remain topologically as
saddle points of the flux function, while the reconnection between the magnetic field lines of the Earth and
magnetosheath stops and the newly reconnected field lines of the magnetic islands start to reconnect with
each other. However, as the X lines are in constant motion, investigating the effect of individual factors on the
reconnection rate separately is complicated.
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5. Conclusions

In this paper we present the first study of the reconnection rate from a global magnetospheric 2D-3V
hybrid-Vlasov simulation in the polar plane with due southward interplanetary magnetic field. We observe
that even with steady southward IMF the reconnection is not steady; there are multiple X lines reconnecting
simultaneously and there is copious production of FTEs. Our simulation results reveal a good correlation with
the reconnection rate calculated using the Cassak and Shay [2007] analytical formula. The local reconnection
rate depends on the local plasma conditions, which are modified by the processes upstream of the X line
such as magnetosheath waves, the motion of passing magnetic islands, and the activity of the neighboring
reconnection sites at the magnetopause.
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Abstract. We present a scenario resulting in time-dependent
behaviour of the bow shock and transient, local ion re-
flection under unchanging solar wind conditions. Dayside
magnetopause reconnection produces flux transfer events
driving fast-mode wave fronts in the magnetosheath. These
fronts push out the bow shock surface due to their in-
creased downstream pressure. The resulting bow shock de-
formations lead to a configuration favourable to localized
ion reflection and thus the formation of transient, travelling
foreshock-like field-aligned ion beams. This is identified in
two-dimensional global magnetospheric hybrid-Vlasov sim-
ulations of the Earth’s magnetosphere performed using the
Vlasiator model (http://vlasiator.fmi.fi). We also present ob-
servational data showing the occurrence of dayside recon-
nection and flux transfer events at the same time as Geo-
tail observations of transient foreshock-like field-aligned ion
beams. The spacecraft is located well upstream of the fore-
shock edge and the bow shock, during a steady southward
interplanetary magnetic field and in the absence of any so-
lar wind or interplanetary magnetic field perturbations. This
indicates the formation of such localized ion foreshocks.

Keywords. Interplanetary physics (planetary bow shocks)
— magnetospheric physics (magnetosheath; solar wind—
magnetosphere interactions)

1 Introduction

The super-Alfvénic solar wind impinging upon the geomag-
netic field is slowed down and diverted around the Earth by
the bow shock which forms upstream of our planet. Most of
the plasma is abruptly compressed and heated by the shock
while being transported downstream into the magnetosheath.
There, it flows along the magnetopause surface, which delim-
its the magnetosphere, that is, the magnetic cavity in which
the Earth is situated.

Fluid theories such as ideal magnetohydrodynamics imply
that no wave or matter can travel upstream from a shock.
However, it is well-known observationally and explained
by kinetic plasma theory that, given a high enough Mach
number and a small enough angle 6p_, between the up-
stream magnetic field (B) and the shock normal direction
(n) Op—n §40—60°, e.g. Greenstadt et al., 1980; Schwartz
et al., 1983), a fraction of the incoming ions is reflected by
the shock surface and streams back along the magnetic field
direction. The region where such a backstreaming ion pop-
ulation exists is called the ion foreshock. It is the stage for
a variety of plasma beam instabilities generating waves and
has been studied observationally as well as in simulations
for several decades (e.g. Bavassano-Cattaneo et al., 1983;
Sanderson et al., 1983; Thomsen et al., 1983; Fuselier et al.,
1987; Le and Russell, 1992; Eastwood et al., 2005b; Burgess
et al., 2012; Wilson et al., 2013). The value of 6p_, allow-
ing the reflection of particles is dependent on several factors,
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among which most notably is the assumed reflection mecha-
nism, as the results of Greenstadt et al. (1980), for example,
show.

The bow shock under steady solar wind conditions is gen-
erally assumed to be a simple surface such as a paraboloid
with a dawn—dusk asymmetry primarily due to the Earth’s
orbital motion. This follows from fluid dynamical consid-
erations, numerical simulations as well as statistical stud-
ies of spacecraft observations. The inherently local nature of
spacecraft measurements compared to the spatial scale of the
bow shock, even in the case of spacecraft constellations such
as Cluster (Escoubet et al., 1997), Time History of Events
and Macroscale Interactions during Substorms (THEMIS;
Angelopoulos, 2008) or the Magnetospheric Multi-Scale
(MMS; Burch et al., 2016a) missions, does not allow us
to determine the global shape of the bow shock surface at
a given instant in time. Statistical studies are the method
of choice (e.g. Merka et al., 2005; Meziane et al., 2014).
Thus it is also usually assumed that under steady conditions,
the ion foreshock is located in the solar wind volume mag-
netically connected to the bow shock surface region where
0p—n < 50°. Depending on the orientation of the interplan-
etary magnetic field (IMF), this can be one or two compact
regions in space.

Another tenet of ideal magnetohydrodynamics is the con-
servation of magnetic field line topology, which is a good as-
sumption on large scales or in collisional plasma but breaks
down on smaller scales when strong magnetic field gradi-
ents are present. Through the kinetic process of magnetic re-
connection, antiparallel magnetic field lines rearrange their
topology while strongly accelerating inflowing plasma out
of the reconnection region (see, e.g., reviews by Zweibel
and Yamada, 2009, and Treumann and Baumjohann, 2013,
and references therein). A prime example of magnetic re-
connection in near-Earth space occurs at the magnetopause
in the subsolar region, when inflowing southward IMF re-
connects with the northward-oriented geomagnetic field lines
(e.g. Phan et al., 2000; Paschmann, 2008; Dunlop et al.,
2011). This phenomenon drives global magnetospheric dy-
namics as first proposed by Dungey (1961), and therefore it
is key to space weather studies (e.g. Cassak, 2016; Burch
et al., 2016b).

The topological reconfiguration of magnetic field lines at
the magnetopause can lead to the formation of well-delimited
structures called flux transfer events (FTEs). The classic pic-
ture of an FTE is that of a magnetic flux tube connected
both to the magnetosheath and the magnetosphere, but its
topology can be more complex. FTEs were first observed by
Russell and Elphic (1978, 1979) and Haerendel et al. (1978)
(who termed the process magnetic flux erosion) and subse-
quently much studied in space and ground observations as
well as simulations (e.g. Kawano and Russell, 1997; Wild
et al., 2001, 2003; McWilliams et al., 2004; Fear et al., 2009;
Eastwood et al., 2016; Hasegawa et al., 2016; Milan et al.,
2016). FTEs travel downstream along the magnetopause with
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the magnetosheath plasma and are recognized by their signa-
ture in magnetic field measurements, such as the bipolar de-
flection of the component normal to their axis in the case of
a flux rope or magnetic island (e.g. Omidi and Sibeck, 2007;
Dorelli and Bhattacharjee, 2009; Sibeck and Omidi, 2012;
Eastwood et al., 2012). Their signatures also include pole-
ward moving auroral forms (PMAFs) and their equivalent
in radar observations named poleward moving radar auroral
forms (PMRAFs), which result from poleward ionospheric
flows. Oscillations can also be observed by ground magne-
tometers (e.g. Bieroset et al., 1996; Milan et al., 2000; Pang
et al., 2009). Although their role is crucial in the solar wind—
magnetosphere interaction, allowing plasma exchange along
the reconnected magnetic field lines, FTEs have not so far
been thought to be the direct cause of significant upstream
effects.

In this work, we propose a scenario by which dayside mag-
netopause reconnection generates FTEs, which in turn cause
steepening fast magnetosonic bow and stern waves to prop-
agate throughout the magnetosheath. The increased pressure
behind the steepened wave fronts causes the bow shock to
bulge outward in an area travelling along the bow shock sur-
face. The geometry at the edge of such a bulge can lead 6p_,
to become smaller than ~ 50° in a well-delimited region, de-
tached from the “regular” foreshock, upstream of which a
beam of reflected ions generates a local, transient and travel-
ling foreshock. This chain of processes has first been identi-
fied in a two-dimensional polar-plane hybrid-Vlasov simula-
tion of steady southward IMF interacting with an Earth-like
dipolar magnetic field. The simulation was performed using
the Vlasiator model (http://vlasiator.fmi.fi). We also present
observational data supporting the scenario. Geotail space-
craft observations show the existence of short foreshock-like
ion beams during steady southward IMF, in a region well-
detached from both the bow shock and the regular ion fore-
shock region and in the absence of any IMF fluctuations, thus
excluding a momentary transit of the spacecraft through the
regular foreshock due to a change in IMF orientation. Simul-
taneously, the signatures of FTEs moving poleward are found
in ground magnetometer and SuperDARN (Super Dual Au-
roral Radar Network) radar data.

Section 2 describes the simulation and the observa-
tional methods. The scenario of magnetopause—bow-shock—
foreshock interaction is detailed in Sect. 3, while the ground
and spacecraft observations are presented in Sect. 4. The re-
sults are then discussed in Sect. 5 before the conclusions are
given in Sect. 6.

2  Methods
2.1 Hybrid-Vlasov simulation

The hybrid-Vlasov model Vlasiator has been developed with
the aim of producing global magnetospheric simulations
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of the Earth’s magnetosphere including kinetic physics be-
yond magnetohydrodynamics while avoiding the limitations
due to the statistical sampling inherent to particle-in-cell
approaches (von Alfthan et al., 2014). Vlasiator has been
used to study amongst other things the magnetosheath and
the foreshock in equatorial plane simulations of the terres-
trial magnetosphere (Pokhotelov et al., 2013; Kempf et al.,
2015; Palmroth et al., 2015; Hoilijoki et al., 2016). It solves
Vlasov’s equation to propagate the ion (proton) velocity dis-
tribution function in up to three spatial and three velocity di-
mensions. The equation system is closed via Ampere’s and
Faraday’s laws as well as a generalized Ohm’s law includ-
ing the Hall term (see von Alfthan et al., 2014, and Palmroth
et al., 2015, for more details).

The simulation used in this study is two-dimensional in
the polar x—z plane and three-dimensional in velocity space.
It covers both the dayside and the nightside magnetosphere.
The spatial coordinates are similar to the Geocentric Solar
Magnetospheric (GSM) coordinate system with the x axis
pointing from the Earth towards the Sun and the z axis or-
thogonal to the x axis and parallel to the geomagnetic dipole
field axis (no dipole tilt). We use a two-dimensional line
dipole centred at the origin and scaled to match the geomag-
netic dipole strength in the same way as is done by Daldorff
et al. (2014). The steady solar wind has a proton density of
1x100m™3 , an inflow temperature of 0.5 MK and a veloc-
ity of —750kms~! purely along the x axis. The constant
and purely southward IMF has an intensity of 5nT. The up-
stream boundary maintains a constant field and a Maxwellian
velocity distribution; the three other outer boundaries have
copy conditions ensuring proper outflow. The inner bound-
ary, which is set at a distance of 30 000 km (~ 5 Earth radii,
Rg) around the origin, enforces a static Maxwellian veloc-
ity distribution and perfect conductor field boundary condi-
tions. The out-of-plane direction is treated periodically. The
boundaries are located at 47 Rg from the origin in each di-
rection. Since this study concentrates on dayside phenomena,
the nightside is not shown in this work. The spatial resolution
is 300 km or 0.047 Rg or 1.3 solar wind ion inertial lengths
and the velocity space extends from —4000 to +4000km s !
in all three dimensions with a resolution of 30 kms~! or 0.33
solar wind ion thermal speeds. The phase space density spar-
sity threshold is 107 m0¢3 (see von Alfthan et al., 2014,
and Kempf et al., 2015, for details on the sparse phase space
strategy used in Vlasiator).

The simulation has been run for over 1850s or 140 so-
lar wind proton gyroperiods, and it reaches a steady state on
the dayside after less than 900s or 70 gyroperiods. The bow
shock and the magnetopause form as expected and there is a
foreshock at high latitudes both in the Northern and Southern
hemispheres. The magnetosheath is pervaded by anisotropy-
driven waves, most notably mirror-mode waves as has been
demonstrated by Hoilijoki et al. (2016). Figure 1 shows an
overview of the simulation setup after 1150s of simulated
time. The magnetopause—magnetosheath—bow-shock struc-
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Figure 1. Colour code: plasma number density (protons m~3) after
1150s of simulation time. Contour lines: magnetic field lines. A
large magnetic island is prominent at (46, —7) Rg; another one is
in the southern cusp region and a series of smaller magnetic islands
is visible at the dayside magnetopause northward of the equator.

ture is clear, and a large magnetic island can be recognized
due to its high density at the position (+6, —7) Rg. A smaller
magnetic island is in the southern polar cusp region, while a
series of even smaller islands is also visible along the day-
side magnetopause boundary northward of the equator. The
animation provided in the Supplement to this work shows
the time evolution of the ion number density and the parallel
temperature for the same spatial extents as Fig. 1 and with
the same colour scales as Figs. 1 and 5a.

2.2 Spacecraft and ground measurements

We first use solar wind densities, velocities and the IMF
one-minute averaged data from NASA/GSFC’s OMNI data
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set accessed through CDAweb (Coordinated Data Analysis
Web) to identify suitable intervals of stable solar wind and
steady southward IMF conditions.

We also use in situ spacecraft measurements from Geotail
in this study. The ion velocity distribution measurements are
taken from the Low Energy Particle instrument (LEP; Mukai
et al.,, 1994). During the event presented in Sect. 4.3, LEP
was in the EA (energy-per-charge analyser) mode, which is
not well-suited to properly measure the cold core solar wind
ion population but does not impact the quality of suprather-
mal ion measurements. Editor-B data are available for that
event, meaning that only two-dimensional velocity distri-
butions are available. These projected distributions are pro-
duced using data from all three-dimensional channels (LEP
instrument team, personal communication, 26 August 2016).
They are provided in Geocentric Solar Ecliptic (GSE) co-
ordinates (xgsg-axis pointing from the Earth towards the
Sun, ygsg-axis in the ecliptic plane pointing towards dusk
and zgsg-axis perpendicular to the ecliptic plane). Magnetic
field measurements are from the Magnetic Field Measure-
ment fluxgate magnetometers (MGF; Kokubun et al., 1994).

The following measurements from the Wind spacecraft are
used: solar wind data from its Solar Wind Experiment (SWE;
Ogilvie et al., 1995), IMF data from its Magnetic Fields
Investigation (MFI; Lepping et al., 1995), moments from
its 3-D Plasma and Energetic Particle Analyzer (3-DP; Lin
et al., 1995) as well as densities retrieved from the electron
plasma frequency measured by the radio and plasma wave
instrument (WAVES; Bougeret et al., 1995). The following
datasets from the Advanced Composition Explorer (ACE)
spacecraft are used: IMF measurements from the Magnetic
Fields Experiment (MAG; Smith et al., 1998) and ion mo-
ments from the Solar Wind Electron Proton Alpha Monitor
(SWEPAM; McComas et al., 1998).

Ground-based ionospheric backscatter data from Super-
DARN (Greenwald et al., 1995) as well as ground magne-
tometer data from the International Monitor for Auroral Ge-
omagnetic Effects (IMAGE, http://space.fmi.fi/image, Tan-
skanen, 2009) are used. Additionally, we use the electrojet
activity auroral electrojet (AE) indices provided by the Uni-
versity of Kyoto through the World Data Center for Geomag-
netism (Davis and Sugiura, 1966).

3 Magnetopause-bow-shock—foreshock interaction
scenario

The scenario proposed in this work has been identified in the
simulation presented in Sect. 2.1. We describe the scenario
here in Sect. 3 in a narrative fashion and present the corre-
sponding observations in Sect. 4. Limitations are discussed
in Sect. 5.

Ann. Geophys., 34, 943-959, 2016

Y. Pfau-Kempf et al.: Transient local foreshocks

Z GSM (RE)

z

B (nT)

€

B (nT)

-30 -20 -10 0 10 20
Time (s)

Figure 2. (a) Close-up view of the large magnetic island from Fig. 1
travelling tailward along the magnetopause. Colour code: plasma
number density, protons m~3. Contour lines: magnetic field lines.
Arrows: rotated coordinate system (N, Y, T) with N normal to the
magnetopause and 7 parallel to it. (b) Magnetic field evolution at
a virtual spacecraft located at the white cross in panel (a), in sim-
ulation (GSM) and (c¢) rotated coordinates. The grey vertical bar
indicates the time of panel (a) and Fig. 1. The characteristic bipo-
lar signature of the passing magnetic island is obvious in the By
component.

3.1 Magnetopause reconnection

Under steady southward IMF, magnetic reconnection occurs
typically along a line at the equator on the magnetopause
(e.g. Trattner et al., 2007; Dunlop et al., 2011; Hoilijoki et al.,
2014). In the present simulation, the position of the X-line is
not stable in time and multiple reconnection sites can coex-
ist at any given time on the magnetopause. Reconnected field
lines form magnetic islands in the exhaust regions of recon-
nection sites, which grow and travel downstream (poleward)
along the magnetopause. This continuously ongoing process
is prominent in the animation provided in the Supplement.
The magnetic islands can be seen as the two-dimensional
equivalents of FTEs, that is, cuts through an out-of-plane
flux rope. A more detailed analysis of the propagation of the
magnetic islands and the location and intensity of magnetic
reconnection is the subject of a separate study.

Figure 2 shows such a magnetic island and time series
of the magnetic field components seen at a virtual space-
craft over which the magnetic island flows. The magnetic

www.ann-geophys.net/34/943/2016/
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Figure 3. (a) Example of bow (black dashed) and stern (white dash—dotted) fast wave fronts driven by a magnetic island (density peak at

(2, —9) Rg; colour code: plasma number density; protons m—3

; simulation time 1340 s). The bow wave accelerates particles ahead of it, as

can be seen in the (b) two-dimensional projected isocontour and (c¢) three-dimensional isocontour plots of the ion velocity distribution (phase

space density in s> m~%; 3-D isocontour at 1 x 10715 s3 m

—6) taken at the location of the white cross. The core population with very low

drift velocity (blue, pink and grey isocontours, centre and top right part of the 3-D isocontour) is preceded by an accelerated population in
the —Vy and —V; direction. The white arrow shows the location of the profiles shown in Fig. 4.

field components are shown both in the simulation coordi-
nates and in a coordinate system (N, Y, T') rotated by 150° in
the plane of the simulation so that N points in the direction
normal to the magnetopause and 7" points along the magne-
topause. The strong bipolar fluctuation in the By component
is characteristic of the passage of a magnetic island.

3.2 Magnetosheath waves and bow shock perturbations

Figure 3a shows a magnetic island in the southern cusp re-
gion. The increased dynamic pressure of the magnetic is-
lands with respect to the surrounding magnetosheath plasma
drives bow waves ahead of the islands. These fast magne-
tosonic waves propagate throughout the magnetosheath and
steepen to almost form fast forward shocks. In some cases,
strong magnetic islands can also be followed by a fast re-
verse wave front, but these stern waves are less steep than
the bow wave fronts. Both the bow and stern fast mode waves
are visible in Fig. 3a. The profiles of plasma density, velocity
and temperature perpendicular to the magnetic field as well
as the magnetic field intensity show clearly the steep corre-
lated increase corresponding to the fast forward wave front in
Fig. 4a—d. The forward wave fronts are steep enough to re-
flect ions much in the way a shock can accelerate ions to gen-
erate upstream foreshock populations. Figure 3b and ¢ shows
the two- and three-dimensional velocity distribution function
isocontours at the location of the white cross in Fig. 3a. The
accelerated ions are clearly visible ahead of the core popu-
lation in the —V, and —V, direction. The structure is also
readily visible in the profile of the temperature parallel to the

www.ann-geophys.net/34/943/2016/
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Figure 4. Cut across the bow wave front along the white arrow in
Fig. 3 showing (a) the plasma density and (b) velocity, (c) the tem-
perature parallel and perpendicular to the magnetic field, and (d) the
magnetic field intensity. The correlated jump in all these parameters
at the abscissa 2 R characterizes the steep fast forward wave front.
Note the fast wave signature in the perpendicular temperature while
the parallel temperature is much more sensitive to the particle beam
accelerated ahead of the wave front.
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Figure 5. (a) Colour code: temperature (K) parallel to the magnetic field in a region presenting a local foreshock at 1548.5s simulation
time. This variable is sensitive to the presence of an ion beam, hence the choice to bring out the local foreshock. The continuous white
isocontour curve shows where the ion density is 2 x 109 m=3 (twice the solar wind density), thus indicating the bow shock location. The
dashed white curve would show the approximate position of the bow shock were it not for the increased pressure due to a fast wave front
in the magnetosheath. The continuous and dashed segments indicate the normal direction for each of these curves. p_,: 41° and 54°;
thus the angle between both is 13°. (b) Two-dimensional projected isocontour and (c) three-dimensional isocontour plots of the ion velocity

distribution (phase space density in $3m~9; 3-D isocontour at 1 x 10715 s> m—0) at the location of the white cross. The field-aligned beam
is prominent and directly comparable to Figs. 2 and 6 in the work by Kempf et al. (2015).

magnetic field in Fig. 4c; the steep increase in the parallel
temperature from 7 to 14 MK is the direct signature of the
presence of an accelerated ion population upstream of the
wave front in addition to the background magnetosheath ion
population. The increased parallel temperature ahead of the
wave fronts is visible too in the right panel of the animation
provided in the Supplement.

Downstream of the fast magnetosonic waves, the mag-
netosheath plasma has higher thermal, dynamic and mag-
netic pressure. The straightforward consequence of this phe-
nomenon is — considering the pressure balance when the
wave fronts reach the bow shock — that the bow shock is
pushed outwards against the solar wind, forming a local-
ized bulge corresponding to the region of enhanced magne-
tosheath pressure.

3.3 Local foreshocks

Figure 5a shows the detailed view of a small region of the
bow shock south of the subsolar point. When the angle be-
tween the shock normal and the upstream magnetic field
Op_yn is lower than ~ 50°, incoming particles with suffi-
cient energy can be accelerated back upstream and form a
foreshock. Consequently, when the bow shock bulge caused
by the fast-wave-mediated pressure increase is pronounced

Ann. Geophys., 34, 943-959, 2016

enough, the region of the bulge with 8p_, < 50° is the source
of a separate ion beam propagating upstream along the IMF
direction. This is of course only the case when the bulge has
not yet travelled into the region where the mean 0p_, is al-
lowing ion reflection anyway. The spatial extent in the di-
rection parallel to the bow shock surface is limited to the
corresponding patch of favourable 6p_p, and this localized
foreshock travels along with the driving magnetosheath wave
front until it merges with the regular foreshock further down-
stream. Due to its being a travelling and transient ion beam,
the expected beam instabilities do not have time to grow to
form ultra low-frequency (ULF) waves as in the regular fore-
shock (see, e.g., von Alfthan et al., 2014; Palmroth et al.,
2015). This means that the typical ULF wave signature char-
acteristic of the regular foreshock is absent from this struc-
ture.

Figure 5a shows an example of a localized foreshock
driven by a magnetosheath wave. The colour code in the
figure shows the temperature parallel to the magnetic field,
which is sensitive to the presence of a field-aligned ion
beam. The white contour curve is set at a plasma density of
2 x 10°m~3 (twice the solar wind density), which highlights
the position and shape of the bow shock. The dashed curve
would indicate the approximate location of the bow shock
were it not for the pressure increase in the magnetosheath

www.ann-geophys.net/34/943/2016/
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Figure 6. Energy—time spectrogram of the simulated local fore-
shock crossing event at the location marked in Fig. 5. The grey
vertical bar indicates the time of Fig. 5. The velocity distribution
has been split into four sectors (sunward, southward, tailward and
northward in the simulation/polar plane, +45° from the +x, —z,
—x and +z direction respectively), two of which are plotted here.
(a) The dense tailward population at an energy of a few kiloelec-
tronvolt is the solar wind core. (b) The local foreshock beam forms
the population at a few tens of kiloelectronvolt in the southward sec-
tor and lasts almost 70s. Thus the expected observational signature
is that of a field-aligned beam with a duration of the order of 1 min.

after the passage of a fast forward wave front. The continu-
ous and dashed segments indicate the local direction normal
to the respective curve. Their 6p_, is respectively 41° and
54°. The ion beam is generated by solar wind ions reflected
at the foot of the bow shock bulge where 6p_, is favourable.
Beyond —3 Rg(xgsm), the regular foreshock is also visible
upstream of the bow shock as a region of increased parallel
temperature. The fact that the density and parallel tempera-
ture increases due to the bow shock do not coincide, illus-
trates that the shock primarily heats plasma in the perpen-
dicular direction. Isotropization of the velocity distribution
happens further downstream in the magnetosheath.

The animation provided in the Supplement to this work
shows that such local foreshocks occur both north and south
of the ecliptic whenever favourable 6p_, conditions are met
at the foot of a bow shock perturbation.

Figure 5b—c shows the ion velocity distribution function
corresponding to a field-aligned beam population, which is
similar to the distribution expected at the edge of the regular
foreshock upstream of the ULF foreshock boundary (Kempf
etal., 2015). The density of the beam is of the order of 1 % of
the inflowing density as in the regular foreshock (not shown).
Figure 6 shows an energy—time spectrogram for the tailward
and southward sectors of the velocity distribution. The tail-
ward part contains the cold solar wind core population, while
the southward sector, in the direction of the field-aligned
beam, indicates the typical signature expected when a local
foreshock crosses an upstream spacecraft. The timescale of a
local foreshock crossing is on the order of 1 min in the simu-
lation (almost 70s in Fig. 6), but this value can vary depend-
ing on the geometry of the event. Other factors affecting the
observational signatures are discussed in Sect. 5.
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4 Spacecraft and ground observations

In Sect. 3 we present a scenario based on a global hybrid-
Vlasov simulation, in which dayside reconnection eventually
leads to the formation of local, transient foreshock-like struc-
tures upstream of the terrestrial bow shock and outside of
the region where the angle between the shock normal and
the IMF (6p—_p) would normally be favourable for ion re-
flection. In this section, we present observational data from
an event on 30 August 2004 which supports the interpre-
tation of the simulation. While Geotail observed transient
field-aligned ion beams in the solar wind upstream of the
bow shock and the foreshock between 08:09 and 08:24 UT,
ground-based SuperDARN radar data and IMAGE magne-
tometer data indicate that dayside reconnection was active
and producing FTEs.

4.1 Upstream pristine solar wind conditions

The OMNI data set (from ACE) containing the upstream
magnetic field, ion velocity, ion density and ion tempera-
ture on 30 August 2004 is plotted in Fig. 7. It shows that
the IMF turned south at about 05:00 UT and B, remained
strongly negative around —10nT for most of the day until
about 22:00 UT. The velocity and temperature of the solar
wind remained stable around 480-490kms~! and 10*K re-
spectively between 08:00 and 19:00 UT, while B slowly de-
creased from —8 to —11nT and the density slowly increased
from about 5 to 10cm 3.

4.2 Ground observations

The strong southward B; component of the IMF is the
cause of strong magnetic reconnection at the dayside mag-
netopause, which in turn is known to produce numerous
FTEs (e.g. Kawano and Russell, 1997). Global activity in-
dices clearly indicate ongoing magnetic reconnection during
the event. The prolonged period of southward IMF triggered
a geomagnetic storm and the increased levels of magnetic
reconnection both on the dayside and the nightside are re-
flected in the AE indices, which started picking up between
05:00 and 06:00 UT and reached levels above AE = 500nT
after 08:00 UT.

Evidence for continuous FTE activity during the period
06:00 to 10:00 UT is observed by two SuperDARN radars
in the Southern Hemisphere, presented in Fig. 8. The Ker-
guelen and Syowa East radars were observing backscatter
from the pre-noon and noon region during this period. Fig-
ure 8a—c show the Kerguelen line-of-sight velocity data at
07:08, 07:32 and 08:22 UT. Three regions of backscatter are
labelled A to C. In the polar cap (A), 1kms~! flows away
from the radar (antisunwards) are observed, 700ms~! flows
away from the radar (polewards) are seen entering the polar
cap near noon (B), and 700ms~! flows towards the radar
(sunwards) are seen in the return flow region (C). As the
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Figure 7. Upstream solar wind observations between 04:00 and 22:00 UT on 30 August 2004, from the OMNI dataset with 1 min time
resolution. (a) Magnetic field. (b) Velocity. (¢) Ion number density. (d) Ion temperature. The grey box shows the interval of the event

presented in Fig. 11 and Sect. 4.3.

Earth rotates the look direction of the radar changes, but
these backscatter regions continue to be observed. Range—
time plots show that these backscatter regions are quasi-
periodically pulsed with periods near 10-15min, the ex-
pected signature of pulsed reconnection (e.g. Provan et al.,
1998; Milan et al., 1999a, 2000; Wild et al., 2001). This is
seen as poleward-moving enhancements in the backscatter
power in the polar cap flows of region A in Fig. 8f. It is
also observed as pulses of backscatter and flow in the re-
turn flow region, as first discussed by Milan et al. (1999b),
that is, pulsed flows observed moving towards the Kergue-
len radar (i.e. sunwards) in the return flow backscatter re-
gion C (Fig. 8e) and pulsing moving away from the Syowa
East radar (also sunwards), in backscatter collocated with re-
gion C (Fig. 8i).

IMAGE magnetometers also observed signatures that
could be interpreted as FTE activity. Figure 9a shows the
ionospheric equivalent current density at 110km altitude in
the Northern Hemisphere at 08:15 UT. The equivalent current
density was derived from 10s IMAGE magnetometer data

Ann. Geophys., 34, 943-959, 2016

using spherical elementary current systems (SECS; Amm,
1997; Amm and Viljanen, 1999). Before applying the SECS
method, a baseline was subtracted from the variometer data
following van de Kamp (2013). The Jq data are presented as
a function of Altitude Adjusted Corrected Geogmagnetic Co-
ordinates (AACGM; Shepherd, 2014) latitude and longitude,
which at the given UT correspond to 09:05-11:09 magnetic
local time (MLT). The plot has been rotated such that local
noon is at the top. The plot shows eastward and equatorward
equivalent current density vectors in the poleward part of the
IMAGE field of view. If gradients of the ionospheric conduc-
tances are vanishingly small or aligned with the electric field
in a large enough area, the equivalent current equals the Hall
current, which flows antiparallel to the ionospheric E x B
drift. According to Weygand et al. (2012), this is often a good
approximation. Thus, the equatorward equivalent current in
Fig. 9a may indicate poleward plasma flow entering the polar
cap.

Figure 9b shows a |Jeq| keogram, that is, latitude profiles
of |Jeq| along 105° longitude presented as a function of time

www.ann-geophys.net/34/943/2016/
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Figure 8. (a—c) Line-of-sight velocities (blue towards the radar, red away from the radar) from the Kerguelen SuperDARN radar in the
Southern Hemisphere, at 07:08, 07:32 and 08:22 UT. Grey regions are ground scatter. The data are presented in geomagnetic latitude and
magnetic local time coordinates, with dotted circles indicating geomagnetic latitudes of 60, 70 and 80° and dotted lines showing local time
meridians with local noon at the top. The outline of the radar field of view is shown by dashed lines, as is the field of view of the Syowa East
radar. Grey circles indicated the expected locations of the poleward and equatorward edges of the auroral oval. Three regions of backscatter
are indicated by the letters A, B and C. (d-i) Backscatter power and line-of-sight velocity from beams 0 and 13 of the Kerguelen radar and
beam 9 of the Syowa East radar. Regions of backscatter are also labelled A to C.

between 06:00 and 10:00 UT. The vertical lines indicate the
interval 08:09-08:24 UT during which Geotail observed the
ion beam signature. The occurrence of the |Jeq| intensifica-
tions observed by IMAGE between 70 and 75° latitude be-
fore about 09:00 UT roughly agrees in time with the South-
ern Hemisphere FTE signatures observed by SuperDARN.

www.ann-geophys.net/34/943/2016/

One of the intensifications occurred during the interval when
Geotail observed the ion beam signature.

4.3 Geotail observations
On 30 August 2004, Geotail was located on the dayside

of the Earth and upstream of the bow shock in the so-
lar wind. Between about 08:00 and 08:30 UT, Geotail was
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Figure 9. (a) lonospheric equivalent current density at 110km alti-
tude (Jeq, arrows; Jeq|, colour) in the Northern Hemisphere on 30
August 2004 at 08:15 UT, derived from 10s IMAGE magnetometer
(squares) data. The data are presented as a function of geomagnetic
(AACGM) latitude and longitude, which at the given time corre-
spond to 09:05-11:09 MLT. The plot has been rotated such that lo-
cal noon is at the top. (b) |Jeq| keogram (latitude profiles along
105° longitude presented as a function of time between 06:00 and
10:00 UT). The vertical lines indicate the interval (08:09-08:24 UT)
during which Geotail observed the ion beam signature.

located at (17.6,23.0,—9.2) Rg in GSM coordinates and
(17.6,24.5,3.6) Rg in GSE coordinates. The location of
Geotail with respect to a model bow shock and ion foreshock
edge is shown in Fig. 10 (details of the bow shock and fore-
shock models are given in Sect. 5.1). Geotail/MGF observed
stable IMF with Bgsm = (7,5, —9) nT, as shown in Fig. 11c.
No perturbations of the magnetic field are seen which would
modify its orientation, thus altering the magnetic connection
to the bow shock and the location of the foreshock. Small-
amplitude regular fluctuations are visible throughout, which
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Figure 10. (a) Plot showing the location of Geotail at 08:16:10 UT
on 30 August 2004 with respect to the bow shock following the
model by Merka et al. (2005) and the foreshock edge assuming that
the maximum 6g_,, for ion reflection is 60° and the reflected ions
have twice the solar wind speed (in the solar wind frame). (b) x—z
slice at the y coordinate of Geotail showing the spacecraft and the
bow shock location. (Plots in GSE coordinates.)

coincide with Geotail’s nominal spin rate of 20 rpm. They are
therefore likely a residual from the data calibration process.

The energy—time spectrograms from the Geotail/LEP in-
strument for the ions flying in the tailward and duskward di-
rections are shown in Fig. 11a and b. Only two-dimensional
projected ion velocity distributions in the ecliptic plane are
available from LEP for this event, hence the choice of sec-
tors. The tailward sector is dominated by the steady cold
and dense solar wind core population just below 1keV. Be-
tween about 08:09 and 08:24 UT (time delimited by the black
dotted lines in Fig. 11) the duskward sector exhibits several
occurrences of an ion population at energies of a few kilo-
electronvolt reminiscent of the signature of foreshock field-
aligned beam ions. The presence of a beam in this sector is
consistent with the significant By component of the IMF.

In contrast to regular foreshock field-aligned beams, this
beam is transient and appears several times after 08:10 UT
for one to a few minutes without correlation with changes
in the magnetic field direction, as can be seen by comparing
panels a—c in Fig. 11. Panel d shows the velocity and number
density of the ions from the OMNI data set with a 1 min time
resolution. The velocity is stable and varies only by about
1 %, while the density fluctuates between 4.5 and 5.5 cm—3
but without correlating with the transient beam event. We
choose the OMNI density and velocity data because the den-
sities reported by Geotail/LEP do not seem to be consistent.
This is likely due to the fact that LEP is in EA mode and
not in SW (solar wind analyser) mode, which would have
ensured a better measurement of the solar wind core popu-
lation. To ensure that the choice of the OMNI data is sensi-
ble, we compare shifted ACE and Wind magnetic field mea-
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Figure 11. Geotail/LEP energy—time spectrogram on 30 August 2004 between 07:48 and 08:47 UT, for the (a) tailward and (b) duskward
sectors (+45° from the +x and +y direction respectively), extracted from the two-dimensional reduced velocity distribution in the GSE
ecliptic plane. The tailward sector shows the cold and dense solar wind core population just below 1keV. The duskward sector shows the
signature of a transient beam whose density peaks several times between 08:09 and 08:24 UT (time delimited by the black dotted lines).
(¢) Geotail/MGF magnetic field in GSM coordinates. The magnetic field components and thus its orientation are stable during the event.
The short-period oscillations coincide with Geotail’s nominal spin rate of 20rpm. (d) OMNI plasma number density and velocity. The grey
continuous bars indicate the time at which the velocity distribution shown in Fig. 12 is measured.

surements to the Geotail/MGF data to check that the OMNI
propagation algorithm is successful. We then check that the
densities and velocities from ACE and Wind are similar to
each other and to the OMNI dataset. Since this is the case
and the OMNI values are similarly stable to the ACE (which
was used to produce the OMNI dataset) and Wind data at a
higher time resolution, we conclude that the OMNI dataset is
reliable and sufficient here. LEP being in EA mode instead
of SW affects the quality of the measurement for the core
population but not for the beam, which is of prime interest
here.

Figure 12 shows the projected two-dimensional veloc-
ity distribution in the Vy—V, GSE plane measured by the
Geotail/LEP between 08:16:10 and 08:16:22 UT (time de-
limited by the grey continuous bars in Fig. 11). The so-
lar wind core population is prominent in the lower left at
V, ~ —400kms~!, while a typical field-aligned beam flows
back upstream along the magnetic field with positive V. and
V) components. The black arrow points in the average direc-
tion of the magnetic field in the x—y GSE plane during the
time interval, and the grey dots indicate all measurements
taken at an 8 Hz cadence by the MGF instrument during the
same time. Their close grouping once more indicates the sta-
bility of the magnetic field direction.

It is worth noting that while exactly similar magnetic
field and solar wind conditions prevail in the 10 min pre-
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ceding the event, no such field-aligned beam is seen before
08:10 UT. Additional ion beams are visible between 08:24
and 08:40 UT, but in their case the influence of magnetic
field perturbations observed simultaneously cannot be con-
clusively ruled out.

5 Discussion

In Sect. 4 we present Geotail observations of transient field-
aligned ion beams upstream of the Earth’s bow shock, while
ground-based SuperDARN radar data and IMAGE magne-
tometer data show that pulsed dayside reconnection produc-
ing FTEs was occurring at the same time. This matches the
observational signatures expected from the scenario drawn in
Sect. 3 based on a global magnetospheric simulation. In this
Sect. 5 we first investigate the position of Geotail with re-
spect to the regular foreshock, and we then discuss the more
general factors which might affect the interpretation of the
simulation and the measurements.

5.1 Position of Geotail relative to the regular foreshock

It is important to ascertain that Geotail is not too close to
the bow shock or to the foreshock. Indeed if it were in the
vicinity of either, it could observe for example shock foot
ion populations or the edge of field-aligned beam populations
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Figure 12. Coloured dots: Two-dimensional reduced ion velocity
distribution in GSE coordinates measured by Geotail/LEP between
08:16:10 and 08:16:22 UT. The cold solar wind core flows with
Ve ~ —400kms~!, and the hotter field-aligned beam propagates
in the opposite direction. Black arrow: averaged magnetic field di-
rection in the x—y GSE plane measured by Geotail/MGF during the
interval. Grey dots: all individual Geotail/MGF measurements taken
at 8 Hz cadence. The stability of the orientation of the magnetic field
is remarkable.

from the foreshock, which would look very similar to the
signature expected from a local foreshock.

We use the bow shock model from Merka et al. (2005)
with the OMNI solar wind parameters and the Geotail/MGF
observed magnetic field as inputs to determine the expected
bow shock shape and position. As a first approach we deter-
mine the position of the expected ion foreshock edge. We
trace the observed magnetic field to find the locus on the
bow shock surface where 6g_, = 60°, and then we trace the
trajectories of ions reflected from there with twice the so-
lar wind inflow speed in the solar wind rest frame. This is
typical of field-aligned beams in the foreshock (e.g. Green-
stadt et al., 1980; Eastwood et al., 2005a; Kis et al., 2007).
From this modelling we determine that Geotail is 3-5 Rg
away from the foreshock edge and 9-10 Rg clear of the bow
shock during the event between 08:09 and 08:24 UT, whence
we could conclude that the spacecraft is well beyond reach
of bow shock foot or foreshock edge ions. The result of this
analysis is what is presented in Fig. 10.

However, as can readily be estimated from the observed
velocity distribution shown in Fig. 12, the beam is signifi-
cantly faster in the solar wind rest frame than twice the solar
wind inflow velocity in the spacecraft frame. To get a bet-
ter estimate of whether Geotail is within reach of the regular
foreshock, we consider the trajectory of foreshock ions as-
suming adiabatic reflection at the bow shock (Schwartz et al.,
1983; Liu et al., 2016). Adiabatic reflection and not specular
reflection is assumed because it yields higher beam speeds
and would thus be more likely to reach the spacecraft. In-
coming ions at velocity V impinge on the bow shock, which

Ann. Geophys., 34, 943-959, 2016

Y. Pfau-Kempf et al.: Transient local foreshocks

has a local normal vector n, and are reflected with a velocity

V==V +2Vyr, (1
where
nx(V x B)
Vur=———F— 2)
n-B

is the de Hoffmann-Teller velocity of the bow shock
(De Hoffmann and Teller, 1950) and B is the IMF.

The validity of the assumption that ions are reflected adia-
batically can be checked against the simulation. In Fig. 5a
we have 0p_, =41° at the foot of the local foreshock,
the solar wind velocity is —750kms~! purely along the
x axis, and the IMF is constant and purely southward at
5nT. With those parameters, Egs. (1) and (2) yield V?i‘“ =
(=750,0, 1725.6)kms~!. This does indeed correspond to
the beam velocity as shown by the projected velocity distri-
bution function in Fig. 5b, confirming the assumed adiabatic
reflection process.

To check whether Geotail observed adiabatically reflected
ions from the regular foreshock, we trace the observed beam
from Geotail back to the bow shock along the IMF direc-
tion and invert Eq. (1) to reconstruct the solar wind veloc-
ity vector V’ that would yield the measured beam velocity
with the assumed model bow shock. For the observed beam
(Fig. 12), the resulting solar wind velocity vector would have
the components V' = (=557, —602,317) km s~!in GSE co-
ordinates, which is obviously not in accordance with the ob-
served solar wind (Figs. 7b and 11d). Having thus ascertained
that in these solar wind and IMF conditions the observed
beam cannot have been reflected adiabatically from the mod-
elled bow shock, we perturb the model bow shock until the
adiabatically reflected ion trajectory matches the observed
beam. When n is rotated towards B by an angle of 15°, the
adiabatically reflected ion beam does indeed hit Geotail. This
value is remarkably close to the angle of 13° between the un-
perturbed and perturbed bow shock normals at the foot of the
local foreshock in the global simulation (Fig. 5a). It has to
be noted though that the beam velocities obtained with this
approach do not agree well with the observed ones (recon-
structed velocity 688kms~—!, observed velocity 885kms~!
in the spacecraft frame), which means that the reflection and
acceleration process and their geometry are probably more
complex than the simple adiabatic reflection we assume here.

In summary this analysis demonstrates that Geotail is out
of reach for adiabatically reflected field-aligned beam ions
originating from the unperturbed foreshock under the pre-
vailing solar wind and IMF conditions. By introducing an ad
hoc local perturbation of the bow shock normal of 15°, we
recover a beam direction consistent with the Geotail obser-
vations, which is similar to the bow shock perturbation seen
in the global simulation.
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5.2 Estimating the propagation direction of the
perturbation

Assuming that three-dimensional velocity distribution mea-
surements were available with a high cadence, it would be
possible to estimate the direction and speed of propaga-
tion of the field-aligned ion beam. Indeed at the edge of an
ion beam, non-gyrotropic partial ring or beam distributions
are observed in a region of one gyrodiameter width (e.g.
Schwartz et al., 2000; Kempf et al., 2015). Timing the tran-
sition from a partial to a full gyrotropic beam and back on
each side of the beam passage across the spacecraft yields an
approximate beam propagation speed since the gyrodiame-
ter of the ions is known. Furthermore, the gyrophase of the
ions at the very edge of the beam indicates on which side
of the spacecraft the beam is located, so that the incoming
and outgoing edges yield an estimate of the beam edge ori-
entation. However the lack of knowledge of the shape of the
beam complicates the matter to some extent. For the event
presented in Sect. 4, such estimates are not feasible with the
Geotail data available and the comparison of the event tim-
ings in the absence of a more detailed knowledge of the shape
of the bow shock perturbation and beam is of no use.

5.3 Simulation model limitations

The main limitation of the simulation presented is its two-
dimensionality. Due to this configuration, all inflowing mag-
netic flux is forced to reconnect at the magnetopause and can-
not flow past without reconnecting, unlike in three dimen-
sions. This forces magnetic reconnection to be strong and
occur all the time at the magnetopause. Further, this likely
means that the magnetic islands carry more momentum and
thus drive stronger bow and stern waves into the magne-
tosheath than they would in three dimensions.

Additionally, the steady solar wind conditions in the sim-
ulation preclude any upstream turbulence, yielding a smooth
bow shock and no more downstream turbulence than the
anisotropy-driven wave activity in the magnetosheath. There-
fore the magnetic-island-driven fast waves can propagate rel-
atively unhindered in the magnetosheath and the localized
field-aligned beam is also very prominent in the solar wind.
More realistic turbulent conditions would certainly yield less
conspicuous signatures.

Nevertheless, none of these limitations mean that the fully
three-dimensional and turbulent case could not exhibit tran-
sient local foreshocks, they might only be more difficult to
detect and distinguish from other sources of bow shock and
foreshock perturbations or ion beams.

5.4 Observational limitations
The long chain of phenomena from the magnetopause

through the magnetosheath and bow shock to the foreshock,
constituting the scenario presented in this work, makes it
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daunting to observe the whole cascade of a single event in
space and time. This would require the fortuitous availability
of adequate measurement data firstly at the magnetopause to
identify FTEs, secondly in the magnetosheath to single out
steepened fast wave fronts, and thirdly upstream in a narrow
region close to but definitively more than one ion gyrora-
dius away form both the bow shock foot and the regular fore-
shock edge, all of this during a stable southward IMF stretch
and in the absence of any magnetic field fluctuations which
could either drive an ion beam or produce a regular fore-
shock crossing at the upstream spacecraft instead. No suit-
able spacecraft were located in the magnetosheath or at the
magnetopause during the Geotail event presented above so
that a direct observation of fast-mode magnetosheath wave
fronts is not possible in this case.

As shown in Sect. 4, transient foreshock-like ion beams
upstream but well-separated from both the bow shock and
the foreshock are observed. At the same time, ground-based
measurements confirm that dayside reconnection was oc-
curring and producing FTEs propagating towards the poles.
Without adequate magnetosheath observations, it is not pos-
sible to claim with certainty that the complete scenario
mapped in Sect. 3 holds. Yet the observations are consistent
with the first and the last part of the story, namely that while
dayside reconnection is active and pulsed, a localized change
in the bow shock shape causes localized ion reflection and
the formation of a transient, local foreshock. It cannot be ex-
cluded that sources other than FTE-driven fast waves exist,
but it is unlikely there would be distinctive features helping
to tell them apart purely based on the observation of the ion
beam without other measurements, from within the magne-
tosheath for example. Such putative sources could include
unpredicted magnetosheath waves interacting with the bow
shock or very localized solar wind transients not observed by
the upstream spacecraft. Finally, we note that the presented
scenario offers an alternative mechanism to explain transient
foreshock encounters that may have been interpreted previ-
ously as foreshock skimmings due to a change in the mag-
netic connection of the spacecraft to the bow shock.

6 Conclusions

Global hybrid-Vlasov simulations of the terrestrial magneto-
sphere in the polar plane under constant southward IMF show
that the two-dimensional equivalents of flux transfer events,
formed by dayside magnetopause reconnection, drive steep-
ening bow and stern fast-mode waves in the magnetosheath.
The increased pressure behind the wave fronts causes the
bow shock to bulge out, inducing favourable ion reflection
conditions which can result in the generation of local, tran-
sient foreshock-like field-aligned ion beams upstream of the
bow shock. The two-dimensionality of the simulation exac-
erbates the phenomena, but the scenario would be entirely
similar in three dimensions.
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Ground-based and spacecraft observations support this
scenario. During an extended period of stable southward
IMF, we observe ionospheric signatures of dayside reconnec-
tion and flux transfer events in SuperDARN radar data and
IMAGE magnetometer data. Simultaneously, using Geotail
magnetic field and ion velocity distribution measurements we
observe the expected signature of an ion beam detached both
from the bow shock and the regular foreshock and not linked
to any upstream magnetic field fluctuation. Further observa-
tions especially in the magnetosheath are needed though to
confirm that indeed fast-mode waves lead to bow shock de-
formations generating localized, transient field-aligned ion
beams.

7 Data availability

The simulation dataset is available on request from the
Vlasiator team (http://vlasiator.fmi.fi, von Alfthan et al.,
2014). IMAGE magnetometer data are available from http:
/lwww.space.fmi.fi/fimage (Tanskanen, 2009). The AACGM
software is available from http://engineering.dartmouth.edu/
superdarn/aacgm.html (Shepherd, 2014). The SuperDARN
data can be accessed from the SuperDARN data portal hosted
by Virginia Tech at http://vt.superdarn.org (Greenwald et al.,
1995).

The Supplement related to this article is available online
at doi:10.5194/angeo-34-943-2016-supplement.
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