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 i g  h  l  i  g  h  t  s

Filtering  may severely  distort  the  time-domain  representations  of  ERP  waveforms.
Inappropriate  filter  parameters  can  lead  to  false  conclusions.
Careful  filter  design  results  in improved  signal-to-noise  ratio  of ERP  waveforms.
The  effect  of different  filter  settings  on  the  P50  component  is  investigated.
The  results  provide  evidence  of optimal  filters  for  P50  sensory  gating  analyses.
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a  b  s  t  r  a  c  t

Background:  Filtering  is an effective  pre-processing  technique  for  improving  the  signal-to-noise  ratio
of  ERP  waveforms.  Filters  can,  however,  introduce  substantial  distortions  into  the time-domain  repre-
sentations  of  ERP  waveforms.  Inappropriate  filter  parameters  may  lead  to  the  presence  of  statistically
significant  but  artificial  effects,  whereas  true  effects  may  appear  as  insignificant.
New method:  The  present  study  aimed  to  determine  the  optimal  digital  filters  for  analyzing  the auditory
P50  component  in  patients  with  Alzheimer’s  disease.  To  provide  evidence  of the  optimal  filter  settings,
different  high-pass  and  low-pass  filters  were  applied  to ERP  waveforms  obtained  from  a  conditioning-
testing  paradigm.  The  results  facilitate  practical  recommendations  for selection  of filters  that  maximize
the  signal-to-noise  ratio  of the  P50  components  without  introducing  significant  distortions.
Results:  The  present  study  confirms  that filter  parameters  have  a  significant  effect  on  the  amplitude  and
gating  measures  of  the  P50  component.  Setting  the  high-pass  cut-off  at 0.1 Hz and  the  low-pass  cut-off
at  90  Hz  (or above)  is  recommended  for P50 component  analyses.
Comparison  with  existing  methods:  The  majority  of  ERP  studies  on sensory  gating  report  using  high-pass
filters  with  10-Hz  cut-offs  to measure  P50  suppression.  Such  a  high  cut-off  appeared  to induce  significant

distortions  into  the  ERP  waveforms;  thus,  the  authors  advise  against  using  these  excessive  high-pass
cut-offs.
Conclusions:  Filtering  broadband  signals,  such  as  ERP  signals,  necessary  results  in time-domain  distor-
tions.  However,  by  adjusting  the  filter parameters  carefully  according  to  the  components  of interest,  it  is
possible to minimize  filter  artifacts  and  obtain more  easily  interpretable  ERP  waveforms.
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1. Introduction

Sensory gating refers to the brain’s ability to inhibit incoming
repetitive and redundant sensory inputs (Braff and Geyer, 1990;

Freedman et al., 1991; Light and Braff, 1999). Sensory gating is an
essential neurocognitive function that protects the brain from sen-
sory overload (Braff and Geyer, 1990; Light and Braff, 1999). Deficits
in the sensory gating mechanism can lead to impairment of the
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rain’s capacity to select, process, and store relevant information
Braff and Geyer, 1990).

Sensory gating can be measured via suppression of the mid-
atency P50 component of the auditory event-related potential
ERP) (Adler et al., 1982; Boutros and Belger, 1999; Buchwald et al.,
989; Cancelli et al., 2006; Grunwald et al., 2003). The P50 compo-
ent is a positive, small-amplitude response occurring about 50 ms
fter an auditory stimulus (Adler et al., 1982; Light and Braff, 1999).
50 suppression is considered to reflect automatic, pre-attentive
rocessing of auditory information, in contrast to later, more elab-
rate processing (Boutros and Belger, 1999; Jerger et al., 1992; Wan
t al., 2008).

In a conventional conditioning-testing paradigm, repeated pairs
f identical auditory stimuli (usually clicks) are presented to
ssess P50 suppression (Adler et al., 1982; Braff and Geyer, 1990;
reedman et al., 1991; Light and Braff, 1999). The first stimulus
S1) activates an inhibitory response network while the shortly
ollowed second stimulus (S2) tests the level of inhibition (Eccles,
969; Light and Braff, 1999). The degree of P50 suppression is
alculated as the gating ratio (S2/S1), i.e., the ratio of the P50 ampli-
ude in response to the second stimulus (S2) relative to that of
he first stimulus (S1) (Adler et al., 1982; Braff and Geyer, 1990;
reedman et al., 1991; Light and Braff, 1999), or as the gating dif-
erence (S1–S2), i.e., the P50 amplitude in response to the second
timulus (S2) subtracted from that of the first stimulus (S1) (Smith
t al., 1994). Smaller S2/S1 ratios or larger S1–S2 differences indi-
ate better inhibition, or “gating-out”, of irrelevant sensory inputs
Boutros and Belger, 1999). In healthy subjects the P50 amplitude
n response to the second stimulus is robustly suppressed, i.e., the
mplitude to S2 is suppressed to 20–50% of the amplitude to S1
Light and Braff, 1999).

Sensory gating has been investigated in a wide range of psy-
hiatrically and neurologically impaired populations (Chang et al.,
012; Kisley et al., 2004; Light and Braff, 1999; Yadon et al., 2015). In
ontrast to a well-established sensory gating deficit in schizophre-
ia (Adler et al., 1982; Braff and Geyer, 1990; Freedman et al.,
991; Light and Braff, 1999), results on P50 suppression in patients
ith Alzheimer’s disease have been contradictory (Ally et al., 2006;
ancelli et al., 2006; Fein et al., 1994; Jessen et al., 2001; Thomas
t al., 2010). Since the mid-latency P50 component is highly sensi-
ive to filter parameters (Chang et al., 2012; de Wilde et al., 2007;
reedman et al., 1998; Gmehlin et al., 2011; Jerger et al., 1992; Light
nd Braff, 1998; Patterson et al., 2008), in order to evaluate the
alidity of P50 as a biomarker for Alzheimer’s disease, the effect of
ltering on P50 sensory gating measures should be considered.

.1. Digital filtering in the analysis of event-related potentials

Event-related potentials are embedded within the brain’s spon-
aneous electrical activity (e.g., Luck, 2014). Compared to the
ngoing background EEG from 10 to 100 �V in amplitude, the
mplitude of electrical activity in response to stimulation is very
mall, ranging from 0.1 to 10 �V (Sörnmo and Laguna, 2005). To
ccurately extract ERP responses from the ongoing EEG and other
ignals considered as noise, various signal processing methods are
pplied (e.g., Acunzo et al., 2012; Luck, 2014; Picton et al., 1995).

Digital filtering is an effective pre-processing technique for
mproving the signal-to-noise ratio (Acunzo et al., 2012; Chang
t al., 2012; Luck, 2014; Picton et al., 1995; Tanner et al., 2015;
idmann et al., 2015) and statistical power (Luck, 2014; Tanner

t al., 2015) of ERP waveforms. Filters are used to attenuate fre-
uency ranges that mainly contain signals of non-neural origin or
rrelevant information in respect of the experimental effects being
ddressed (Acunzo et al., 2012; Luck, 2014; Tanner et al., 2015).
iltering can, however, significantly distort the time-domain rep-
esentation of an ERP waveform, thus leading to false conclusions
nce Methods 266 (2016) 50–67 51

(Acunzo et al., 2012; Luck, 2014; Rousselet, 2012; Tanner et al.,
2015; VanRullen, 2011; Widmann et al., 2015); filters may, e.g.,
alter the amplitude and timing of an ERP component (Luck, 2014;
Tanner et al., 2015; VanRullen, 2011; Widmann and Schröger, 2012;
Widmann et al., 2015) and introduce artificial peaks or oscillations
(Luck, 2014; Tanner et al., 2015; Widmann et al., 2015). By assigning
the filter parameters carefully according to the experimental design
and components of interest, it is possible to minimize filter distor-
tions and to detect small waveforms that without filtering would
not be distinguishable from noise (Tanner et al., 2015; Widmann
and Schröger, 2012; Widmann et al., 2015).

The most common types of digital filters in ERP research are low-
pass and high-pass filters that selectively attenuate high-frequency
and low-frequency components, respectively (e.g., Edgar et al.,
2005; Luck, 2014; Tanner et al., 2015). The convolution property
implies that the overall frequency response of two filters is equiv-
alent to the product of the individual frequency responses (e.g.,
Luck, 2014, 2005); thus, a high-pass and a low-pass filter can be
combined to form a band-pass filter that passes an intermediate
range of frequencies (Edgar et al., 2005; Luck, 2014; Picton et al.,
1995).

Low-pass filters are applied to eliminate high-frequency noise
generated by external electrical devices (e.g., power-line noise at
50 or 60 Hz) or muscle activity (Luck, 2014). The contraction of
muscles causes EMG  artifacts that primarily consist of frequencies
above 100 Hz; since frequencies above 100 Hz  are often irrelevant
in respect of cognitive responses, suppressing these relatively high
frequencies with a low-pass filter will significantly reduce EMG
artifacts while producing minimal distortion to the underlying ERP
waveform (Luck, 2014; VanRullen, 2011).

In addition to suppressing high-frequency noise in the acquired
EEG signals, it is often necessary to attenuate very low frequencies
(Luck, 2014; Tanner et al., 2015). The objective of high-pass filter-
ing is to remove slow voltage changes of non-neural origin caused
by, e.g., skin potentials and movement artifacts (Luck, 2014). For a
traditional ERP experiment, it is recommended to high-pass filter
frequencies below approximately 0.1 Hz (Luck, 2014; Tanner et al.,
2015). In less cooperative subjects (e.g., children and neurological
patients) that are prone to head and body movements, a higher cut-
off frequency, such as 0.5 or 1.0 Hz, might be of advantage (Luck,
2014). However, frequencies above 0.1 Hz may  contribute essen-
tially to the ERP waveform (Luck, 2014; Tanner et al., 2015): as the
frequency content of the signal and the noise become more similar,
suppression of the noise is likely to distort the signal (Luck, 2014).
High-pass filters may  also be useful for experiments that require
dealing with overlapping activity from preceding and subsequent
stimuli (Luck, 2005).

Sometimes ERP researchers use a notch filter to attenuate a
narrow frequency band in the vicinity of 50 or 60 Hz power-line
interference (e.g., Edgar et al., 2005; Luck, 2014). Notch filters can,
however, introduce substantial distortions into the ERP waveform
(Luck, 2005; Widmann et al., 2015); thus, application of a notch
filter should be avoided, if possible. A notch filter may  be replaced
with a signal-processing technique utilizing a frequency-domain
regression model with a Thompson F-test to adaptively estimate
and remove sinusoidal noise (Mitra and Bokil, 2007) as, e.g., imple-
mented in the CleanLine plugin for EEGLAB (Mullen, 2012).

1.2. Filter-induced distortions in ERP waveforms

Phase delay is a well-known filter distortion that shifts the fre-
quency components of a signal forward in time (e.g., Acunzo et al.,

2012; Luck, 2014; Widmann and Schröger, 2012; Widmann et al.,
2015). Filters with a linear phase response delay all frequency com-
ponents of an input signal by an equal amount of time points (e.g.,
Widmann et al., 2015). Linear-phase filters minimize filter-induced
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istortions in the shape of an ERP waveform, but may  generate
arge delays into the onset (Acunzo et al., 2012; Widmann et al.,
015). Nonlinear-phase filters delay different frequencies by differ-
nt amounts of time (e.g., Widmann et al., 2015). Thus, filters with
onlinear phase may  lead to severe distortions of the ERP waveform
Acunzo et al., 2012; Luck, 2014; Widmann et al., 2015).

Digital filters are classified as infinite impulse response (IIR) or
nite impulse response (FIR) filters (e.g., Cook and Miller, 1992;
itschke et al., 1998; Widmann et al., 2015). All IIR filters have

 nonlinear phase response, whereas FIR filters can be designed to
ave either linear or nonlinear phase (e.g., Widmann et al., 2015). In
omparison to FIR filters, IIR filters introduce less delay to the input
ignal (e.g., Acunzo et al., 2012) and are computationally more effi-
ient as they require fewer coefficients (e.g., Acunzo et al., 2012;

idmann and Schröger, 2012; Widmann et al., 2015). FIR filters
re always stable, whereas IIR filters can be unstable, are more
ifficult to control, and, due to the recursive structure of IIR fil-
ers, rounding errors can accumulate (e.g., Widmann and Schröger,
012; Widmann et al., 2015).

Since the timing of cognitive processes is often of interest in
RP studies, phase shift is undesirable (Acunzo et al., 2012; Luck,
014). Phase delay is characteristic of causal filters for which the
utput of the filter at a given time point depends on the past and
resent inputs but not on the future inputs (e.g., Acunzo et al., 2012;
uck, 2014; Widmann et al., 2015); i.e., the impulse response of a
ausal filter is zero prior to time zero (e.g., Luck, 2005; Rousselet,
012). Both linear-phase and nonlinear-phase filters can be imple-
ented as non-causal filters by filtering a signal twice, first in the

orward direction and then in the backward direction (e.g., Acunzo
t al., 2012; Rousselet, 2012; Widmann and Schröger, 2012); the
mpulse response of a non-causal filter is symmetric around time
ero (e.g., Luck, 2014; Rousselet, 2012; Widmann et al., 2015). As a
esult, the non-causal filter has a zero-phase response, i.e., the fil-
er introduces no phase delay (e.g., Acunzo et al., 2012; Rousselet,
012; Widmann and Schröger, 2012; Widmann et al., 2015); the
ackward filtering counterbalances the delays introduced by for-
ard filtering (e.g., Acunzo et al., 2012; Widmann et al., 2015). The

wo-pass filtering doubles the filter order and squares the magni-
ude response of the original filter (e.g., Widmann et al., 2015). A
inear-phase filter can be implemented as a non-causal, zero-phase
lter also by left-shifting the filter output by the filter’s group delay
Widmann and Schröger, 2012; Widmann et al., 2015).

Since a non-causal filter has no phase delay, the filter does not
hift peak latencies (Luck, 2014; Widmann et al., 2015). Instead,
on-causal filters significantly distort the onset and offset latency
f an ERP waveform, as well as the peak amplitudes (Luck, 2014;
ousselet, 2012; Tanner et al., 2015; VanRullen, 2011): the filtered
aveform begins earlier and ends later than the unfiltered wave-

orm. The spreading of an ERP waveform produced by non-causal
ow-pass filters is relatively modest (Luck, 2014; Rousselet, 2012)
nd typically has an equal effect on all subject groups and con-
itions in a given study (Luck, 2014); non-causal high-pass filters
re more likely to introduce severe artificial effects (Luck, 2014;
ousselet, 2012; Tanner et al., 2015). Whereas the spreading of
n ERP waveform introduced by low-pass filters is of the same
olarity as the unfiltered waveform, high-pass filters produce arti-
cial deflections of opposite polarity (Luck, 2014; Tanner et al.,
015). High-pass filters with sharp cut-offs may  even induce artifi-
ial oscillations instead of single peaks before and after an elicited
xperimental effect (Luck, 2014; Tanner et al., 2015). The artificial
eaks and oscillations produced by high-pass filters may  lead an
RP researcher to draw spurious conclusions about which com-

onents are affected by a given experimental manipulation (Luck,
005; Tanner et al., 2015).

ERP waveforms are typically comprised of small, high-frequency
arly components followed by larger, low-frequency late com-
nce Methods 266 (2016) 50–67

ponents (Luck, 2005). As a non-causal high-pass filter shifts
low-frequency voltages forward and backward in time, the asym-
metry of the sequence makes the induced bidirectional distortions
particularly problematic; low-frequency information from the
large-amplitude late components is shifted into the latency range
of the early components, thus severely distorting the smaller early
responses (Acunzo et al., 2012; Luck, 2005).

Distortions caused by non-causal high-pass filters may also
lead to spurious conclusions in experiments where the difference
between two ERP waveforms is investigated (Acunzo et al., 2012).
When a non-causal filter is applied, the timing of the divergence
between the two  signals changes. Since differences in the later
components distort the earlier components, artificial differences
between the early responses that were not present in the origi-
nal waveforms may be observed. If there is a difference between
the non-causally filtered signals, the signals may  only be stated to
have a difference at some point in time, but this time point can-
not be identified. With a causal filter the timing of the divergence
of the two  waveforms is preserved. Differences in the unfiltered
waveforms may lead to differences at later time points but have no
effect backward in time. The time point at which the causally fil-
tered signals differed may  be interpreted as the time point at which
the original signals differed at the latest.

1.3. Selecting the filter type and parameters

Filters should not be used as a substitute for good data qual-
ity (Luck, 2014; Widmann et al., 2015); emphasis should be given
to noise reduction at the source and a sufficient number of trials in
the averages (Luck, 2014; Widmann and Schröger, 2012; Widmann
et al., 2015). An analog low-pass filter is necessary during digitiza-
tion in order to prevent aliasing (e.g., Edgar et al., 2005; Luck, 2014;
Tanner et al., 2015), and some additional offline digital filtering is
often required to accurately analyze ERP waveforms (Luck, 2014;
Tanner et al., 2015; Widmann and Schröger, 2012; Widmann et al.,
2015). Ubiquitously valid recommendations for selecting the opti-
mal  filters cannot be provided (Luck, 2014; Tanner et al., 2015;
Widmann and Schröger, 2012; Widmann et al., 2015); the filter
type and parameters need to be adjusted to meet the experimental
question at hand. Almost without exception there is some degree
of overlap in the frequency content of the ERP waveform and the
noise to be filtered (Luck, 2005); thus, it is impossible to completely
avoid filter artifacts (Luck, 2005; Tanner et al., 2015; Widmann et al.,
2015). It is essential to understand the possible detriments caused
by filtering and to select a filter with an optimal balance between
noise reduction and distortion of the ERP waveform (Luck, 2014;
Tanner et al., 2015; Widmann and Schröger, 2012; Widmann et al.,
2015).

Precision in the time domain is inversely related to precision
in the frequency domain (e.g., Cook and Miller, 1992; Edgar et al.,
2005; Luck, 2014). Thus, using a filter to restrict frequency ranges
in a signal necessarily results in temporal spreading of the wave-
form (Luck, 2014; Rousselet, 2012; Widmann and Schröger, 2012;
Widmann et al., 2015). A sudden decline in the frequency response
of a filter leads to a longer impulse response function with larger
side-lobes (e.g., Luck, 2005; Rousselet, 2012); the steeper the transi-
tion band of a filter, the more the filtered waveform becomes spread
out in time (Luck, 2005; Widmann et al., 2015). Since filtering can
severely distort an ERP waveform, the signal should be filtered as
little as possible (Luck, 2005; Rousselet, 2012). Filtering out very
high and low frequencies may, however, drastically improve the
signal-to-noise ratio of the ERP waveform (Luck, 2005; Widmann

et al., 2015). Short filters with wide transition bands should be pre-
ferred to minimize temporal smearing and ringing artifacts (Luck,
2014; Widmann and Schröger, 2012; Widmann et al., 2015); this is a
well-justified argument against using band-stop filters that require
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n extremely steep roll-off (Widmann et al., 2015). The cut-off fre-
uency and transition band of a filter should be separated from the
requency content of the ERP waveform in order to minimize filter
istortions (Nitschke et al., 1998; Widmann and Schröger, 2012);
herefore, filters with narrow transition bands may, however, be
eeded in experiments where the signal of interest and the noise
o be removed consist of nearby frequency components (Cook and

iller, 1992; Edgar et al., 2005; Nitschke et al., 1998; Widmann
t al., 2015). In high-pass filter design, the balance between the
ransition-band width and the cut-off frequency is particularly
hallenging, as on one hand the transition band is limited by DC,
nd on the other hand the cut-off frequency should be sufficiently
ow in order not to distort the slow components (Widmann and
chröger, 2012). The stop-band attenuation of a filter should be
et only as high as necessary as it again requires a longer impulse
esponse (Widmann and Schröger, 2012; Widmann et al., 2015).

Non-causal, zero-phase filters are recommended for the vast
ajority of ERP applications as they introduce no phase delay and

hus minimize temporal distortion of the waveform (Luck, 2014;
idmann et al., 2015). A zero-phase filter is an appropriate choice

or experiments where the timing of peaks is of interest (Acunzo
t al., 2012). However, if the onset of an effect is to be investigated,

 causal minimum-phase FIR filter is preferred for high-pass fil-
ering (Widmann and Schröger, 2012); as a causal filter does not
hift information back in time, a causal high-pass filter does not
dvance the onset of a waveform whereas a non-causal high-pass
lter does (Luck, 2005; Rousselet, 2012; Widmann and Schröger,
012). With a causal high-pass filter, the cut-off frequency may
e set higher than with a non-causal filter, even at 2–5 Hz, to
emove low-frequency noise without affecting the onset of a wave-
orm (Rousselet, 2012). A causal low-pass filter introduces larger
elays, even when converted to minimum-phase (Rousselet, 2012;
idmann et al., 2015); thus, causal low-pass filters are not recom-
ended for ERP analyses (Widmann et al., 2015).
The convolution property implies that linear operations can be

pplied in any order (e.g., Luck, 2014, 2005). As signal averaging is
lso a linear operation, theoretically a digital filter can be applied
ither before or after averaging (Luck, 2014, 2005; Picton et al.,
995). As an averaged ERP waveform is smaller in data size, it would
e computationally more efficient to filter the averaged waveform
Luck, 2005; Picton et al., 1995). Filtering may, however, produce
dge artifacts at the beginning and end of a waveform (Luck, 2014;
anner et al., 2015). The filtered value at a given time point is com-
uted based on the surrounding time points; since some of these
oints may  not exist near the beginning and end of the waveform,
dge artifacts can occur. Therefore, filters should be applied on the
ontinuous EEG prior to epoching or averaging in order for the fil-
er to have a sufficiently long time series to operate properly (Luck,
014; Tanner et al., 2015; Widmann et al., 2015). This is particu-

arly an issue for high-pass filters with sharp cut-offs requiring a
elatively long impulse response. Low-pass filters are less likely to
roduce significant edge artifacts, even when applied to epoched
r averaged data (Luck, 2014; Tanner et al., 2015).

.4. Filtering the mid-latency auditory P50 component

As the long-latency ERP components consist primarily of power
elow 30 Hz (Luck, 2005), a final band pass of approximately
.1–30 Hz is recommended for traditional ERP experiments in cog-
itive neuroscience (Luck, 2014); the high-pass cut-off of 0.1 Hz
ffectively attenuates skin potentials and other slow voltage shifts,
hereas the low-pass cut-off of 30 Hz filters out EMG  activity and
ine noise. However, the choice of the appropriate cut-off frequency
s dependent on the frequency content of the ERP components of
nterest and the noise to be filtered (Luck, 2005, 2014; Tanner et al.,
015).
nce Methods 266 (2016) 50–67 53

The mid-latency auditory P50 component comprises mainly the
brain’s 40-Hz gamma  activity (Baş ar et al., 1987; Brockhaus-Dumke
et al., 2008; Gmehlin et al., 2011), thus requiring different filter set-
tings than the analysis of the slow, long-latency ERP components
(Gmehlin et al., 2011; Jerger et al., 1992). Despite the numerous
studies addressing P50 sensory gating, literature does not provide
rationalized guidelines for the selection of optimal filters for the
analysis of the P50 component. The low-pass cut-offs vary greatly
between studies, ranging from about 50 Hz to several hundred hertz
(e.g., de Wilde et al., 2007; Freedman et al., 1998; Patterson et al.,
2008). There is more consistency in the choice of the high-pass fil-
ter settings: the high-pass cut-offs typically range from DC to 10 Hz
(e.g., de Wilde et al., 2007; Patterson et al., 2008), while the major-
ity of studies report using a high-pass filter with a 10-Hz cut-off
to measure P50 suppression (e.g., Brockhaus-Dumke et al., 2008;
Chang et al., 2012; de Wilde et al., 2007; Freedman et al., 1998;
Patterson et al., 2008). The excessive high-pass cut-offs are used to
remove the influence of the large-amplitude N100 and P200 com-
ponents on the small-amplitude P50 component (Ally et al., 2006;
Cancelli et al., 2006; Jerger et al., 1992; Jessen et al., 2001). How-
ever, higher cut-off frequencies lead to greater distortions of the
underlying ERP waveform, as more of the signal is attenuated by
the filter (Luck, 2014; Tanner et al., 2015). Moreover, literature pro-
vides empirical evidence on how non-causal high-pass filters with
cut-offs greater than 0.1 Hz can introduce artificial early ERP com-
ponents, thus leading to false conclusions on which components
are influenced by a given experimental manipulation (Acunzo et al.,
2012). Consequently, the effects of filter settings and extreme high-
pass cut-offs on the P50 component need to be better addressed.

The present study aimed to determine the optimal digital filters
for analyzing the mid-latency auditory P50 component in patients
with Alzheimer’s disease. To evaluate the effects of filtering on
the P50 component, different high-pass and low-pass filters were
applied to ERP signals obtained from a passive conditioning-testing
paradigm with the unfiltered ERP signals serving as a reference.
Emphasis was given to demonstrate the consequences of the exces-
sive high-pass cut-offs routinely used in the analysis of P50 sensory
gating. Results provide empirical evidence for filter settings that
optimize the signal-to-noise ratio of the P50 component without
introducing significant distortions.

2. Materials and methods

2.1. Participants

Thirty-three patients diagnosed with Alzheimer’s disease
according to the Diagnostic and Statistical Manual of Mental Disor-
ders, 4th Edition, Text Revision (DSM-IV-TR; American Psychiatric
Association, 2000) participated in the study. The patients were
recruited from the Department of Neurology in the Helsinki Uni-
versity Central Hospital. The study was  approved by the Ethics
Committee of the Helsinki and Uusimaa Hospital District, and a
written informed consent was obtained from all participants. Five
patients were excluded from analyses due to excessive artifacts
(two due to 50-Hz line noise, three due to baseline drift), resulting
in a final sample of 28 participants (mean age 70 years, range 57–78
years; 14 males, 14 females).

2.2. Stimuli and procedure

Instead of a typical paired-click paradigm, trains of four tones

(frequency 1000 Hz, duration 60 ms,  including a 10-ms rise and fall
time) were delivered to both ears via headphones with an inter-
stimulus interval (ISI) of 500 ms  and an inter-trial interval (ITI)
of 10 s. While the participants were watching a silent, attention-
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Table 1
The parameters used in the filter design. The parameters in the table refer to the originally designed, one-pass filter (instead of the final, two-pass filter).

Half-amplitude cut-off fc (–6 dB) Hamming-windowed FIR Least-square FIR Butterworth 1st
order IIR

Butterworth 2nd
order IIR

Butterworth 3rd
order IIR

Transition-band
width �f

Filter order M Transition-band
width �f

Filter order M Half-power
cut-off fc (–3 dB)

Half-power
cut-off fc (–3 dB)

Half-power
cut-off fc (–3 dB)

0.1 Hz 0.2 Hz 8448 0.15 Hz 15360 0.17 Hz 0.13 Hz 0.12 Hz
0.5  Hz 1 Hz 1690 0.75 Hz 3072 0.87 Hz 0.66 Hz 0.60 Hz
1  Hz 2 Hz 846 1.5 Hz 1536 1.7 Hz 1.3 Hz 1.2 Hz
2  Hz 2 Hz 846 2 Hz 768 3.5 Hz 2.6 Hz 2.4 Hz
5  Hz 2 Hz 846 2 Hz 306 8.7 Hz 6.6 Hz 6.0 Hz
10  Hz 2.5 Hz 676 2.5 Hz 154 17.3 Hz 13.2 Hz 12.0 Hz
40  Hz 10 Hz 170 10 Hz 36 23.1 Hz 30.4 Hz 33.3 Hz
50  Hz 12.5 Hz 136 12.5 Hz 30 28.9 Hz 38.0 Hz 41.6 Hz
60  Hz 15 Hz 114 15 Hz 24 34.6 Hz 45.6 Hz 50.0 Hz
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70  Hz 17.5 Hz 98 17
80  Hz 20 Hz 86 20
90  Hz 22.5 Hz 76 22

apturing movie, a set of 40 tone trains were presented with the
timulus intensity adjusted individually at 60 dB above the sub-
ective hearing threshold. The participants were seated upright in

 comfortable chair and instructed to remain relaxed, minimize
ovements, and ignore the sound stimuli.

.3. Electrophysiological recordings

Recordings were performed with an EEG/ERP system Cogni-
race (Version 3.3/4.0, eemagine Medical Imaging Solutions GmbH,
erlin, Germany). The EEG was recorded from 64 sintered Ag/AgCl
lectrodes embedded in an elastic cap (WaveGuard, eemagine
edical Imaging Solutions GmbH, Berlin, Germany) according to

he extended 10–20 system. The EEG was referenced online to
 common average reference. The electrocardiogram (ECG) was
ecorded bipolarly from electrodes placed below the right and
eft clavicle and the vertical electrooculogram (EOG) from elec-
rodes placed above and below the left eye. The impedance was
educed to less than 10 k� at each electrode site. Signals were
mplified with a Refa8-64 amplifier (TMS International, Enschede,
he Netherlands), digitized at a sampling rate of 512 Hz to 22-bit
ccuracy, giving a resolution of 71.53 nV/bit (range ±150 mV), and
ltered with a low-pass digital FIR filter with a cut-off frequency
f 0.27 × sampling rate (i.e., 138.24 Hz). No high-pass filtering was
pplied during data acquisition (i.e., signals were direct coupled).

.4. Digital filter design and implementation

All additional filtering was performed offline using MATLAB
nd Signal Processing Toolbox (Release 2014b, The MathWorks,
nc., Natick, MA)  for digital-filter design and implementation. MAT-
AB toolbox EEGLAB (Version 13.4.4b; Delorme and Makeig, 2004)
as utilized for importing the EEG signals into the MATLAB envi-

onment. To evaluate the effects of different filters on the P50
omponent, the filtering of the EEG signals was repeated with a
amming-windowed FIR, least-square FIR, and Butterworth IIR
lters. Each filter type was applied as a high-pass filter having

 half-amplitude (−6 dB) cut-off at approximately 0.1 Hz, 0.5 Hz,
 Hz, 2 Hz, 5 Hz, and 10 Hz, and as a low-pass filter having a half-
mplitude cut-off at approximately 40 Hz, 50 Hz, 60 Hz, 70 Hz,
0 Hz, and 90 Hz. The high-pass and low-pass filters were applied

ndependently on the continuous EEG, prior to epoching or averag-
ng, in order to avoid edge artifacts.

The Signal Processing Toolbox function fir1 was used to design

he Hamming-windowed sinc FIR filters. The function fir1 applies a
indow to the truncated inverse Fourier transform of an ideal, rect-

ngular filter, i.e., the sinc-function (e.g., Widmann et al., 2015).
he transition-band width (�f) of the windowed FIR filters was
22 40.4 Hz 53.2 Hz 58.3 Hz
18 46.2 Hz 60.8 Hz 66.6 Hz
16 52.0 Hz 68.4 Hz 74.9 Hz

designed to be twice the half-amplitude (−6 dB) cut-off (fc), i.e.,
�f = 2 × fc for cut-offs fc ≤ 1 Hz, �f  = 2 Hz for cut-offs 1 Hz < fc ≤ 8 Hz,
and �f  = 0.25 × fc for cut-offs fc > 8 Hz (after the EEGLAB default fil-
ter “Basic FIR filter (new)”; Table 1). As the transition-band width of
a windowed sinc FIR filter is a function of filter order and window
type, the required filter order with a Hamming window could be
computed as M = 3.3 × (Fs/�f) (e.g., Widmann et al., 2015), where Fs

is the sampling frequency (512 Hz) and �f  the requested transition
band. The computed filter order was  rounded up to the nearest even
integer to obtain an odd-length, symmetric (type I) linear-phase FIR
filter (Table 1).

To design the least-square FIR filters, the function firls of the
Signal Processing Toolbox was  used. The function firls designs a
linear-phase FIR filter that minimizes the integrated squared error
between the magnitude response of the filter and the magnitude
response of an ideal, rectangular filter over a set of desired fre-
quency bands (Parks and Burrus, 1987). The transition-band width
(�f) of the least-square FIR filters was designed to be one and a
half times the half-amplitude (−6 dB) cut-off (fc), i.e., �f = 1.5 × fc
for cut-offs fc ≤ 1 Hz, �f  = 2 Hz for cut-offs 1 Hz < fc ≤ 8 Hz, and
�f  = 0.25 × fc for cut-offs fc > 8 Hz (Table 1). The filter order was
computed as M = 3 × fix(Fs/fc) (after the EEGLAB filter “Basic FIR
filter (legacy)”), where Fs is the sampling frequency and fc the half-
amplitude cut-off. The function fix rounds the quotient down to
the nearest integer; if the computed filter order was odd-valued, it
was incremented by one to obtain an odd-length, symmetric (type
I) linear-phase FIR filter (Table 1).

The Butterworth IIR filters were designed using the function
butter of the Signal Processing Toolbox. A Butterworth filter has
a maximally flat frequency response in the pass band, i.e., the
filter has no pass-band ripple, and has the shallowest roll-off
near the cut-off frequency compared to other commonly used
Chebyshev and elliptic IIR filters (e.g., Widmann et al., 2015).
The roll-off rate of a Butterworth filter is −6 dB/octave per pole
(or order). To examine the effect of the roll-off rate on the
ERP waveforms, Butterworth filters of 1st, 2nd, and 3rd order
were designed, having a roll-off of −6 dB/octave, −12 dB/octave,
and −18 dB/octave, respectively. As the function butter returns
the transfer function coefficients of a Nth-order digital Butter-
worth filter in terms of the half-power (−3 dB) cut-off frequency,
the −3 dB cut-off of a filter with a specified −6 dB cut-off was
approximated using the magnitude-squared response of an ana-
log low-pass Butterworth filter: |Ha(jω)|2 = 1/(1 + (ω/ωc)2N), where
N is the filter order and ωc the −3 dB cut-off angular frequency (e.g.,

Mitra, 2011). By substituting ω with the −6 dB cut-off angular fre-
quency, the magnitude-squared response of a filter is given a value
|Ha(jω)|2 = |1/2|2. As the angular frequency ω = 2�f, the −3 dB cut-
off frequency for a low-pass Butterworth filter could be computed
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Table  2
The effect of different high-pass filters on the P50 amplitude (S1 amplitude) in response to the first stimulus sound (S1). The Wilcoxon signed-rank test with two-tailed
exact  significance was used to determine whether there was  a statistically significant difference in the median S1 amplitude between the high-pass filtered and unfiltered
waveforms. The median, first and third quartiles (Q1–Q3), and test statistics are reported for the S1 amplitude as a function of filter type and high-pass cut-off frequency. In
the  unfiltered waveforms the S1 amplitude was  given a median of 4.63 �V (Q1–Q3 3.43–6.22 �V).

High-pass cut-off frequency Filter type S1 amplitude

Median (�V) Q1–Q3 (�V) Test statisticsa

Z-score p-value Effect size r

0.1 Hz Hamming-windowed FIR 4.69 3.36–5.90 −0.64b 0.53 −0.085
Least-square FIR 4.69 3.35–5.89 −0.72b 0.48 −0.096
Butterworth 1st order IIR 4.75 3.34–6.04 −0.63c 0.54 −0.084
Butterworth 2nd order IIR 4.70 3.37–5.94 −0.51b 0.62 −0.068
Butterworth 3rd order IIR 4.69 3.36–5.91 −0.65b 0.53 −0.087

0.5  Hz Hamming-windowed FIR 4.97 3.15–6.10 −2.07c 0.038 −0.28
Least-square FIR 4.94 3.17–6.15 −2.27c 0.022 −0.30*

Butterworth 1st order IIR 5.18 3.58–6.31 −2.48c 0.012 −0.33*

Butterworth 2nd order IIR 4.94 3.08–6.04 −1.66c 0.098 −0.22
Butterworth 3rd order IIR 4.95 3.13–6.10 −2.04c 0.041 −0.27

1  Hz Hamming-windowed FIR 4.84 3.28–6.03 −0.080c 0.94 −0.011
Least-square FIR 4.85 3.26–6.09 −0.27c 0.79 −0.036
Butterworth 1st order IIR 5.73 4.29–6.77 −3.60c <0.001 −0.48*

Butterworth 2nd order IIR 5.14 3.55–6.23 −1.11c 0.28 −0.15
Butterworth 3rd order IIR 4.92 3.34–6.08 −0.44c 0.67 −0.059

2  Hz Hamming-windowed FIR 5.32 3.71–6.63 −1.73c 0.085 −0.23
Least-square FIR 5.32 3.70–6.62 −1.72c 0.087 −0.23
Butterworth 1st order IIR 5.72 4.90–7.21 −3.68c <0.001 −0.49*

Butterworth 2nd order IIR 5.99 4.93–7.81 −4.29c <0.001 −0.57**

Butterworth 3rd order IIR 5.73 4.28–7.34 −3.62c <0.001 −0.48**

5 Hz Hamming-windowed FIR 8.14 6.82–10.30 −4.58c <0.001 −0.61**

Least-square FIR 7.81 6.74–9.96 −4.51c <0.001 −0.60**

Butterworth 1st order IIR 4.82 3.72–5.83 −0.44b 0.67 −0.059
Butterworth 2nd order IIR 6.10 5.08–7.58 −3.01c 0.002 −0.40*

Butterworth 3rd order IIR 6.70 5.77–8.58 −3.94c <0.001 −0.53**

10 Hz Hamming-windowed FIR 4.26 2.45–5.22 −2.15b 0.030 −0.29
Least-square FIR 4.11 2.43–5.16 −2.37b 0.017 −0.32*

Butterworth 1st order IIR 3.16 2.15–3.59 −4.03b <0.001 −0.54**

Butterworth 2nd order IIR 3.50 2.17–4.41 −3.33b <0.001 −0.44*

Butterworth 3rd order IIR 3.62 2.18–4.61 −3.03b 0.002 −0.40*
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* Medium effect (0.3 ≤ |r| < 0.5).

** Large effect (|r| ≥ 0.5).

s fc (−3 dB) = fc (−6 dB)/31/(2N) and for a high-pass Butterworth
lter (replacing fc with 1/fc) as fc (−3 dB) = fc (−6 dB) × 31/(2N)

Table 1).
Each filter was implemented as a non-causal, zero-phase filter

sing the Signal Processing Toolbox function filtfilt. The function
ltfilt performs a bidirectional filtering by filtering the input signal
oth in the forward and reverse directions (e.g., Gustafsson, 1996;
idmann et al., 2015); as the two-pass filtering squares the mag-

itude response of the original filter, the −6 dB attenuation at the
ne-pass cut-off point is enhanced to −12 dB, along with doubling
he originally defined filter order (e.g., Widmann et al., 2015).

.5. Identification of the P50 component

Analyses of the ERP responses were conducted using software
SA (Version 4.8, eemagine Medical Imaging Solutions GmbH,
erlin, Germany). The EEG was re-referenced to the average of
he left (M1) and right (M2) mastoid. No artifact rejection meth-
ds were applied, as without a reasonable band-pass filter baseline
rift and other noise in the acquired EEG signals would have led
o an unrepresentative sample of trials to be averaged. Moreover,
o correction techniques were used for ocular artifacts as these

rtifacts were estimated to have a minor effect on the mid-latency
50 component: the potentials associated with blinks and saccades
ere estimated to have a lower frequency content than the P50

omponent (see Picton et al., 2000). The continuous EEG was  seg-
tatistical significance (p < 0.05) indicated in bold.

mented into epochs of 600 ms,  starting 100 ms  before and ending
500 ms  after the onset of each stimulus. The epoched data were then
averaged separately for the first, second, third, and fourth stimu-
lus from each train at each electrode site. The averaged waveforms
were baseline-corrected, with the mean voltage in the 100-ms pre-
stimulus interval serving as a baseline. The single-subject averages
were subsequently averaged for each filter setting to obtain the
grand-averaged waveforms.

The P50 amplitude in response to the first and second stimu-
lus (i.e., S1 amplitude and S2 amplitude, respectively) was further
analyzed for each filter setting. As the P50 component was most
prominent at the vertex, the amplitude measures were obtained
at the Cz electrode site. The P50 component was  identified as
the most positive deflection within the time period of 30–70 ms
post-stimulus. If two  positive deflections were identified within
that time period, i.e., P30 and P50, the latter deflection was  taken
as the P50. The peak amplitudes of the P50 component were
measured relative to the pre-stimulus baseline using an auto-
matic peak-detection algorithm. The automatically detected peaks
were manually inspected and, if necessary, corrected; the averaged
waveforms at two  additional midline electrode sites, i.e., Fz and
Pz, were utilized for the manual inspection. The gating ratio (S2/S1

ratio) was  calculated as the P50 amplitude in response to the second
stimulus (S2 amplitude) divided by the P50 amplitude in response
to the first stimulus (S1 amplitude), i.e., (S2 amplitude)/(S1 ampli-
tude). The gating difference (S1–S2 difference) was calculated as
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Table 3
The effect of different high-pass filters on the P50 amplitude (S2 amplitude) in response to the second stimulus sound (S2). The Wilcoxon signed-rank test with two-tailed
exact  significance was used to determine whether there was  a statistically significant difference in the median S2 amplitude between the high-pass filtered and unfiltered
waveforms. The median, first and third quartiles (Q1–Q3), and test statistics are reported for the S2 amplitude as a function of filter type and high-pass cut-off frequency. In
the  unfiltered waveforms the S2 amplitude was  given a median of 3.46 �V (Q1–Q3 2.52–4.46 �V).

High-pass cut-off frequency Filter type S2 amplitude

Median (�V) Q1–Q3 (�V) Test statisticsa

Z-score p-value Effect size r

0.1 Hz Hamming-windowed FIR 3.42 2.26–4.68 −0.83b 0.41 −0.11
Least-square FIR 3.42 2.25–4.67 −0.98b 0.34 −0.13
Butterworth 1st order IIR 3.43 2.41–4.73 −0.62c 0.55 −0.082
Butterworth 2nd order IIR 3.42 2.28–4.71 −0.61b 0.55 −0.082
Butterworth 3rd order IIR 3.42 2.26–4.69 −0.84b 0.41 −0.11

0.5  Hz Hamming-windowed FIR 3.49 2.72–4.76 −2.87c 0.003 −0.38*

Least-square FIR 3.50 2.71–4.80 −2.84c 0.004 −0.38*

Butterworth 1st order IIR 3.65 2.84–4.81 −3.52c <0.001 −0.47*

Butterworth 2nd order IIR 3.54 2.77–4.79 −3.17c 0.001 −0.42*

Butterworth 3rd order IIR 3.50 2.73–4.78 −2.90c 0.003 −0.39*

1 Hz Hamming-windowed FIR 3.64 2.95–4.93 −3.82c <0.001 −0.51**

Least-square FIR 3.61 2.90–4.95 −3.60c <0.001 −0.48*

Butterworth 1st order IIR 3.85 3.10–4.82 −3.63c <0.001 −0.49*

Butterworth 2nd order IIR 3.73 2.95–4.87 −3.59c <0.001 −0.48*

Butterworth 3rd order IIR 3.62 2.93–4.91 −3.60c <0.001 −0.48*

2 Hz Hamming-windowed FIR 3.53 2.89–4.74 −2.16c 0.030 −0.29
Least-square FIR 3.53 2.89–4.72 −2.16c 0.029 −0.29
Butterworth 1st order IIR 3.94 3.31–4.79 −3.28c 0.001 −0.44*

Butterworth 2nd order IIR 4.16 3.22–4.89 −3.59c <0.001 −0.48*

Butterworth 3rd order IIR 3.87 2.89–4.73 −2.66c 0.006 −0.36*

5 Hz Hamming-windowed FIR 5.21 3.83–6.32 −4.08c <0.001 −0.55**

Least-square FIR 5.45 4.10–6.69 −4.30c <0.001 −0.58**

Butterworth 1st order IIR 3.10 2.70–3.84 −0.50b 0.63 −0.067
Butterworth 2nd order IIR 4.16 3.38–5.30 −2.93c 0.002 −0.39*

Butterworth 3rd order IIR 4.65 3.73–5.98 −3.83c <0.001 −0.51**

10 Hz Hamming-windowed FIR 2.66 2.15–3.66 −1.58b 0.12 −0.21
Least-square FIR 2.68 2.10–3.54 −1.59b 0.11 −0.21
Butterworth 1st order IIR 2.14 1.76–2.47 −3.17b 0.001 −0.42*

Butterworth 2nd order IIR 2.43 1.90–2.94 −2.44b 0.014 −0.33
Butterworth 3rd order IIR 2.63 1.89–3.12 −2.14b 0.032 −0.29
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* Medium effect (0.3 ≤ |r| < 0.5).

** Large effect (|r| ≥ 0.5).

he P50 amplitude in response to the second stimulus (S2 ampli-
ude) subtracted from the P50 amplitude in response to the first
timulus (S1 amplitude), i.e., (S1 amplitude)–(S2 amplitude).

.6. Statistical analyses

Statistical analyses for the variables S1 amplitude, S2 ampli-
ude, S2/S1 ratio, and S1–S2 difference were performed using IBM
PSS Statistics for Windows (Version 22.0, IBM Corp., Armonk, NY).
he assumption of normality for the differences in the variables
etween the filtered and unfiltered waveforms was not satisfied
or most of the filter settings, as assessed by the Shapiro–Wilk test
p < 0.05). Therefore, the non-parametric Wilcoxon signed-rank test
ith two-tailed exact significance was used to determine whether

here was a statistically significant difference in the median of the
ariables between the filtered and unfiltered waveforms; the test
as repeated for each filter setting. The level of significance was set
t  ̨ = 0.05. The effect sizes were calculated as the Z-score divided
y the square root of the total sample size (N = 56) and classified as
mall (|r| ≥ 0.10), medium (|r| ≥ 0.30), or large (|r| ≥ 0.50), according
o Cohen’s guidelines (Cohen, 1988).
tatistical significance (p < 0.05) indicated in bold.

3. Results

3.1. Filter responses

An example of the filter responses of the designed filters is
shown in Fig. 1; the impulse, step, and magnitude responses are
shown for high-pass filters with a 10-Hz cut-off (Fig. 1A–D) and
low-pass filters with a 90-Hz cut-off (Fig. 1E–H). The shown filter
responses refer to the final, two-pass filtering. The five different fil-
ter implementations resulted in notably deviant characteristics of
the filters, despite the identical cut-off frequency.

The impulse and step responses give an impression of the time-
domain distortions introduced by a filter (see also Rousselet, 2012;
Widmann et al., 2015; Widmann and Schröger, 2012). The impulse
response is the filter output in response to an impulse signal,
whereas the step response reflects the filter output given an abrupt
change in the input signal. As both impulse and step signals have
power across the whole frequency spectrum, they provide practi-
cal evidence of the filter-induced distortions in spectrally complex
or broadband signals, such as ERP waveforms (see also Widmann
et al., 2015).

As shown by the impulse and step responses, both high-pass

(Fig. 1A and B) and low-pass (Fig. 1E and F) filters cause tem-
poral smearing of the input signal (see also Widmann et al.,
2015). The step responses demonstrate the roughing effect of high-
pass filters (Fig. 1B) and the smoothing effect of low-pass filters
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Table  4
The effect of different high-pass filters on the P50 gating ratio (S2/S1 ratio), i.e., the ratio of the P50 amplitude in response to the second stimulus sound (S2) relative to
that  of the first stimulus sound (S1). The Wilcoxon signed-rank test with two-tailed exact significance was used to determine whether there was a statistically significant
difference in the median S2/S1 ratio between the high-pass filtered and unfiltered waveforms. The median, first and third quartiles (Q1–Q3), and test statistics are reported
for  the S2/S1 ratio as a function of filter type and high-pass cut-off frequency. In the unfiltered waveforms the S2/S1 ratio was given a median of 0.66 (Q1–Q3 0.43–0.89).

High-pass cut-off frequency Filter type S2/S1 ratio

Median Q1–Q3 Test statisticsa

Z-score p-value Effect size r

0.1 Hz Hamming-windowed FIR 0.65 0.42–0.89 −0.62c 0.55 −0.082
Least-square FIR 0.65 0.42–0.89 −0.48c 0.65 −0.064
Butterworth 1st order IIR 0.66 0.45–0.89 −1.89c 0.060 −0.25
Butterworth 2nd order IIR 0.65 0.42–0.90 −0.65c 0.53 −0.087
Butterworth 3rd order IIR 0.65 0.42–0.89 −0.59c 0.57 −0.079

0.5  Hz Hamming-windowed FIR 0.68 0.55–0.87 −1.80c 0.074 −0.24
Least-square FIR 0.67 0.54–0.88 −1.66c 0.10 −0.22
Butterworth 1st order IIR 0.70 0.57–0.90 −2.26c 0.023 −0.30*

Butterworth 2nd order IIR 0.71 0.55–0.89 −2.44c 0.014 −0.33*

Butterworth 3rd order IIR 0.68 0.54–0.87 −1.98c 0.048 −0.26

1  Hz Hamming-windowed FIR 0.76 0.60–1.03 −2.98c 0.002 −0.40*

Least-square FIR 0.74 0.58–1.01 −2.85c 0.003 −0.38*

Butterworth 1st order IIR 0.71 0.54–0.88 −0.62c 0.55 −0.082
Butterworth 2nd order IIR 0.74 0.58–0.99 −2.76c 0.005 −0.37*

Butterworth 3rd order IIR 0.75 0.59–1.01 −2.87c 0.003 −0.38*

2 Hz Hamming-windowed FIR 0.72 0.48–0.92 −1.28c 0.21 −0.17
Least-square FIR 0.72 0.48–0.92 −1.28c 0.21 −0.17
Butterworth 1st order IIR 0.74 0.50–0.82 −0.091b 0.94 −0.012
Butterworth 2nd order IIR 0.71 0.49–0.82 −0.52b 0.61 −0.070
Butterworth 3rd order IIR 0.68 0.45–0.84 −0.39b 0.71 −0.052

5  Hz Hamming-windowed FIR 0.62 0.54–0.75 −1.07b 0.29 −0.14
Least-square FIR 0.69 0.60–0.81 −0.30b 0.78 −0.040
Butterworth 1st order IIR 0.75 0.54–0.90 −0.64c 0.54 −0.085
Butterworth 2nd order IIR 0.74 0.58–0.84 −0.36c 0.73 −0.049
Butterworth 3rd order IIR 0.71 0.60–0.82 −0.36c 0.73 −0.049

10  Hz Hamming-windowed FIR 0.76 0.56–1.08 −1.62c 0.11 −0.22
Least-square FIR 0.78 0.57–1.10 −1.66c 0.10 −0.22
Butterworth 1st order IIR 0.79 0.60–0.96 −1.39c 0.17 −0.19
Butterworth 2nd order IIR 0.82 0.61–1.02 −1.44c 0.16 −0.19
Butterworth 3rd order IIR 0.82 0.59–1.06 −1.55c 0.13 −0.21
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ote: a Wilcoxon signed-rank test; b based on positive ranks; c based on negative ra
* medium effect (0.3 ≤ |r| < 0.5).

Fig. 1F; see also Widmann et al., 2015). The step responses of the
ow-pass windowed FIR and least-square FIR filters exhibit a sig-
ificant under/overshoot before and after the step (Fig. 1F); the
nder/overshoot is also apparent for the 2nd and 3rd order Butter-
orth filters but not for the 1st order Butterworth filter.

The magnitude response (along with the phase response)
escribes a filter in the frequency domain (see also Rousselet, 2012;
idmann et al., 2015; Widmann and Schröger, 2012). Due to the

mall values of stop-band ripple, stop-band attenuation is bet-
er assessed with the logarithmically scaled magnitude response
Fig. 1D and H) whereas pass-band ripple is better assessed with
he linearly scaled magnitude response (Fig. 1C and G; see also

idmann et al., 2015). The shifted cut-off frequencies, resulting
rom the two-pass filtering, are demonstrated in the magnitude
esponses (Fig. 1C, D, G, and H).

The magnitude responses of the least-square FIR filters show
xcessive pass-band ripple (Fig. 1C and G), including non-unity
C gain for the low-pass filter (Fig. 1G; correspondingly, the step

esponse never returns to one; Fig. 1F; see also Widmann et al.,
015; Widmann and Schröger, 2012). These effects are a result
f poor filter design: the filter order of the least-square FIR fil-
ers was defined independently of the transition-band width; the
esignated filter order is too low to approximate a rectangular mag-

itude response (see also Widmann et al., 2015). The pass-band
ipple of the windowed FIR filters is relatively small in amplitude
nd therefore not apparent in Fig. 1C and G. In turn, the Butterworth
lters have flat magnitude responses, both in the pass band and
tatistical significance (p < 0.05) indicated in bold.

stop band. The Hamming-windowed FIR filters have the steepest
roll-off (Fig. 1C, D, G, and H) and longest impulse response (Fig. 1A
and E), followed by least-square FIR, 3rd, 2nd, and 1st order Butter-
worth filters. Steeper roll-offs lead to larger sidelobes in the impulse
response (Fig. 1A and E) and increased ringing artifacts in the step
response (Fig. 1B and F; see also Rousselet, 2012; Widmann et al.,
2015).

3.2. Grand-averaged ERP waveforms

The effect of different high-pass filters on the grand-averaged
ERP waveforms elicited by S1 and S2 are shown in Figs. 2 and 3,
respectively. The unfiltered condition (indicated by the black line)
shows the grand-averaged waveforms with no high-pass filtering
applied and serves as a reference for the filter-induced distor-
tions. There was  virtually no difference between the unfiltered and
the 0.1-Hz high-pass filtered waveforms (Figs. 2 A and 3 A). Like-
wise, filtering with a 0.5-Hz cut-off only had a minor effect on
the shape of the waveform (Figs. 2 B and 3 B). As the cut-off fre-
quency was  set at 1 Hz and above, considerable distortions of the
waveform began to emerge: the higher the cut-off frequency, the
more the ERP waveform was altered. With cut-offs of 1–5 Hz (Figs.
2 C–E and 3 C–E), the low-frequency information from the large-

amplitude N100 component was  shifted into the latency range of
the mid-latency ERP components. As the spreading of a waveform
introduced by high-pass filters is of opposite polarity, the spreading
resulted in significantly increased amplitudes of the P50 compo-
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Fig. 1. An example of the filter responses of the designed zero-phase high-pass and low-pass filters. The impulse, step, and magnitude responses are shown for high-pass
filters  with a 10-Hz cut-off (panels A–D) and for low-pass filters with a 90-Hz cut-off (panels E–H). The shown responses apply to the final, two-pass filtering. The impulse
and  step responses describe a filter in the time domain, whereas the magnitude response (along with the phase response) describes a filter in the frequency domain. Filters
with  steeper roll-offs in their magnitude responses have longer impulse responses and increased ringing artifacts in the time domain.

Fig. 2. The effect of different high-pass filters on the grand-averaged ERP waveforms at Cz electrode site elicited by the first stimulus sound (S1). The filtering of the EEG
signals  was  repeated with a Hamming-windowed FIR, least-square FIR, and Butterworth (1st, 2nd, and 3rd order) IIR filters, prior to epoching or averaging. Each filter type
was  applied as a zero-phase high-pass filter having a cut-off at approximately 0.1 Hz (panel A), 0.5 Hz (panel B), 1 Hz (pane C), 2 Hz (panel D), 5 Hz (panel E), and 10 Hz (panel
F;  the cut-off frequencies refer to the half-amplitude (−6 dB) cut-off of the original, one-pass filter). The black line indicates grand-averaged waveforms with no high-pass
filtering applied, serving as a reference for the filter-induced distortions. As the cut-off frequency of the high-pass filters was  increased, the ERP waveform was distorted
more  severely.



S. Liljander et al. / Journal of Neuroscience Methods 266 (2016) 50–67 59

Table  5
The effect of different high-pass filters on the P50 gating difference (S1–S2 difference), i.e., the P50 amplitude in response to the second stimulus sound (S2) subtracted from
that  of the first stimulus sound (S1). The Wilcoxon signed-rank test with two-tailed exact significance was used to determine whether there was a statistically significant
difference in the median S1–S2 difference between the high-pass filtered and unfiltered waveforms. The median, first and third quartiles (Q1–Q3), and test statistics are
reported for the S1–S2 difference as a function of filter type and high-pass cut-off frequency. In the unfiltered waveforms the S1–S2 difference was given a median of 1.90 �V
(Q1–Q3  0.50–2.94 �V).

High-pass cut-off frequency Filter type S1–S2 difference

Median (�V) Q1–Q3 (�V) Test statisticsa

Z-score p-value Effect size r

0.1 Hz Hamming-windowed FIR 1.89 0.51–2.96 −0.68c 0.51 −0.090
Least-square FIR 1.88 0.51–2.96 −0.65c 0.52 −0.087
Butterworth 1st order IIR 1.84 0.51–2.95 −0.39b 0.71 −0.052
Butterworth 2nd order IIR 1.89 0.50–2.95 −0.64c 0.54 −0.085
Butterworth 3rd order IIR 1.89 0.51–2.96 −0.89c 0.38 −0.12

0.5  Hz Hamming-windowed FIR 1.62 0.61–2.91 −0.068b 0.95 −0.009
Least-square FIR 1.59 0.59–2.95 −0.31c 0.77 −0.041
Butterworth 1st order IIR 1.56 0.59–2.73 −0.036c 0.98 −0.005
Butterworth 2nd order IIR 1.60 0.55–2.90 −0.82b 0.42 −0.11
Butterworth 3rd order IIR 1.61 0.57–2.92 −0.19b 0.85 −0.026

1  Hz Hamming-windowed FIR 1.00 −0.20–2.79 −2.35b 0.018 −0.31*

Least-square FIR 1.08 −0.08–2.88 −1.90b 0.058 −0.25
Butterworth 1st order IIR 1.69 0.66–3.31 −1.18c 0.24 −0.16
Butterworth 2nd order IIR 1.22 0.06–2.93 −1.36b 0.18 −0.18
Butterworth 3rd order IIR 1.06 −0.09–2.85 −1.94b 0.053 −0.26

2  Hz Hamming-windowed FIR 1.67 0.40–3.20 −0.82c 0.42 −0.11
Least-square FIR 1.66 0.39–3.21 −0.79c 0.44 −0.11
Butterworth 1st order IIR 1.79 0.98–3.53 −2.29c 0.021 −0.31*

Butterworth 2nd order IIR 2.03 1.05–3.92 −2.78c 0.004 −0.37*

Butterworth 3rd order IIR 2.05 0.93–3.74 −2.59c 0.008 −0.35*

5 Hz Hamming-windowed FIR 3.23 1.73–4.90 −3.62c < 0.001 −0.48*

Least-square FIR 2.63 1.27–4.48 −3.37c < 0.001 −0.45*

Butterworth 1st order IIR 1.08 0.45–2.53 −0.54b 0.60 −0.071
Butterworth 2nd order IIR 1.74 0.79–3.26 −1.66c 0.10 −0.22
Butterworth 3rd order IIR 2.06 0.90–3.78 −2.38c 0.016 −0.32*

10 Hz Hamming-windowed FIR 1.01 −0.25–2.05 −1.34b 0.18 −0.18
Least-square FIR 1.02 −0.32–1.98 −1.50b 0.14 −0.20
Butterworth 1st order IIR 0.51 0.12–1.51 −2.44b 0.013 −0.33*

Butterworth 2nd order IIR 0.59 −0.09–1.74 −2.16b 0.030 −0.29
Butterworth 3rd order IIR 0.68 −0.26–1.73 −1.91b 0.056 −0.26
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* Medium effect (0.3 ≤ |r| < 0.5).

ent. High-pass filtering with a 10-Hz cut-off did not increase the
mplitude of the P50 component (Figs. 2 F and 3 F); in fact, the
mplitudes of the mid-latency components were even decreased
ompared to the unfiltered waveform. Instead of increased ampli-
udes the 10-Hz cut-off introduced substantial oscillations into the
aveform with a frequency near the cut-off frequency. This oscil-

ating effect of filters may  already be recognized with the 5-Hz
ut-off (Figs. 2 E and 3 E).

The effect of different low-pass filters on the grand-averaged
RP waveforms elicited by S1 and S2 are shown in Figs. 4 and 5,
espectively. Attenuating high-frequency noise with low-pass
lters resulted in smoothened ERP waveforms, reduced peak ampli-
udes, and spreading of the onset and offset. The lower the cut-off
requency, the more severely the ERP waveform was  altered. How-
ver, this was not the case for the least-square FIR filter for which
he distortion of the waveform shape was even more severe with
igher cut-offs; albeit the distortion caused by higher cut-offs was
ore significant on the N100 component than on the mid-latency

omponents. Filtering with a cut-off at 60 Hz and below (Figs. 4
–C and 5 A–C) led to earlier onsets and later offsets with each fil-

er type, whereas with cut-offs at 70 Hz and above (Figs. 4 D–F and
 D–F) the temporal spreading was mild, apart from the 1st order

utterworth filter. Accordingly, the reduction in the P50 amplitude
as relatively modest with cut-offs at 70 Hz and above, apart from

he 1st order Butterworth filter; the minimum attenuation was
bserved for the windowed FIR filter (as was already seen in the
tatistical significance (p < 0.05) indicated in bold.

impulse responses in Fig. 1E). Filtering with the 1st order Butter-
worth filter resulted in maximum attenuation and notably reduced
P50 amplitude at each cut-off frequency.

3.3. The statistical effects of high-pass filtering

Results from the Wilcoxon signed-rank test concerning the
effects of high-pass filtering are presented in Tables 2–5. Com-
pared to the unfiltered waveforms, the Wilcoxon signed-rank test
indicated no statistically significant differences in the median S1
amplitude (Table 2), S2 amplitude (Table 3), S2/S1 ratio (Table 4),
or S1–S2 difference (Table 5) when high-pass filters with a 0.1-Hz
cut-off were applied.

With a 0.5-Hz cut-off, the median S1 was  significantly increased
for all filter types apart from the 2nd order Butterworth (Table 2);
the median S2 was  significantly increased for each filter (Table 3).
The median S2/S1 ratio was significantly larger for the Butterworth
filters (Table 4), whereas the S1–S2 differences indicated no signif-
icant effects (Table 5).

When filtered with a 1-Hz high-pass cut-off, the S1 amplitudes
were significantly larger only for the 1st order Butterworth filter

(Table 2) while the S2 amplitudes showed a significant increase for
each filter (Table 3). The 1-Hz cut-off resulted in significantly larger
S2/S1 ratios for the FIR and 2nd and 3rd order Butterworth filters
(Table 4), but the S1–S2 differences showed a significant change
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Fig. 3. The effect of different high-pass filters on the grand-averaged ERP waveforms at Cz electrode site elicited by the second stimulus sound (S2). The filtering of the EEG
signals  was  repeated with a Hamming-windowed FIR, least-square FIR, and Butterworth (1st, 2nd, and 3rd order) IIR filters, prior to epoching or averaging. Each filter type
was  applied as a zero-phase high-pass filter having a cut-off at approximately 0.1 Hz (panel A), 0.5 Hz (panel B), 1 Hz (panel C), 2 Hz (panel D), 5 Hz (panel E), and 10 Hz (panel
F;  the cut-off frequencies refer to the half-amplitude (−6 dB) cut-off of the original, one-pass filter). The black line indicates grand-averaged waveforms with no high-pass
filtering applied, serving as a reference for the filter-induced distortions. As the cut-off frequency of the high-pass filters was  increased, the ERP waveform was distorted
more  severely.

Fig. 4. The effect of different low-pass filters on the grand-averaged ERP waveforms at Cz electrode site elicited by the first stimulus sound (S1). The filtering of the EEG signals
was  repeated with a Hamming-windowed FIR, least-square FIR, and Butterworth (1st, 2nd, and 3rd order) IIR filters, prior to epoching or averaging. Each filter type was
applied as a zero-phase low-pass filter having a cut-off at approximately 40 Hz (panel A), 50 Hz (panel B), 60 Hz (panel C), 70 Hz (panel D), 80 Hz (panel E), and 90 Hz (panel
F l, one-
fi ing hi
r off fre

o
(

;  the cut-off frequencies refer to the half-amplitude (−6 dB) cut-off of the origina
ltering applied, serving as a reference for the filter-induced distortions. Attenuat
educed  peak amplitudes, and spreading of the onset and offset. The lower the cut-
nly for the windowed FIR filter with reduced S1–S2 differences
Table 5).
pass filter). The black line indicates grand-averaged waveforms with no low-pass
gh-frequency noise with low-pass filters resulted in smoothened ERP waveforms,
quency, the more the peak amplitudes were reduced.
A high-pass cut-off at 2 Hz produced significantly larger S1
amplitudes for each Butterworth filter (Table 2) while the S2 ampli-
tudes were significantly larger for each filter type (Table 3). The
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Table  6
The effect of different low-pass filters on the P50 amplitude (S1 amplitude) in response to the first stimulus sound (S1). The Wilcoxon signed-rank test with two-tailed
exact  significance was  used to determine whether there was a statistically significant difference in the median S1 amplitude between the low-pass filtered and unfiltered
waveforms. The median, first and third quartiles (Q1–Q3), and test statistics are reported for the S1 amplitude as a function of filter type and low-pass cut-off frequency. In
the  unfiltered waveforms the S1 amplitude was  given a median of 4.63 �V (Q1–Q3 3.43–6.22 �V).

Low-pass cut-off frequency Filter type S1 amplitude

Median (�V) Q1–Q3 (�V) Test statisticsa

Z-score p-value Effect size r

40 Hz Hamming-windowed FIR 3.57 2.37–5.32 −4.60b <0.001 −0.61**

Least-square FIR 3.11 2.06–4.97 −4.62b <0.001 −0.62**

Butterworth 1st order IIR 2.45 1.26–4.03 −4.62b <0.001 −0.62**

Butterworth 2nd order IIR 3.10 2.15–5.14 −4.60b <0.001 −0.61**

Butterworth 3rd order IIR 3.25 2.31–5.32 −4.60b <0.001 −0.61**

50 Hz Hamming-windowed FIR 3.67 2.69–5.54 −4.49b <0.001 −0.60**

Least-square FIR 3.35 2.23–5.18 −4.62b <0.001 −0.62**

Butterworth 1st order IIR 2.77 1.60–4.45 −4.62b <0.001 −0.62**

Butterworth 2nd order IIR 3.42 2.34–5.27 −4.60b <0.001 −0.61**

Butterworth 3rd order IIR 3.58 2.50–5.34 −4.60b <0.001 −0.61**

60 Hz Hamming-windowed FIR 3.78 2.74–5.59 −4.40b <0.001 −0.59**

Least-square FIR 3.55 2.39–5.45 −4.48b <0.001 −0.60**

Butterworth 1st order IIR 3.03 1.85–4.78 −4.62b <0.001 −0.62**

Butterworth 2nd order IIR 3.56 2.54–5.32 −4.62b <0.001 −0.62**

Butterworth 3rd order IIR 3.62 2.68–5.42 −4.62b <0.001 −0.62**

70 Hz Hamming-windowed FIR 3.73 3.02–5.80 −4.13b <0.001 −0.55**

Least-square FIR 3.71 2.62–5.65 −4.31b <0.001 −0.58**

Butterworth 1st order IIR 3.20 2.06–4.94 −4.62b <0.001 −0.62**

Butterworth 2nd order IIR 3.60 2.69–5.41 −4.62b <0.001 −0.62**

Butterworth 3rd order IIR 3.66 2.76–5.51 −4.62b <0.001 −0.62**

80 Hz Hamming-windowed FIR 3.69 3.21–5.68 −3.53b <0.001 −0.47*

Least-square FIR 3.74 2.81–5.79 −3.96b <0.001 −0.53**

Butterworth 1st order IIR 3.31 2.25–5.06 −4.62b <0.001 −0.62**

Butterworth 2nd order IIR 3.64 2.79–5.49 −4.62b <0.001 −0.62**

Butterworth 3rd order IIR 3.68 2.91–5.57 −4.54b <0.001 −0.61**

90 Hz Hamming-windowed FIR 3.69 3.18–5.83 −3.55b <0.001 −0.47*

Least-square FIR 3.72 3.01–5.89 −3.60b <0.001 −0.48*

Butterworth 1st order IIR 3.38 2.42–5.15 −4.62b <0.001 −0.62**

Butterworth 2nd order IIR 3.65 2.90–5.54 −4.62b <0.001 −0.62**

Butterworth 3rd order IIR 3.68 3.10–5.68 −4.47b <0.001 −0.60**
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* Medium effect (0.3 ≤ |r| < 0.5).

** Large effect (|r| ≥ 0.5).

-Hz cut-off did not introduce significant changes in the median
2/S1 ratio (Table 4), but the median S1–S2 difference was  again
arger for each Butterworth filter (Table 5).

Filtering with a 5-Hz cut-off resulted in a significant increase
n the median S1 (Table 2) and S2 amplitude (Table 3), except for
he 1st order Butterworth filter. However, the 5-Hz cut-off intro-
uced no significant median changes in the S2/S1 ratio (Table 4).
he S1–S2 differences were significantly increased for the FIR and
rd order Butterworth filters (Table 5).

The median S1-amplitude was significantly smaller when high-
ass filtered with a 10-Hz cut-off for each filter type (Table 2)
hereas the median S2-amplitude was significantly smaller only
hen Butterworth filters were applied (Table 3). The 10-Hz cut-off

evealed no significant changes in the S2/S1 ratios (Table 4), and
he S1–S2 differences were significantly reduced only for the 1st
nd 2nd order Butterworth filters (Table 5).

.4. The statistical effects of low-pass filtering

Results from the Wilcoxon signed-rank test concerning the
ffects of low-pass filtering are presented in Tables 6–9. Compared
o the unfiltered waveforms, the Wilcoxon signed-rank test indi-

ated a statistically significant decrease in the median S1 amplitude
Table 6) and S2 amplitude (Table 7) for each filter type and cut-off
requency. However, the significant differences in the median S2/S1
atio and S1–S2 difference were fewer. The median S2/S1 ratio
.05) indicated in bold.

(Table 8) was  significantly decreased when a Hamming-windowed
FIR filter with a 60-Hz cut-off was applied. In addition, the S2/S1
ratios were significantly smaller for the 3rd order Butterworth filter
with cut-offs at 70, 80, and 90 Hz, as well as the 2nd order But-
terworth filter with cut-offs at 80 and 90 Hz. Filtering with the 1st
order Butterworth filter resulted in significantly reduced S1–S2 dif-
ferences (Table 9) at each cut-off frequency. Significantly smaller
S1–S2 differences were also observed for the least-square FIR and
2nd order Butterworth filters with a 40-Hz cutoff.

3.5. Filtering a simulated ERP waveform

As the changes in the scalp-recorded voltage that give rise to
the ERP waveform reflect the summation of spatially and tempo-
rally overlapping postsynaptic potentials, the true waveform for
a single component is not known in real recordings. Therefore,
the experimental data were supplemented with a simulated wave-
form comprising the artificial components P50, N100, and P200
(Fig. 6). The simulated ERP waveform was generated from the sum
of three Gaussians (embedded in zero values to avoid edge arti-

facts): f (t|�, �) = �3
i=1Aie

−(t−�i)
2/2�2

i , where A1 = 3 �V, �1 = 0.05 s,

�1 = 0.01 s; A2 = −10 �V, �2 = 0.1 s, �2 = 0.025 s; A3 = 5 �V, �3 = 0.2 s,
�3 = 0.03 s. The simulated ERP waveform was  high-pass filtered
with zero-phase Hamming-windowed sinc FIR filters having cut-
offs at approximately 0.1 Hz, 0.5 Hz, 1 Hz, 2 Hz, 5 Hz, and 10 Hz.



62 S. Liljander et al. / Journal of Neuroscience Methods 266 (2016) 50–67

Table 7
The effect of different low-pass filters on the P50 amplitude (S2 amplitude) in response to the second stimulus sound (S2). The Wilcoxon signed-rank test with two-tailed
exact  significance was used to determine whether there was a statistically significant difference in the median S2 amplitude between the low-pass filtered and unfiltered
waveforms. The median, first and third quartiles (Q1–Q3), and test statistics are reported for the S2 amplitude as a function of filter type and low-pass cut-off frequency. In
the  unfiltered waveforms the S2 amplitude was  given a median of 3.46 �V (Q1–Q3 2.52–4.46 �V).

Low-pass cut-off frequency Filter type S2 amplitude

Median (�V) Q1–Q3 (�V) Test statisticsa

Z-score p-value Effect size r

40 Hz Hamming-windowed FIR 2.63 1.54–3.73 −4.62b <0.001 −0.62**

Least-square FIR 2.22 1.32–3.47 −4.62b <0.001 −0.62**

Butterworth 1st order IIR 1.67 0.83–2.62 −4.62b <0.001 −0.62**

Butterworth 2nd order IIR 2.26 1.36–3.39 −4.62b <0.001 −0.62**

Butterworth 3rd order IIR 2.32 1.45–3.58 −4.62b <0.001 −0.62**

50 Hz Hamming-windowed FIR 2.67 1.88–4.01 −4.62b <0.001 −0.62**

Least-square FIR 2.48 1.58–3.72 −4.62b <0.001 −0.62**

Butterworth 1st order IIR 1.84 1.12–2.96 −4.62b <0.001 −0.62**

Butterworth 2nd order IIR 2.34 1.57–3.63 −4.62b <0.001 −0.62**

Butterworth 3rd order IIR 2.48 1.68–3.78 −4.62b <0.001 −0.62**

60 Hz Hamming-windowed FIR 2.73 1.97–4.42 −4.30b <0.001 −0.58**

Least-square FIR 2.53 1.85–4.17 −4.60b <0.001 −0.61**

Butterworth 1st order IIR 2.02 1.32–3.20 −4.62b <0.001 −0.62**

Butterworth 2nd order IIR 2.45 1.72–3.81 −4.62b <0.001 −0.62**

Butterworth 3rd order IIR 2.47 1.79–4.00 −4.62b <0.001 −0.62**

70 Hz Hamming-windowed FIR 2.69 2.00–4.37 −4.16b <0.001 −0.56**

Least-square FIR 2.67 2.01–4.37 −4.44b <0.001 −0.59**

Butterworth 1st order IIR 2.16 1.50–3.38 −4.62b <0.001 −0.62**

Butterworth 2nd order IIR 2.53 1.81–3.98 −4.62b <0.001 −0.62**

Butterworth 3rd order IIR 2.48 1.89–4.18 −4.62b <0.001 −0.62**

80 Hz Hamming-windowed FIR 2.87 1.93–4.37 −4.33b <0.001 −0.58**

Least-square FIR 2.74 2.04–4.40 −4.36b <0.001 −0.58**

Butterworth 1st order IIR 2.28 1.63–3.52 −4.62b <0.001 −0.62**

Butterworth 2nd order IIR 2.62 1.91–4.09 −4.62b <0.001 −0.62**

Butterworth 3rd order IIR 2.73 1.99–4.26 −4.60b <0.001 −0.61**

90 Hz Hamming-windowed FIR 3.04 2.13–4.33 −4.12b <0.001 −0.55**

Least-square FIR 2.94 2.03–4.39 −4.33b <0.001 −0.58**

Butterworth 1st order IIR 2.37 1.72–3.63 −4.62b <0.001 −0.62**

Butterworth 2nd order IIR 2.73 1.98–4.16 −4.62b <0.001 −0.62**

Butterworth 3rd order IIR 2.81 2.05–4.28 −4.56b <0.001 −0.61**

N  (p < 0
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ote: a Wilcoxon signed-rank test; b based on positive ranks; statistical significance
** Large effect (|r| ≥ 0.5).

The distortions in the simulated ERP waveform introduced by
igh-pass filtering were similar as in the grand-averaged ERP wave-

orms. There was virtually no difference between the unfiltered
nd the 0.1-Hz high-pass filtered waveform, and the waveform
istortion was mild when filtered with a 0.5-Hz cut-off. As the
ut-off frequency was set at 1–5 Hz, the low-frequency informa-
ion from the large-amplitude N100 component was shifted into
he latency range of the P50 component with positive polarity:
he higher the cut-off frequency, the more the P50 amplitude was
ncreased. High-pass filtering with a 10-Hz cut-off did not augment
he P50 amplitude but instead introduced substantial oscillations;
scillations were also present with the 5-Hz cut-off.

. Discussion

The present study confirms that filtering has a significant impact
n the amplitude and gating measures of the P50 component;
pplication of improper filter parameters results in substantial dis-
ortions of the ERP waveform, possibly leading to completely false
onclusions. Differences in the used filter settings, along with other
ethodological differences, make it difficult to compare results

cross studies and to evaluate the true existence of auditory sensory

ating deficit in Alzheimer’s disease.

The majority of studies on sensory gating report using a high-
ass filter with a 10-Hz cut-off to measure P50 suppression.
iterature does not, however, provide justified arguments in favor
.05) indicated in bold.

of applying such a relatively high cut-off, other than the objective of
removing the influence of the N100 and P200 components. Indeed,
according to the results of the present study, increasing the high-
pass cut-off frequency markedly augments the P50 component.
The grand-averaged ERP waveforms demonstrated how setting the
cut-off frequency at 0.5 Hz and above began to increase the P50
amplitude, in response to both S1 (Fig. 2) and S2 (Fig. 3). How-
ever, this seemed to be a consequence of a filter-induced distortion
shifting the low-frequency information from the large-amplitude,
later components into the latency range of the P50. Increasing
the cut-off frequency to 10 Hz no longer increased the P50 ampli-
tude but instead introduced artificial oscillations. In fact, the 10-Hz
cut-off resulted in statistically significant decrease in the S1 ampli-
tude for each filter type (Table 2), although the S2 amplitude was
significantly decreased only for Butterworth filters (Table 3). The
oscillating effect of the filters was  already visible when filtered with
a 5-Hz cut-off (Fig. 2 and Fig. 3). The distortions in the simulated ERP
waveform introduced by high-pass filtering (Fig. 6) were consistent
with the distortions in the grand-averaged ERP waveforms.

Despite the numerous significant changes in the S1 (Table 2) and
S2 amplitudes (Table 3), only a few high-pass filter settings resulted
in significantly changed S2/S1 ratios (Table 4) or S1–S2 differences
(Table 5). Therefore, it may  be concluded that the change in both the

S1 and S2 amplitude was of similar magnitude for most high-pass
filters and thereby cancelled out in the S2/S1 ratio and S1–S2 dif-
ference (see also Freedman et al., 1998). However, recent literature
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Table  8
The effect of different low-pass filters on the P50 gating ratio (S2/S1 ratio), i.e., the ratio of the P50 amplitude in response to the second stimulus sound (S2) relative to that of
the  first stimulus sound (S1). The Wilcoxon signed-rank test with two-tailed exact significance was used to determine whether there was a statistically significant difference
in  the median S2/S1 ratio between the low-pass filtered and unfiltered waveforms. The median, first and third quartiles (Q1–Q3), and test statistics are reported for the S2/S1
ratio  as a function of filter type and low-pass cut-off frequency. In the unfiltered waveforms the S2/S1 ratio was given a median of 0.66 (Q1–Q3 0.43–0.89).

Low-pass cut-off frequency Filter type S2/S1 ratio

Median Q1–Q3 Test statisticsa

Z-score p-value Effect size r

40 Hz Hamming-windowed FIR 0.63 0.39–0.99 −1.89b 0.060 −0.25
Least-square FIR 0.59 0.28–1.00 −1.41b 0.16 −0.19
Butterworth 1st order IIR 0.68 0.28–1.02 −1.53b 0.13 −0.20
Butterworth 2nd order IIR 0.63 0.39–1.04 −1.09b 0.28 −0.15
Butterworth 3rd order IIR 0.62 0.37–0.99 −1.82b 0.070 −0.24

50  Hz Hamming-windowed FIR 0.66 0.39–0.96 −1.66b 0.10 −0.22
Least-square FIR 0.67 0.34–0.95 −1.71b 0.090 −0.23
Butterworth 1st order IIR 0.67 0.36–1.01 −1.23b 0.23 −0.16
Butterworth 2nd order IIR 0.62 0.37–0.97 −1.73b 0.086 −0.23
Butterworth 3rd order IIR 0.62 0.37–0.99 −1.78b 0.077 −0.24

60  Hz Hamming-windowed FIR 0.65 0.38–0.98 −2.00b 0.045 −0.27
Least-square FIR 0.66 0.34–0.96 −1.44b 0.16 −0.19
Butterworth 1st order IIR 0.67 0.36–1.01 −1.09b 0.28 −0.15
Butterworth 2nd order IIR 0.63 0.36–0.97 −1.75b 0.081 −0.23
Butterworth 3rd order IIR 0.64 0.37–0.98 −1.96b 0.050 −0.26

70  Hz Hamming-windowed FIR 0.66 0.40–0.94 −1.73b 0.086 −0.23
Least-square FIR 0.69 0.36–0.95 −1.94b 0.053 −0.26
Butterworth 1st order IIR 0.69 0.35–1.01 −1.03b 0.32 −0.14
Butterworth 2nd order IIR 0.64 0.37–0.96 −1.80b 0.074 −0.24
Butterworth 3rd order IIR 0.66 0.38–0.96 −2.00b 0.045 −0.27

80  Hz Hamming-windowed FIR 0.65 0.42–0.92 −1.80b 0.074 −0.24
Least-square FIR 0.68 0.40–0.92 −1.94b 0.053 −0.26
Butterworth 1st order IIR 0.66 0.34–0.95 −1.66b 0.10 −0.22
Butterworth 2nd order IIR 0.66 0.38–0.95 −2.03b 0.043 −0.27
Butterworth 3rd order IIR 0.66 0.39–0.94 −2.14b 0.032 −0.29

90  Hz Hamming-windowed FIR 0.67 0.41–0.91 −1.21b 0.24 −0.16
Least-square FIR 0.66 0.42–0.91 −1.89b 0.060 −0.25
Butterworth 1st order IIR 0.66 0.34–0.95 −1.78b 0.077 −0.24
Butterworth 2nd order IIR 0.66 0.39–0.93 −2.35b 0.018 −0.31*

Butterworth 3rd order IIR 0.66 0.40–0.92 −2.30b 0.020 −0.31*

N  (p < 0
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ote: a Wilcoxon signed-rank test; b based on positive ranks; statistical significance
* Medium effect (0.3 ≤ |r| < 0.5).

as proposed that rather than the S2/S1 ratio or S1–S2 difference,
he S1 and S2 amplitudes should be assessed in terms of sensory
ating (Toyomaki et al., 2015).

The only high-pass cut-off frequency that did not introduce
ignificant changes in any of the variables, i.e., the S1 amplitude
Table 2), S2 amplitude (Table 3), S2/S1 ratio (Table 4), or S1–S2
ifference (Table 5), was  0.1 Hz, regardless of the filter type. Based
n these findings, high-pass filters with cut-offs at 0.1 Hz may  be
ecommended for the optimal balance between noise reduction
nd distortion of the P50 component. The authors advise against
sing the traditional 10-Hz cut-off due to the substantial distortions

t appears to introduce. As clearly demonstrated in Fig. 6, high-
ass filtering with a 10-Hz cut-off resulted in prominent artificial
scillations in the simulated ERP waveform: the high-pass filtered
aveform may  even be thought to closely resemble a pure sinu-

oid with a frequency near the cut-off frequency. These kinds of
rtificial oscillations could create the appearance of spurious oscil-
atory activity in an experimental effect that was not present in the
riginal waveform (see also Luck, 2014; Yeung et al., 2007).

Auditory sensory gating is a multistage operation indexed by
he suppression of the P50, N100, and P200 responses to repeated
uditory stimuli (Boutros et al., 2004). The P50, N100, and P200
omponents are considered to reflect different phases of informa-

ion processing: pre-attentive (P50), early attentive (N100), and
ater attentive (P200). As setting the high-pass filter cut-off at
.5 Hz and above resulted in markedly decreased N100 ampli-
udes accompanied with a substantial but artificial increase in
.05) indicated in bold.

the P50 amplitudes, inappropriate high-pass filters might lead
researchers to draw bogus conclusions on which cognitive pro-
cesses were engaged within a given experimental manipulation:
excessive high-pass filtering makes it presumptuous to conclude
whether the given experimental manipulation affected the P50,
N100, or both. It should also be accounted for that the artificial
effects introduced by severe high-pass filtering may manifest them-
selves unequally on different subject groups. Slowing down of the
EEG rhythms is characteristic of Alzheimer’s disease: the power
in the lower frequencies, i.e., delta (< 4 Hz) and theta (4–8 Hz),
is increased, and the power in the higher frequencies, i.e., alpha
(8–13 Hz) and beta (13–30 Hz), is decreased (Jeong, 2004). As the
present study proposes that the augmentation of the P50 com-
ponent introduced by high-pass filtering is a consequence of a
filter-induced distortion shifting the low-frequency information
from the N100 component into the latency range of the P50, the
distortion of the P50 might be less severe (or at least different) in
healthy elderly subjects with less power in the lower frequencies,
particularly in the theta band; theta has been suggested to mostly
contribute to the N100 response (Brockhaus-Dumke et al., 2008).
These differences in the frequency content might lead to incorrect
results when comparing the amplitude and gating measures of the
P50 between healthy elderly and patients with Alzheimer’s disease.
The low-pass filtered grand-averaged waveforms demonstrated
how attenuating high-frequency noise results in smoothened ERP
waveforms, reduced peak amplitudes, and spreading of the onset
and offset times (Figs. 4 and 5). Apart from the 1st order Butter-



64 S. Liljander et al. / Journal of Neuroscience Methods 266 (2016) 50–67

Table 9
The effect of different low-pass filters on the P50 gating difference (S1–S2 difference), i.e., the P50 amplitude in response to the second stimulus sound (S2) subtracted from
that  of the first stimulus sound (S1). The Wilcoxon signed-rank test with two-tailed exact significance was  used to determine whether there was a statistically significant
difference in the median S1–S2 difference between the low-pass filtered and unfiltered waveforms. The median, first and third quartiles (Q1–Q3), and test statistics are
reported for the S1–S2 difference as a function of filter type and low-pass cut-off frequency. In the unfiltered waveforms the S1–S2 difference was given a median of 1.90 �V
(Q1–Q3  0.50–2.94 �V).

Low-pass cut-off frequency Filter type S1–S2 difference

Median (�V) Q1–Q3 (�V) Test statisticsa

Z-score p-value Effect size r

40 Hz Hamming-windowed FIR 1.36 0.02–2.41 −1.72b 0.087 −0.23
Least-square FIR 1.20 0.01–2.34 −2.59b 0.008 −0.35*

Butterworth 1st order IIR 0.78 0.02–1.85 −2.93b 0.002 −0.39*

Butterworth 2nd order IIR 1.08 0.12–2.45 −2.02b 0.043 −0.27
Butterworth 3rd order IIR 1.13 0.04–2.55 −1.92b 0.054 −0.26

50  Hz Hamming-windowed FIR 1.27 0.13–2.59 −0.50b 0.63 −0.067
Least-square FIR 1.15 0.18–2.44 −1.36b 0.18 −0.18
Butterworth 1st order IIR 0.83 0.07–1.93 −2.81b 0.004 −0.38*

Butterworth 2nd order IIR 1.06 0.09–2.58 −1.75b 0.080 −0.23
Butterworth 3rd order IIR 1.10 0.05–2.61 −1.64b 0.10 −0.22

60  Hz Hamming-windowed FIR 1.29 0.05–2.68 −0.36b 0.72 −0.049
Least-square FIR 1.23 0.11–2.52 −0.52b 0.61 −0.070
Butterworth 1st order IIR 0.86 0.11–1.99 −2.63b 0.007 −0.35*

Butterworth 2nd order IIR 1.05 0.10–2.57 −1.51b 0.13 −0.20
Butterworth 3rd order IIR 1.17 0.08–2.62 −0.91b 0.37 −0.12

70  Hz Hamming-windowed FIR 1.59 0.25–2.98 −0.15b 0.89 −0.020
Least-square FIR 1.40 0.17–2.76 −0.15b 0.89 −0.020
Butterworth 1st order IIR 0.92 0.14–2.10 −2.51b 0.011 −0.33*

Butterworth 2nd order IIR 1.12 0.16–2.63 −1.06b 0.30 −0.14
Butterworth 3rd order IIR 1.28 0.16–2.74 −0.42b 0.68 −0.056

80  Hz Hamming-windowed FIR 1.58 0.36–2.86 −0.32c 0.76 −0.043
Least-square FIR 1.34 0.36–2.98 −0.34c 0.75 −0.045
Butterworth 1st order IIR 0.97 0.17–2.19 −2.61b 0.008 −0.35*

Butterworth 2nd order IIR 1.31 0.23–2.69 −0.88b 0.39 −0.12
Butterworth 3rd order IIR 1.50 0.24–2.84 −0.19b 0.85 −0.026

90  Hz Hamming-windowed FIR 1.46 0.38–2.90 −0.25c 0.81 −0.034
Least-square FIR 1.43 0.40–3.03 −0.38c 0.72 −0.050
Butterworth 1st order IIR 1.04 0.19–2.45 −2.33b 0.018 −0.31*

Butterworth 2nd order IIR 1.48 0.28–2.75 −0.51b 0.62 −0.068
Butterworth 3rd order IIR 1.67 0.33–2.93 −0.060b 0.96 −0.008
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* Medium effect (0.3 ≤ |r| < 0.5).

orth filter, filtering with cut-offs at 70 Hz and above yielded only
ild temporal smearing of the grand-averaged waveforms, accom-

anied with a modest P50 amplitude decrease. However, statistical
ests indicated a significant decrease in the S1 (Table 6) and S2
mplitudes (Table 7) for each cut-off frequency and filter type.
gain, the effect appeared to be of similar magnitude for both the S1
nd S2 amplitude as statistically significant decreases in the median
2/S1 ratio (Table 8) and S1–S2 difference (Table 9) were fewer.

When evaluating the practical importance of the statistical sig-
ificances in the S1 and S2 amplitudes, the purpose of low-pass
ltering needs to be taken into account: low-pass filters are applied
o eliminate high-frequency noise in the acquired EEG signals, thus
esulting in altered ERP waveforms. If the filter did not introduce
ny changes into the signal, there would be no need for the filter
see also Widmann et al., 2015). When the P50 component is to be
nvestigated, it is crucial to find the optimal low-pass cut-off fre-
uency: the cut-off frequency should not be set too low in order for
he high-frequency gamma activity to pass the filter; on the other
and, a cut-off frequency higher than necessary makes it harder to
ccurately interpret the waveforms. Results of this study suggest
hat a low-pass cut-off at 90 Hz or even above would be an optimal
hoice for analyses of the P50 component.
A least-square FIR filter has been the default FIR filter in EEGLAB
oolbox (Delorme and Makeig, 2004) until the EEGLAB version
1.0.1.0b, and thus widely used in earlier ERP studies. It has, how-
ver, been stated since that using least-square FIR filters in ERP
tatistical significance (p < 0.05) indicated in bold.

analyses is no longer recommended (see Widmann and Schröger,
2012; Widmann et al., 2015). As the present study pursued to pro-
vide evidence on the validity of previous sensory gating studies,
least-square FIR filters were included in the analyses. Indeed, the
present study confirmed the excessive ringing artifacts, substantial
pass-band ripple, as well as non-unity DC gain introduced by least-
square FIR filters (Fig. 1). However, the high-pass least-square FIR
filters did not introduce any more statistically significant changes
(Tables 2–5) or distortions of the waveform shape (Figs. 2 and 3)
than what was  introduced by windowed FIR filters; this applied
also to the amount of statistically significant changes introduced
by low-pass FIR filters (Tables 6–9). However, low-pass filtering
with least-square FIR filters resulted in substantial distortions of
the grand-averaged waveform (Figs. 4 and 5), although the distor-
tions were more prominent on the N100 component than on the
mid-latency components. Based on these results, the authors agree
on avoiding the application of least-square FIR filters in ERP studies.

The authors would recommend using windowed sinc FIR filters
in the analyses of the P50 component. With the windowing method,
the stop-band attenuation and pass-band ripple of the filter can be
precisely controlled by selection of a suitable window type (see,
e.g., Mitra, 2011). In addition, the order of the windowed sinc FIR

filter can be estimated to meet the desired transition-band width.
However, if the recommended high-pass cut-off frequency of 0.1 Hz
is applied, there are no arguments against using a high-pass Butter-
worth filter instead: neither the 1st, 2nd, nor 3rd order Butterworth
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Fig. 5. The effect of different low-pass filters on the grand-averaged ERP waveforms at Cz electrode site elicited by the second stimulus sound (S2). The filtering of the
EEG  signals was  repeated with a Hamming-windowed FIR, least-square FIR, and Butterworth (1st, 2nd, and 3rd order) IIR filters, prior to epoching or averaging. Each filter
type  was  applied as a zero-phase low-pass filter having a cut-off at approximately 40 Hz (panel A), 50 Hz (panel B), 60 Hz (panel C), 70 Hz (panel D), 80 Hz (panel E), and
90  Hz (panel F; the cut-off frequencies refer to the half-amplitude (−6 dB) cut-off of the original, one-pass filter). The black line indicates grand-averaged waveforms with
no  low-pass filtering applied, serving as a reference for the filter-induced distortions. Attenuating high-frequency noise with low-pass filters resulted in smoothened ERP
waveforms, reduced peak amplitudes, and spreading of the onset and offset. The lower the cut-off frequency, the more the peak amplitudes were reduced.

Fig. 6. High-pass filtering a simulated ERP waveform. The simulated ERP waveform comprising the artificial components P50, N100, and P200 was  high-pass filtered with
z z, 0.5 
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ero-phase Hamming-windowed FIR filters having cut-offs at approximately 0.1 H
−6  dB) cut-off of the original, one-pass filter). The black line indicates the simul
lter-induced distortions. As the cut-off frequency of the Hamming-windowed high

lter introduced significant changes in the S1 amplitude (Table 2),
2 amplitude (Table 3), S2/S1 ratio (Table 4), or S1–S2 difference
Table 5) when the 0.1 Hz high-pass cut-off was  used. However, if

 low-pass Butterworth filter is to be applied, the authors recom-
end using a higher cut-off frequency and/or steeper roll-off than
hat were used in the present study. As could already be predicted

rom the magnitude responses of the low-pass filters with a cut-off
t 90 Hz (Fig. 1G), the attenuation of the 1st order Butterworth filter
as excessive in the frequency range presumably contributing to
he P50 component. Similarly, the 2nd and 3rd order Butterworth
lters appeared to have notable attenuation in the frequency ranges
f interest in P50 studies. Indeed, low-pass filtering with a 90-Hz
st order Butterworth filter resulted in notably reduced P50 ampli-
Hz, 1 Hz, 2 Hz, 5 Hz, and 10 Hz (the cut-off frequencies refer to the half-amplitude
RP waveform with no high-pass filtering applied, serving as a reference for the

 FIR filter was increased, the artificial ERP waveform was  distorted more severely.

tude of the grand-averaged waveform (Figs. 4 F and 5 F) as well as a
statistically decreased median S1–S2 difference (Table 9), although
the S2/S1 ratio (Table 8) did not indicate a significant change. On the
contrary, the low-pass 2nd and 3rd order Butterworth filters pro-
duced a statistically significant decrease in the S2/S1 ratio (Table 8)
but not in the S1–S2 difference (Table 9) when the 90-Hz cut-off
was used.

The variation of sensory gating results across studies clearly can-
not originate solely from divergent filter settings; variation of the

results may  also ensue from other methodological differences, e.g.,
differences in the sound intensity and duration, presentation of the
sounds (headphones vs. loudspeaker), number of trials to be aver-
aged, positioning of the subjects (seated vs. supine), time window
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sed for P50 identification, recognition of the P30 component, and
easurement of the P50 amplitude (relative to the pre-stimulus

aseline vs. preceding trough; see also Brockhaus-Dumke et al.,
008; de Wilde et al., 2007). As the present study is based on data
btained from patients with Alzheimer’s disease, more research is
eeded to establish the generality of these results with healthy sub-

ects (see also Chang et al., 2012) and other patient populations. It
hould also be accounted for that trains of four tones were used in
his study, whereas a paired-click paradigm might yield different
esults. As a disadvantage of the present study may  be mentioned
he relatively small amount of trials (i.e., 40) to be included in the
verages; increasing the amount of trials to, e.g., 200 might sig-
ificantly improve the signal-to-noise ratio of the ERP waveforms
ithout making the recording time too long for patients. Results
ay  also be partly biased by artifacts as no rejection methods were

sed to exclude artifact-contaminated trials. In addition, the peak
mplitudes may  have been less biased by filters if measured relative
o the preceding trough instead of the baseline (see also Widmann
t al., 2015).

As a conclusion, filtering broadband signals, such as ERP wave-
orms, necessarily results in time-domain distortions. Thus, filters
hould not be used without careful consideration and not as a
emedy for poor data quality, variability across subjects, or an
nadequate number of trials to be averaged. A particular type of
lter distortion may  be acceptable for one experimental design,
ut lead to salient artificial effects in another. Instead of reusing
lters applied in a previous study, the filter parameters need to
e adjusted according to the ERP components under investigation.
ith thorough filter design it is possible to significantly improve

he signal-to-noise ratio of the ERP waveforms and contribute to
he importance of ERP research in cognitive neuroscience.
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