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Design and Analysis of a Cooperative Medium Acce§&cheme
for Wireless Mesh Networks

Arup Acharya, Archan Misra Sorav Bansal
IBM T J Watson Research Center Stanford University, Gates 508
19 Skyline Drive, Hawthorne, NY 10532, USA Stanford, CA 94035, USA
{arup, archan}@us.ibm.com sbansal@stanford.edu
Abstract examples of this includm-building wireless networks in

malls, hotels and apartment blocks, andmmunity
This paper presents the detailed design and pedooa networks where rooftqp ante!q.nas are uged to Cm
analysis of MACA-P, a RTS/CTS based MAC protocol,hoc wireless networkm specific residential comitias. N
that enables simultaneous transmissions in wirefessh Such multi-hop networks however currently exhibit
networks. The IEEE 802.11 DCF MAC prohibits any Very poor performance in terms of overall throughituis
parallel transmission in the neighborhood of either important to realize that a significant factor admniting to
sender or a receiver (of an ongoing transmission). this poor performance is the MAGisability to efficiently
MACA-P is a set of enhancements to the 802.11 MAC t support multi-hop packet forwardings distinct from the
allows parallel transmissions in situations whenotw usually suspected causes such as mobility-indured |
neighboring nodes are either both receivers or breakages and error-prone wireless channels. Indeed
transmitters, but a receiver and a transmitter aret several studies have shown, even in scenarios wdlere
neighbors. The performance of MACA-P in terms of the nodes are static, and the wireless channea&onably
system throughput is obtained through a simulatibthe  error-free, the achieved throughput is extremely. IBor
protocol using ns and is compared with the 802.11example, [3] [4] showed how TCP sessions suffemfe
RTS/CTS MAC. Experiments with the base MACA-Psharp drop in throughput when transmitted over iplelt
protoc.ol reveal th.e need for certain enha_mcemen.ts,soz_11_based hops. The 802.11 MAC is primarily
especially to avoid the drawbacks associated with ggnonsiple for this degradation, since it does aitow
attempts at parallel transmissions in scenarios nehe multiple simultaneous transmissions, even if thase

such parallelism is not feasible. Studies withehbanced ideally feasible. The 802.11 CSMA-CA (Carrier Sense
MACA-P protocol also demonstrate how significant . , - . .
R Multiple Access with Collision Avoidance) mechanism
performance gains in wireless mesh network perfacea for distributed access to the shared channel i
may be realized if the radio transceiver behavier i o o oty
modified in tandem with the MAC protocol. restncpve an'd. prph|b|ts any concgrrent trgnsmlssor
reception activity in the vicinity of either an aet sender
or receiver. This overly restrictive design prineipay be
appropriate for asingle-hopwireless LAN where nodes
form a cliqgue but is particularly bad in exploiting the
spatial diversityavailable in multi-hop wireless settings.

In this paper, we present the detailed design and
performance evaluation ACA-P, an enhancement to
the 802.11 MAC for obtaining higher concurrency in
spatially diverse wireless networks. MACA-P’s trits
schedule multiple transmissions in parallel as lasgit
does not violate the fundamental constraint neewed
avoid collisions at any receiver:

If any node is currently receiving information from
another neighboring node, no node (other than the
transmitting node) within the one-hop neighborhadd

1. Introduction

IEEE 802.11-based [1][2] wireless LANs (WLANS)
offer an increasingly popular access networking ehod
especially as transmission rates of 54 Mbps and/eabo
enable a range of high-bandwidth multimedia wirgles
applications. Currently deployments of 802.11-based
networks are purely single hop, with the variousiteoor
client devices connecting to the access point (AR)a
direct wireless link. There is, however, great temient
surrounding the notion ofnulti-hop, wireless 802.11-
based mesh networksvhere the wired backbone is
reachable only viamultiple wireless hops Potential
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the receiver can engage in a simultaneous transomss
Accordingly, MACA-P’s aims to coordinate the
reception and transmission times of neighboringesagh
a distributed manner) to avoid collisions at a neme
node. The basic design philosophy of MACA-P hasmbee
presented earlier in [5]. This paper addressesrakeve
questions related to the optimal choice of varibsCA-
P parameters and investigates the potential benefit
designing better radio receivers to exploit theapelizing
capabilities of MACA-P. In addition, we present an
adaptive learning scheme to combat realistic wésele
scenarios where nodes often interfere with onehemist
transmissions but cannot communicate with one @&noth
Like other CSMA-CA based MAC protocols (such as
[6], [7], [8], [1]), MACA-P also contains a contéoi-
based reservation or signaling phase. Unlike thes
protocolsthe data transmission interval in MACA-P does
not always occur immediately after the reservafbase,
but can be delayed by a variable, yet boundediate
Incorporating this interval (called eontrol phase gap)
enhances the likelihood of parallel transmissions b
allowing multiple sender-receiver pairs to synclizen
their data transfer intervals.

1.1 Background Work

efe

Section 3 presents comparative simulation studies
between our basic implementation of MACA-P and the
standard 802.11 MAC. Such studies motivate theerdst

of Section 4, which discusses several additionatqol
refinements to improve MACA-P’s performance in
practical wireless environments. Finally, section 5
concludes the paper with a list of unresolved issue

2. 802.11 Limitation
Fundamentals

and MACA-P

For ease of discussion, we make a distinctioneénuse
of four common terms: the ternsender and recipient
refer to the source and destination nodes of acpéat
acket transfer, and the termmansmitter and receiver
fer to the corresponding nodes associated vsiheaific
transmission activity. An ACK-based link layer patk
transfer involves at least two distinct activiti€t) packet
transmission by the sender to a recipient and (2) a
corresponding ACK transmitted by the recipient he t
sender. A link-layer packet transmission between a
(sender, recipienthode pair thus involvesrale-reversa)
with the both the sender and the recipient alteipatct as
transmitter and receiver respectively.

The 802.11 MAC'Distributed Coordination Function
(DCF) uses a 4-way distributed handshake mechanism to

The early research on the 802.11 MACA algorithnehsyeggive contention between peers. We now disciiss w

as [7] and [8], alludes to the possibility of pé&hl
transmissions, but does not present any specifigticos.
More recently, [9] describes PCMA, a power conschheme
to increase the number of simultaneous transmissiathin
an ad-hoc wireless network. PCMA uses power corttyol
effectively partition the total network into a l@rgnumber of
non-interfering regions, each of which can engage
transmission activity independently. In contrasir current
version of MACA-P does not use power control bugtéad

extends the RTS/CTS based MAC to increase the nuofbe nei

situations where parallelism is feasible. Veryertty, [10]
combined the design philosophies of PCMA and MACA

into a concurrent transmission protocol that combir .

delayed packet transfer with power control. Howg\&0]

does not discuss the improvement of MACA-P throu )

adaptive learning of feasible concurrent transmoiss
schedules, or the potential benefit from a betiesigh of
wireless transceivers. Another interesting recesrkvis [11]:
though fundamentally different in design and goRI&CA-P
uses a similar philosophy of sharing informationthwi
neighboring nodes for a better channel access.

The rest of this paper is organized as followsdation
2, we review the operation and limitations of tid281
DCF MAC and the basic design components of MACA-P.

the 802.11 DCF MAC does not permit two nodes to

transmit simultaneously that are either neighborisawe a

common neighboring node. Consider the following

observation, which must be supported by avireless

MAC to avoid collisions at a receiver:

_Observation SRS : If any node is currently a

' transmitter, there can be only one receiver nodéhin
transmitter’s 1-hop neighborhood. Conversely, ifyan
node is a receiver, only one node in its 1-hop

ghborhood is allowed to be a transmitter.

|:’ P
P B [ ]
\d N S L Qe
R ‘}O Y O/ Bg e [
E x A & B
Fig. 1 Fig. 2a Fig. 2b
)] ‘ )
2)
- Q—m—p
|(3l ‘ 3)
(&) , (&) ,
Fig. 2¢

Consider Fig.1 where the transmission from X (to Y)



> BroadNets-1568934082<

would interfere would P’s transmission to Q, sirgds until the original 4-way handshake is complete.
within range of both X and P. Therefore, the two Clearly, the RTS/CTS exchange between a
transmissions cannot occur simultaneously. Now idens sender-recipient pair (e.g. for a P-to-Q

Fig. 2 where Q and B are one-hop neighbors, and A’s transmission) cannot proceed simultaneously
transmission range does not include Q (and viceayer with  a DATA transmission between a

and P’s transmission range does not include B (acel neighboring pair (e.g A-to-B).

versa). The transmission patterns shown in cagean@® These observations motivate our fundamental design
(4) shown in Fig 2c are clearly inherently infedsjlsince  decision to introduce acontrol gap between the
they would cause collisions at a receiver nodegale Q RTS/CTS exchange and the subsequent DATA/ACK
in case 3 and at node B in case 4). Howeveretiseno exchange, in MACA-P. Thisariable gap provides two
fundamental constraint in parallel transmissiongmvthe important functions:

neighbors are either both transmitters, or botleivecs. e Subsequent to a RTS/CTS exchange by a tx/rx
For example, in case 1 in Fig 2c, the transmissfois-B pair (e.g. A-to-B), it allows other neighboring
and P-to-Q (shown in Fig. 2a) can proceed in pelall pairs to exchange RTS/CTS messages (e.g. P-to-
since A’s transmission range does not include @ Rs Q) within the control phase gap of the first pair.
transmission range does not include B. Howeveg, th + It allows subsequent pairs (e.g. P-to-Q) to align
802.11 MAC does not support such parallel transoriss their DATA and ACK transmission phases with
when B sends a CTS in response to A’'s RTS, Q iseawa that of the first pair- the DATA transmissions are
that B has reserved the channel. If now P send§&tB scheduled at the end of the control gap.

Q. Q cannot respond with a CTS to P since it israved Note that the control gap is put in place by thst fpair

an existing channel reservatior similar situation exists (A-to-B). A subsequent RTS/CTS exchange by a
for the scenario in Fig 2b (and case 2 in Fig 2x)the neighboring pair (P-to-Q) uses the remaining paortid
case of two neighboring senders, where the RTSthe control gap to align their data transmissiothwhe
transmitted by the first sender effectively protstthe 2° first pair. MACA-P’s principal goal is the enhanoemh of
sender from sending out an RTS. the 4-way handshake to allow parallel communication

The failure of the 802.11 MAC to support these two cases 1 and 2 of Fig. 2c.
types of concurrent activity occurs for two distinc
reasons: 2.1 Overview of MACA-P Behavior

a. In any packet transfer, a node reverts between a

transmitter (tx) and receiver (rx) roles mulgpl In MACA-P h q . he initial
times without a precise, explicit knowledge of n -P, each (sender, receiver) uses the initia

when these role reversals take place I:orRTS/CTS exchange to establish a future referemoe ti
example, in Fig 2a, A is in a tx role for the.RTS instant at which the DATA and ACK phases will
and DA'IlA transmi'ssion phases, while B is in a commence. An explicit delineation of these timdanss

i role during the same two phases. In the C.I.Sallows neighboring nodes to then proceed with their

and ACK phases, B is in a tx role while A is in a RTS/CTS exchanges (in the ensuing control gap) and
rx role. Assuming the P-to-Q 4-way handshake is synchronize their own DATA and ACK phases with the

initiated while the DATA transmission is in already established schedule. We now revisit th&icba
progress from A to B, P's RTS would be building blocks of MACA-P, an initial version of idh

received correctly by Q. However, to reply with a had been described in very condensed form in [5].

CTS, Q would take on a tx role and that would b Control I;hase In/addition t(;’ permj&t/ing ava:able gapr)]
violate observatiorSRSstated earlier, i.e. Q’s etween the RTS/CTS and DATA/ACK phases, the

transmission of a CTS would interfere with A’s MACA-P protocol adds- gxtra ir?formation .in the RTila
data transmission at B. CTS messages to explicitly de!mgate the mteri(akboth'
b. In the 802.11 MAC, the 4-way handshake thg DATA and ACK transmissions, thereby allowing
neighboring nodes to know exactly when the two sode
associated with the DATA/ACK switch between tx ard
oles. To avoid the requirement of synchronizedckdo
the following two time instants are both specifrethtive
! The data structure at each node that recordsrtusreimpending to the tlm-e O.f receivinthe aSS-'OCIated control packet:_
channel activity is called a NAV (Network Allocati Vector), as per Toata: ,mdllcates the start t_lme of DATA transm|s§|orj.
the 802.11 MAC specification. Tack: indicates the start time of the ACK transmission

mechanism is effectively contiguous—once a
node pair initiates a packet transfer, neighboring
nodes cannot assume the role of a transmitte
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In figure 3 below, node Q overhears the RTS samhfA neighborhood. However, after that, assume Q wisbes
to B. If Q has a packet to transmit, it will inittaa RTS  send a packet to P. Q's NAV has already been ugddate
whose TBara is aligned with the start time of B’s data with B’s scheduled transmission as a result of l@aring
transmission. Both RTS and CTS messages carpine B’s RTS. Consequently, Q sends a RTS to P with the
intervals so that nodes that are neighbors of eithe inflexible bit setand the data transmission aligned with
sender or the recipient learn of the scheduled dath that of B. There are situations where the proposed
ACK transmissions. schedule from a sender may be infeasible for giexti
based on its own neighborhood information—a modified
Tosk schedule may however be feasible for the recipiétihe
) Tdata =—— inflexible bit is set in the RTS, then the recigi¢ras to
Lol P I either accept the proposed schedule (by sending% C
e ;\/'. ‘.l RTS back with the sameghra and Tk as the RTS or reject
P Lo CTS it completely (by not sending a CTS back); it cansend
a modified schedule back on the CTS in this case.
Modification of Tpata and Tack by CTS: When a
node receives a RTS where the inflexible bihas set, it
may change the proposed schedule by modifying the

R S
= m

x=
')

-7 1
CTSI ! '— P Toata and Tacx Of the RTS, and sending back the
' Toc modified values on the CTS. Consider figure 4, whBr
Fig. 3 has overheard the CTS from Q and is aware of a

scheduled reception in its neighborhood. On rengida
State of neighboring nodes: As in 802.11, each RTS from A with the inflexible bit unset, B resptnwith
MACA-P node is required to maintain the state of it & modified Bara and Tack (shown as t1 and t2) so that
neighboring nodes by overhearing the RTS/CTSits reception of data from A overlaps with Q's reten.
exchanges from its neighbors. Consider Fig 3, wiire

initiates a RTS/CTS exchange with A. Since Q hdlaes LT

RTS from B, it will update its NAV to indicate thBt has P Tack
scheduled a transmission to A. For each neighlbmm fr . ' . -

which a RTS or a CTS has been overheard, a node \Q / [ Taata[ ] P
maintains an entry in the NAV consisting of the RS I 5 I
neighbor's MAC address, sender or recipiemgark and eTs ! Q
Tack intervals. This information is used as followkai .

node wishes to send a data packet, it first musticthat / - Tas 1___1._'_|'_ag

no entry in its NAV is marked as a recipient (dsenivise | ¢ ;' RTSr--q?t?—rl ==

the SRS observation made earlier would be violated) A ers]
Similarly, a node receiving an RTS cannot respoitt & . Tr ! B
CTS if any entry in its NAV is marked as a sender. Fig. 4

addition to this basic test, the NAV allows a note

figure out if there is a transmission already scihedi in RTS’ message: Nodes update their respective NAVs

its neighborhood and use this information to sckedn  on overhearing a RTS. However, unlike 80.211, a

overlapping data transmission of its own. For examp  \MACA-P recipient may modify the schedule proposed i

Fig.3, Q updates its NAV on overhearing B's RTSAI0  the original. To avoid inconsistencies at a neighifcthe

and then uses this information to schedule an appihg  RTS sender (who would otherwise be unaware of the

transmission of its own, as explained next. changed schedule), the RTS sender always sends a
Inflexible Bit in RTS : The RTS message is further gratuitous RTS messagRTS’) with updated Fara and

enhanced to carry a bit called thelexible bit, which T, (received from the CTS) immediately after the CTS.
indicates to the RTS receiver whether the transamiss

SChed.Uk:'.' proposed n th.e RTS message can be Chaerd 2The Toara and Tack on the CTS will be slightly different than the
the bit is set, then this schedule cannot be cltinge rrs (o account for the fact that thesFa and Tack on the RTS reflect
Consider figure 3 again. When B sends its RTS, tthis the intervals after the RTS, while those on the @afect the intervals

bit is unset since there are no transmissions in B's after the CTS, but in both cases they refer tosdtee start times of the
data and ACK transmissions.
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A second use of RTS’
schedule, when the sender does not receive a @ns fr
the intended recipient. After waiting a CTS timeout
period, the RTS sender transmits a RTS’ with zesgral

is to cancel a transmissiontransmission in the sender’s neighborhood or attroog

master reception in the recipient’s neighborhoodt bot
both.
The rationale is as follows. In Figure 5a, Y isgidior

and Tack; neighbors hearing this cancellation messageof B and Q, but B is not a neighbor Q. The two

flush the corresponding entry in their NAVs. TheRTs
specially important to cancel a proposed scheduokk a
thus prevent the problem afascading lockoutsFor
example, in a chain of nodes,

S10 R10 S20 R20 S30 R3
assume that S3 has successfully exchanged CTS/RA'S w
R3, and S2 sends a RTS to R2 during the contmloga
DATA transmission of the S3-to-R3 transfer. However

transmissions A-to-B and P-to-Q have been scheduted
Y has two masters, B and Q. X then sends a RTS 16 Y
Y has to fit in this transmission, it must alignsXdata
transmission with P’s data transmission (Q’s reoept
and stretch out its (Y's) ACK to X to align with 8ACK
to A. While such extended forms of concurrency rbay
possible in certain scenarios, our current impleatem
uses a simple policy of allowing a new (senderipient)

R2 cannot respond with a CTS, since there exists gair to synchronize with at most one existing scifed(A

scheduled transmission (not reception) in its
neighborhood. Following the RTS from S2, assumé tha
S1 sends a RTS to R1. Since R1 has heard S2's iRTS,
cannot respond to S1. In effect, the S3-to-R3 trésson
has locked out both S2-to-R2 and S1-td:Rlsing the
RTS’ however allows both S3-to-R3 and S1-to-R1
transmissions to proceed in parallel: when S2 duxs
receive a CTS from R2, it sends a RTS’ therebyirigee
the channel for use by any neighbor.

MACA-P preserves 802.11's mechanism of exponential
backoffs for contention resolution. As in 802.11, a
MACA-P node wishing to transmit on the channel must
ensure that the channel is idle for a DIFS per@mdwoid
collisions. To accommodate the additional duratéthe
RTS’ message, the DIFS period is slightly longer in
MACA-P.

Master Transmission SchedulesMACA-P essentially
works by creating an extended neighborhood of @end
receiver) pairs that synchronize to a common trasson
schedule for the DATA/ACK phases. This behavion ca
be formalized by the notion of easter transmission
schedule, which is chosen by a master sender rmue (
that is unaware of any scheduled activity in its
neighborhood) to a master recipient. Note thatuthe of
the word “master” does not imply any form of celibed
control—each node may become a master if it hapfmens
choose a transmission schedule to which others
synchronize. Due to the spatial diversity in wissle
meshes, a node can have multiple master transmissts
(each set is a collection of nodes following a canm
schedule for the DATA/ACK phases) in its neighbartio
To regulate parallel transmissions, MACA-P impotes
following rule:

A sender/recipient pair
transmission only if there

can schedule a data
is at most one master

3 Note that, it does not lock out R2 from sendintada S2, aligning the
R2-to-S2 transmission with S3-to-R3.

similar approach, outlined in Fig. 5b, can be used
synchronize with one master sender in the sender’s
neighborhood.) If both the sender and recipientesod
have distinct pre-existing master schedules in rthei
individual neighborhoods, then MACA-P does not wllo
the initiation of a new transm|SS|on

NS RTS |
O 3’}‘} T\\ .P I —A
PR I i B
VRS cTs |
s : Loy
Lx I E —X
! !
Fig. 5a TS |
. 1 g
. RTS | P
T .P
B o
9 J!O“I Y ‘\.Y'
ALY e Ve
; H R e
»"\_ : 4
. &X " Fig.5b

Parallel MACA-P transmissions are feasible only whe
the “slave” transmissions take less time than tlaester.
To avoid situations where concurrency proves impéess
due to an excessively small master packet sizetemas
senders in provide a control gap only for “largetkets.
SFor smaller packets, a master node uses the sthndar
802.11 with contiguous RTS/CTS/ DATA/ACK .phases,
avoiding the higher signaling overhead for “smalHta
packets.

3. Performance Studies on Base MACA-P

We now describe studies on the relative performarfice

the basic MACA-P protocol vs. 802.11, using the2ns-

(version 2.1b8) simulator, which motivate the sduent
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introduction of additional features in MACA-P. Bedo
proceeding further, it is however, important torifjaan
important physical layer feature.

3.1 Physical-Layer Capture Effects and MACA-P

modification rectifies a small but significant flaw the
current ns-2 implementation ardbes not require any
changes in real-life receiver carddn a later section
(IV.F), we shall show that MACA-P can post even enor
impressive performance gains if receiver desigres a
modified to perform such capturanytime during the

Wireless receivers are designed to exploit thereception of the L packet (even if the"? packet arrives

phenomena opacket capture-i.e., the ability to recover
a stronger signal in the presence of an interfesiggal,
as long as the interfering signal is significantigaker
than the primary signal. This requirement is usuall
expressed
receivers are able to perform capture if the pringégnal
is ~6-10 dB stronger than the weaker signal. Qfrse,
transmission power levels also define both a trésson
range (beyond which the received signal strengttods
low), and an interference range (beyond which tgeas

in terms of a capture threshold; typical

after the receiver has “locked on” to tHépacket).
3.2 MACA-P Implementation

We implemented MACA-P by extending the 802.11
DCF MAC available ims The RTS/CTS/RTS’ exchange
was implemented with an extra 2-byte fielghJ(see Fig
3) in the header of each of these packets. Sinee th
original 802.11 RTS/CTS packet (including the pbgbi
headers) is around 40 bytes, therease in the size of the

power drops even below the carrier sense threshold)control packets is around 59%/loreover the use of RTS’

Capture allows parallel transmissions even if e
lies within the interference
transmitter. For example, in Fig 3, A can receivs B
transmission even if Q is within the interferenaage, as
long as the signal from B is exceeds that from Athoy
capture threshold. In terms of distance, for a mive
distance between a sender and recipient, we camedsf
equivalentcapture radiussuch that capture works only if
the interfering node lies outside this captureusdi

for modifying/canceling the original RTS imposes an

range of a secondaryadditional 25% signaling overhead. Ty, which stores

the neighborhood activity information, is now mained

as a table, with each entry maintaining the stdtthe
neighbor (SENDER, RECEIVER, IDLE),qf. (start time

of data transfer), g (start time of ACK Transfer). Table

1 lists the values for the various MACA-P and siatiain
parameters; apart from the ones defined explidibly
MACA-P, the remaining parameters have the usual

In the current ns-2 implementation of 802.11, such meaning (as in 802.11).

capture works only if the first bit of the strongggnal is
received before the first bit of the weaker signglthe
stronger signal arrives later, a collision is demhand
both packets are dropped. We believe that theseigho
fundamental reason for this restriction; many dailu
transceivers can “lock onto” (via detection of apmprate
training sequences) a stronger signal even ifives later
than the weaker one. For our purposes, this diffards
important since the small propagation delays betwee
neighbors on an 802.11-type network fkec for a
distance of 300 meters) may cause slight offsetwedmsn
apparently “synchronized” master and slave transons.
For now, we thus make the reasonable assumptidratha
second stronger-signal packet, arriving later, cae
captured as long as it arrives “shortly after’(4s in our
simulation environment) the arrival of the firstghat (at
the physical layer, this corresponds to the arrofathe
training sequence for thé“packetbefore the completion
of the training sequence of the™ Ipacket)® This

4 This behavior can be replicated even in receitfes are unable to
perform capture during the training of thé' packet, simply by
modifying every transmitter to send an initial “gage” in the preamble
of every packet transmission.

Table 1 : Simulation Parameter Values

Channel Capacity 1 Mbps

Propagation Model TwoRayGround

Reception Range 250m

Carrier Sense Range 550m

Capture Threshold 6 dB

CONTROL_GAP 512 Bytes

SIFS (Short Inter-frame Space) 10ps

DIFS (DCF Inter-frame Space) 50 s

CWmin and CWmax (used fgr 31ps,1023us
Random Backoff)

Size of RTS/GratRTS/RTS- 177 bits
Cancel Packets

Size of CTS Packets 177 bits

3.3 Base Performance Studies

We first used the topology shown in Fig. 6 to wetifie
basic operation of MACA-P and the role of capt@mce
the carrier sense range (550 m in our studieg)pisdlly
more than twice the reception range, the performafc
MACA-P depends heavily on the capture effect. Wedus
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two traffic patterns: one with UDP traffic from nesl 1

and 4 to nodes 2 and 3 respectively, and anoth#ér wi £ 15
UDP traffic from nodes 2 and 3 to nodes 1 and 4 ¢ _ 2 —oo
respectively. By varying the angle 2-3-4,we obedrthat g £15 -MAéA_P
the capture effect breaks down, and MACA-P suffiens R
an extremely sharp drop in cumulative throughpaot, f § 0.5
angles less thamw2 for a capture threshold of 6dB (as 0 s 4 6 8 1012 14 16 18
expected under the Two-Ray propagation model which Nm e r'or Wodes
causes Hattenuation). 8a: Inner Senders
1
0.8
_=_= 20.6 m802.11
-§0 4 m MACA-P

0.2

© O\\ v:%bgv%

0
Anglc Numt;/erofN\'odes\'
Fig 6: Test “Bent -Chain” Topology 8b: Outer Senders

Total UDP Throughput

To Study the performance gain of MACA-P, we Figure 8: MACA-P/802.11 on Concentric Rlng
performed simulations on a concentric ring scenario
illustrated in Figure 7. This layout consists of equal The figure illustrates two important points. Fiystl
number of nodes, placed in inner and outer conicentr MACA-P suffers a sharp drop in throughput when the
circles, with all the inner nodes form dique. While number of inner nodes exceeds 5. This is due to the

802.11 does not allow more than one transmissiamgat ~ Scheduling of infeasible concurrent transmissiomsen
given time for the concentric ring, the number of the outer nodes get too crowded, an outer node £ome

simultaneous transmissions for MACA-P can be ak hig ~ Within the capture radius (but outside the transtors

n/2 (for n nodes). We considered two traffic patterns: range) of other inner nodes. Concurrent transmissio
Case 1:Outer Senders with traffic going from each ~ scheduled by MACA-P end up causing collisions and a

outer node to its corresponding inner node. dramatic drop in throughput. Secondly, we see that
Case 2:Inner Senders with traffic going from each MACA-P achieves much lower throughput in the outer-

inner node to its Corresponding outer node. sender case. In the inner-sender case, the innelerse

simply suppress their RTS packets if parallel
transmissions are infeasible. In the outer-sendeasse,
concurrency control is achieved by the suppressibn
CTS packets by the inner receivers; the outer ngihes
senders) then pay the penalty of (possibly multiple
exponential backoffs. On analyzing the trace, wseobed

' that the poor performance in the outer sender vase
primarily due to the fact that an inner node woaften
fail to hear the master CTS packet due to a coflisiith
an interfering RTS packet from one of the outerdses
This leads to stale NAV in the neighboring innedes

. = causing wastage of the control gap.
Figure 7: Concentric Ring Topology
We measured the cumulative throughput by the number

of successful packets successfully received. Fifire 4 Ephancements to the Base MACA-P

shows the relative performance of 802.11 and MACA-P e

for packet sizes of 1536 bytes, and a MACA-P cdntro Specifications

gap of 640 Bytes. While throughput in 802.11 never

exceeds the channel capacity, MACA-P results inoatm

200% improvement in some scenarios.

In this section, we look at a variety of enhanceismén
base MACA-P behavior, and transceiver propertieaf t
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significantly improve the inadequacies observedhwit attempted concurrent transmissior(S) is updated

MACA-P performance in our initial studies. according to the rule:
F(S) = F(S){1-a) + O,
4.1 Adaptive Learning in MACA-P where O=1 if the packet transfer was successful@rad

otherwise.a is a forgetting factor that should ideally
Base MACA-P can exhibit serious performance depend on the dynamicity of the network topology(ef
degradation in dense environments, where intederin nodes are mobile or not); for static environmentsan be
nodes lieinside the capture but outside the transmission set close to 0. For our experiments, we eef.6,
radius To avoid the collisions caused by MACA-P’s allowing for rapid learning updates. Figure 9 shdiws
attempts at concurrent transmissions in such gtwe performance of MACA-P with adaptive learning. While
devise an enhanced version of MACA-P with adaptive there is clearly an improvement in both the innad a
learning. In essence, each node learns from theesa@r  outer-sender cases (MACA-P throughput does not
failure of concurrent transmissions to eventualpid degrade as sharply with increasing N), the perfocaaf
infeasible concurrent data transmissions. the outer-sender case is still poor. While adamati

2 3 prevents the inner nodes from taking bad decisidns,
< .
S 25 does not stop the outer senders from sending RElsem
g7 2 m802.11 which lead to collisions.
& élf | mMACA-P
,—3 0.5 1 4.2 Preferential Triggering in MACA-P Grid
P 0 -
2 Sumﬁerlff ,ﬁﬁd;;‘ 16 18 To further study MACA-P, we performed simulation
9a: MACA-P (with Adaptation): Inner Senders studies on a 2XN grid-like layout (see Fig 10) that
represents a very common wireless mesh network
2 1 topology. Nodes are placed 250m from each other (th
S o8 transmission range is also 250m); each node intdpe
£ Zos m802.11 row streams UDP data to the corresponding nodéen t
& S04 EMACA-P lower row.
=]
= 02
o .
o0 s1} {sa—+ s3— e Sh
2 4 6 8 10 12 14 16 18
Number of Nodes
9b: MACA-P (with Adaptation) : Outer Senders
L] Oz O a = Crh

Figure 9: MACA-P Adaptive Learning on

Concentric Ring Fiaure 10 : A 2xN Grid

L : N,

~ Each node maintains a function %> (0,1] where N Figure 11 shows the throughput results for MACA-P
is the set of all nodes. This function maps a set O (with adaptive learning) vs. 802.11 as the numbkr o
participating nodes to a number between (0,1] whichcqoumns is varied; the MACA-P control gap is se6ik®
indicates the likelihood of a successful paralleitad bytes. We see that MACA-P shows considerable
transmission between the participating nodes. Nb&  improvement over 802.11. However, an investigatin

we do nP'[ pr_owde a_d'St'”Ft'On between a recearet a  gjmylation traces showed that the degree of coenayr
sender in this function, since any data transferaps in MACA-P was not always maximized. Quite often,
involves bi-directional transmissions. When a ndge  ggrces separate by a few hops independently set up
attempting to set up a concurrent transmissionbi@ins  jndependent master schedules, effectively prevgntin
the value F(S), where S is the set of nodes tolwhis  jytermediate nodes (which had more than one master
attempting to synchronize its current transm@sﬁoe., transmission set) from exploiting the control gagr f
those nodes that have already completed their RTS/C  concurrent transmissions. (For example, if S1 aBdnS
exchange).The node will then attempt to perform a Fig 11 set up independent transmission scheduesiry
concurrent transmission only with probability F(P). g1 to block. Ideally, MACA-P should schedule
MACA-P then performs adaptive adaptive learning by yransmissions from S1, S2 and S3 all in parallel &
updating F(S) using exponential weighing: for every yistributed manner).
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Qg m802.11
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Figure 11: MACA -P on a 2xN Grid
To reduce this problem, we introducepeeferential
triggering mechanism, whereby we increase
probability that a potential slave transmitter
overhearing a master RTS/CTS exchange, initiagemin
RTS signaling before RTS/CTS exchanges by nodes
outside the transmission range of the master tridiesm

The idea is to cascade the slave transmissions over

multiple hops, thereby allowing more sender-recipie
pairs to synchronize with a single master trandpmiss
schedule. To avoid collisions among multiple slavdes,
we preserve the basic philosophy of random backiaff
provide such slave nodes a higher priority, a peospe
sender (that can proceed in paralle§lves its residual

back-off time upon hearing a master RTS packet.
Although halving the backoff timer may increase the

collision probability, this strategy appears to kvavell
since the number of feasible slave transmitterotsvery
high in practical topologies. (For example, any exdkat

4

3

2 4

Total UDP
Throughput (Mbps)

1 4

0

2 3 4 5 6 7 8 9
Number of Columns

m802.11 @ MACA-P 0 MACA-P with trigger ‘

) Figure 12: MACA-P with trigger (2xN grid)

i

within the transmission range of both the masterdse
and its recipient cannot feasibly transmit anywalylgure
12 plots the throughput observed in 802.11, MACAr®
MACA-P with trigger for a 2xN grid. We can see tlia¢
triggering mechanism leads to an observable, adfhowt
substantial, improvement in throughput.

4.3. Choice of Control Gap Length

The performance of MACA-P is clearly heavily depend
on the control gap. If the control gap is too sihiére is

the
node,

lesser opportunity for the slave nodes to schedule
parallel. However if the control gap is too largelot of
time is wasted idling. An optimum value of the coht
gap will depend on the number of neighbors. Fig 13
illustrates the effect of varying the control gapMACA-

P performance for the concentric ring topology. As
expected, the optimum control gap size increasel wi
increasing number of nodes in the concentric raigeg it
gives more nodes a chance to squeeze in their R1SS/C
packets), at least in the inner-sender case whereve
MACA-P is effective. A minimum of ~256B is requir¢al
observe any advantage through MACA-P (for a second
RTS/CTS packet exchange to successfully take place)
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Total UDP Throughput (Mbps

" M7
! ol T,
0.5
0 — . . —
Q © Q> © 3 Vv A\ O

PR LS E LSS

Control Gap (Bytes)

—e— 4 nodes —=— 6 nodes 8 nodes —»— 10 nodes

4 1.2

s

= 1

3 ——
£ 08 Aa
2 7,

£ 061

= X

o 0.4 1

[a]

2 0.2

s

e o

B x D D © A B D
N AR S U R U

Control Gap (Bytes)

—e— 4 nodes —=— 6 nodes 8 nodes —<«— 10 nodes

Figure 13: MACA- P for varying control gap in the
Concentric Ring (Top: Inner Senders, Botto
Outer Senders)

m:

4.4. Modification of Capture Behavior

We have so far studied MACA-P under the assumption
that the radio is able to capture a packet withrenger
signal only if it arrives "almost simultaneouslyvithin
4us) or before the interfering packet—this assumpiton
satisfied by current radio receivers. There is, éxav, no
fundamental reason why radio receivers cannot be
designed to capture a stronger second paakegtime
during the reception of the first packet. MACA-P
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performance would significantly benefit from such a notion of an adaptive learning algorithm that hedpsid
physical layer capability, as this would signifidgn infeasible transmissions, especially in dense tmgesk.
extend the range of layouts over which concurrentWe also introduced an additional preferential teigag
transmissions are feasible. Fig 15 plots the dr@mat mechanism that extends the degree to which syniz@wn
increase in throughput for the outer-sender comicerihg transmission schedules propagate over multiple.hops
scenario if the physical layer allowed capturerst point investigation of MACA-P also highlighted the sigoént
(labeled MACA-P(2" capture) in the figure). Analysis of impact of radio transceiver capabilities on the KhaC
the simulation trace showed that the performandea ga performance. Our performance studies show thapras
resulted primarily from the fact that this moditicen as the propagation delays are small, MACA-P cankwor
allowed an inner receiver to correctly receive @Gi€S without any changes in the physical layer capadslipf
from another receiver and appropriately updaterthei current WLAN receivers. Moreover, MACA-P
NAV, even if they had already begun receiving didiolg performance improves tremendously if receivers ban
RTS from any other outer sender. In other wordsopise modified to capture a stronger signal, irrespectivéts
capture solved thETS-Losproblem discussed in Section arrival instant.

3.3. The result illustrates how future broadbanceless Significant opportunities exist for future work.n8e
mesh networks may significantly benefit from jodlgsign MACA-P performance depends significantly on the
of MAC and radio transceiver behaviors. optimal size of the control gap, we need to inggdé
adaptive algorithms for adjusting this gap. Perfamoe
studies on larger, random network topologies as® al
needed to quantify MACA-P’s performance gains.

2

2
S
3 15
£z
N
2 05
[
o
[ 0 4
2 4 6 8 10 12 14 16 18 [1]
Number of Nodes

\|:|802.11 m MACA-P OMACA-P (2nd capture)‘

. . 2
Figure 15: MACA-P with 2nd capture [2]
for the outer-sender concentric ring

(3]
5. Conclusions and Future Work
(4]

This paper first showed that the 802.11 MAC doés no

permit many feasible concurrent transmissions, tdube [5)
fact that each node of a sender-recipient pairctwe#

roles between a transmitter and a receiver multiptes [6]
during the course of the RTS/CTS/DATA/ACK exchange.
For parallel transmissions to take place, two ngigimg 7]

sender/recipient pairs must switch roles for theTBAand
ACK transmissions in lockstep, as well as provide a
control gap between the CTS and DATA phases fogroth [g]
sender/recipient pairs to complete the necessgnaking.
These observations drive the design of MACA-P, a
parallelizing MAC specifically designed to improve
throughput in wireless mesh networks.

Simulation experiments verified the performancengai
over 802.11 with the base MACA-P design. While the [10]
gains were sometimes spectacular (more than 200% in
some instances), we observed lingering performance
drawbacks due to MACA-P’s attempts at parallel [11]
transmissions in some cases. We then introduced the

9]
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