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JOINTLY COORDINATING ECNAND TCPFOR
RAPID ADAPTATION TO VARYING
BANDWIDTH

ArchanMisra*
TeunisOtt

TelcordiaTechnologiesinc.
445 SouthStreet,
Morristown, NJ07960.

Abstract—The intr oduction of sewice differ entiation in the Inter netim-
plies that the residual bandwidth available to best-efbrt traffic becomes
highly variable. We explore the design of a rapidly-r eactve congestion
control framework, where the ECN-aware best-efbrt flows aggressvely
go after any unusedcapacity. By making routers mark packetsin a much
more aggressve manner, we are able to achieve fast backoff in the network
without resorting to TCP’s current drastic step of halving the congestion
window. Simulations indicate that our ECN-mod protocol is better than
ECN-NewRenoin exploiting rapid variations in the available bandwidth.
Mor eover, the milder backoff policy of ECN-mod alsomakesthe link uti-
lization lessdependenton the exactvaluesof the parametersin the router
marking function.

|. INTRODUCTION

With the adoption of explicit service differentiation and
work-conservingschedulingpolicies in Internet routers, the
bandwidthavailableto best-efort traffic becomes highly vari-
able quantity To effectively adaptto suchvariable‘residual’
capacitytransporprotocolsfor best-efort traffic facetwo con-
flicting requirements:

« During periods of congestion,the adaptve flows must

bacloff rapidly to preventcongestioncollapse

« Wheneer additionalbandwidthbecomesvailable, such

flows mustrapidly and aggressiely increasetheir trans-
mission rate, thereby preventing unnecessaryunder
utilization of capacity
In otherwords, the best-efort flows should be rapidly reac-
tive, exploiting changesn capacitieghatoccurover relatively
shortertime scales.

In this paper we shav how the designof sucha rapidly re-

active window-basedcongestioncontrol protocol can benefit
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from anintelligentuseof the Explicit CongestiorNotification
(ECN) [1], [2] featurebecomingavailablein the Internet. In
particular we studya generalizedtlassof window-basedpro-
tocolsthat conformto the ‘TCP paradigm’,wherebythe con-
gestionwindow is modified on the receiptof every acknawl-
edgemenpaclet. We leverageourwork in [3], which analyzed
the propertiesof suchgeneralizedcongestiorcontrolin detalil
andprovidedrecommendationsn the choiceof variousadap-
tation parameters.

While ECN providesa muchmoreexplicit form of conges-
tion feedbackhanpaclket droppingalgorithmswe believe that
thefull powerof ECN hasnotbeeneffectively harnessedCur-
rentimplementation®f ECN usethe samealgorithm (suchas
RED [4]) to determineboth the paclet markinganddropping
probabilities. Since ECN feedbackdoesnot involve loss of
transmittedpaclets, the marking probability can, hawever, be
ashigh as1 without causingdeleteriousside effects. Suchag-
gressve markingbehavior by theroutersallows usto designan
ECN-awaretransportprotocolthatreactsto individual marked
pacletsin amuchmoregentleway thanTCP’s currentconges-
tion avoidance[5] algorithm, yet canreduceits transmission
rate very rapidly during a congestionepisode. Suchrapid re-
sponsdo congestiorfeedbackalsopermitstheflow to increase
its window moreaggressiely thanTCPin the absencef con-
gestion;if theincreasedransmissiomateprovesto betoolarge,
the flow cantake rapid corrective action. We thusbelieve that
the potentialof ECN-basedeedbackcan be exploited only if
the window adaptatiormechanisnof an ECN-capablegroto-
col is designedn tandemwith the markingfunctionemployed
in Internetrouters.

We first presentan overview of our analysisof the generic
window-basedadaptatiormechanism.We alsopresenthe ra-
tionalebehindour preferredchoicefor the valuesof the adap-
tation parametersnd explain why our ECN-aware ‘modified
TCP’ algorithmis expectedto provide morerapid adaptation
thanthe currentTCP congestioravoidanceschemegspecially
in ervironmentscharacterizedy rapid variationin available



bandwidth. We thenreporton a setof simulationresultsthat
shav how our ECN-modifiedprotocolis ableto achieve higher
utilization than corventionalECN-aware TCP. To simulatean
ervironmentwherethe bandwidthfor best-efort traffic varied
realistically we usedVoice-over-IP (VolP) to simulatethevari-
ableloadofferedby higherpriority traffic classesWe alsopro-
vide resultsthatillustrate the effect of stronger(moreaggres-
sive) marking functionsin ECN-capablébuffers on our ECN-
modified and corventionalECN-TCPflows. In particular we
shaw that using suchmodified marking algorithmsin tandem
with our ECN-awvareprotocolresultsin highercapacityutiliza-
tion overawide variationin themaximummarkingprobability.

It is well-known that using paclet lossesasthe soleindica-
tor of congestiorcanleadto very low effective TCP through-
put, especiallyover wirelesslinks characterizedby largererror
rates. While introducingECN supportdoesimprove the link
utilization, the adoptionof a morerapidly reactve ECN-avare
protocolcanleadto evenbetterresourcautilization, especially
in wirelessnetworks characterizedby variableavailablecapac-
ity. Accordingly, while our currentstudiessimulatevariability
in the availablebandwidththroughchangesn the higherprior-
ity traffic load,our conclusionshouldbe speciallyrelevantfor
ervironmentsinvolving satellitelinks, characterizedy large
bandwidth-delayproductsand rapid changesn the available
link capacities.

Il. GENERALIZED CONGESTION CONTROL AND CURRENT
ECN-TCP

Assumingthat routersin the Internetcan use ECN-based

padket markingto indicatenetwork congestiona generalized
congestiorwindow-basedorotocolcanbedescribedy thefol-
lowing behavior:
Wheneer an acknowledgmentarrives for an unmarled data
padket, the congestionwindowincreasesromits currentvalue
W by incr(W). If, however, the acknowledgmentindicates
that the data padet had beenmarkedin the forward path, the
congestionwindowis deceasedromW by decr(W).

If we assumethat the marking probability of an individual
paclet remainsconstantat p, the drift associatedvith the con-
gestionwindow procesdor avalueW is givenby

drift(W,p) = E[Wny1 — Wp|W, =W]
= (1—p).incr(W) — p.decr(W) (1)
. 1-p decr(W)
= p.incr(W). ( P incr(W)) .
Let ¢(W') denotethefunction
W) = S @

Any sensiblechoicefor ¢(1W) mustensurethatthe window al-
waysincreasesf the marking probability p is 0, andthat the

window doesnot grow without ary boundfor any marking
probability. Accordingly, we require

¢(1) =0, lim ¢(W) = oco.

W—oo

(3)

Equation(2) shavsthat,underconstanp, the‘zero-drift’ value
or ‘center’ of the congestiorwindow is obtainedwhen

_1-p

q(W) »

(4)

From a conceptualiewpoint, manipulatingg(W) provides
one-way of devising Internet congestioncontrol algorithms:
q(W) essentiallydeterminesa flow’s “average”window size
(and hence,the maximumnumberof unacknevledgedpack-
ets)for a givenlevel, p, of congestionindication. Thus, ¢(.)
definesa “responsesurface” of W to p. Designersof conges-
tion controlalgorithmswho first decideon the functiong(W),
still have considerabléeevayin devisingthepreciseadaptation
functionsincr(W) anddecr(W). Corversely designerscan
explicitly chooseindividual incr(W) and decr(W), thereby
specifyingtheresponseurfaceW (p) implicitly.

From a practical perspectie, we follow the procedureof
[3], [6] andfocuson the ‘polynomial’ classof adaptational-
gorithms,characterizethy

(5)

For suchpolynomialwindow adaptatioralgorithms,the re-
sponsesurfaceq(W) is givenby:

iner(w) = cw?®, decr(w) = cowP.

_ decr(w) c_gwﬁfa.

incr(w)

q(w) (6)

1

Thus,aflow transportinga very largefile andsubjectto a con-
stant marking probability p, will seeits congestionwindow
fluctuatearoundw(p), definedas

w(p)z(c—lﬂ)ﬁ.

(7
c2 p

Clearly, to ensureconformancewith condition (3), we need
a< .

A. CurrentTCP Practiceand Limitations

TCP’s famouscongestionavoidancealgorithm[5] is based
on an additive-increasemultiplicative-decreaserinciple: in
the absenceof congestionthe congestionwindow cwnd in-
creasedy 1 onceevery roundtrip time (RTT); on detectionof
a congestiorepisode cwnd decreaseby % Neglectingtran-
sientssuchasfastrecovery and slow-start, TCP’s congestion
control mechanisnis thusa memberof the polynomialclass,
with the parameterg; = 1, a = -1, ¢ = 3, 8 = 1. Of
course,mostmodernTCP versions,suchasNewRenoor Ve-
gas, halve their window only oncefor multiple paclet losses
occurringwithin asinglewindow.



For TCR thedesireto have rapid multiplicative bacloff gov-
ernedthe choice of decr(W) %W, Suchrapid bacloff
wasclearly the correctchoicefor contemporaneousetworks,
whereroutersmplementeatongestiomotificationonly implic-
itly via tail-drop buffer managemenpolicies. It is well-known
thatusingpacletlossesasanindirectcongestiorindicatorcan
lead to very poor performanceover wirelesslinks character
ized by largerlink errorrates,evenif theintermediatebuffers
implementmore advancedrandomizedpaclket droppingalgo-
rithms, suchasRED. Suchpoor utilization occursprincipally
becausesuchECN-unavare TCPimplementationgannotdis-
tinguishbetweernossedueto link errorsandthosedueto con-
gestionatintermediatebuffers.

Clearly, the introductionof an explicit marking-baseaton-
gestionnotificationmechanismsuchasECN, shouldimprove
matterssignificantly Whatis perhapsnot as clearly appreci-
atedis thefactthateven ECN-avare TCP applicationscanfail
to useresourcefficiently in networks characterizedy large
andrapidly varyingbandwidth-delayroducts suchassatellite
networks. ThecurrentECN recommendationfd ], [2] statethat
a TCP sourcemustreactto the notificationof an ECN-marled
pacletin exactly the sameway asit reactsto the discovery of
congestionvia paclet loss. We do not shate this opinion- we
believethat properexploitation of ECN-basedeedbak allows
usto developa mud more responsivevindow-basedransport
protocol. ECN-avare TCP suffers from performancedegrada-
tion primarily dueto the sharpdropin the transmissiorrate of
a TCP flow afterthe detectionof a congestiorevent. Clearly,
a TCP flow that experiencescongestionwhen cwnd = 100
would drop its congestiorwindow to cwnd = 50 andsubse-
guentlytake 49 RTTsto regainthe optimalwindow value.

A trivial fix, thatrectifiesthis drawbackto somedegree,is to
make decr (W) andincr(W) bothmuchsmaller without dis-
turbingtheirratio. While thiswouldleave ¢(W) (andhencethe
basicbandwidthsharingparadigm)unchangedthe flow would
clearly be lessresponsie to changesn p. It is thusnecessary
to studythe designandperformancef congestiorcontrol pro-
tocolsin anECN-enabledrnvironmentmorecarefully. To mo-
tivatethis statementwe alsonotethatit is fallaciousto believe
that non-multiplicative decreaselgorithmsnecessarilyresult
in milder bacloff. For example,if decr(W) = 1 (MSS)in a
schemewith markinginsteadof dropping,a routerthat marks
incomingpacletswith aprobabilityp = 1 duringanentireRTT
reduceshewindows of all constituenflowsto 1 MSSor less—
moredraconicthanhalvingall windows! In later sectionswe
shallillustratehow suchmodificationsto the markingfunction
in the routerbuffers canbe combinedwith alternatve choices
for a, 8, ¢; ande, to devise amoreresponsie congestiorcon-
trol mechanismespeciallyfor ervironmentscharacterizedy
rapidvariationin the availablebandwidth.

I1l. CHOOSING THE GENERALIZED WINDOW ADAPTATION
PARAMETERS

Analysis and resultspresentedn [7] show that alternative
settingsof thepolynomialparametersy, 3, ¢; andes, maybe
preferablein an ECN-enablecernvironment,for both theoreti-
cal andpracticalreasonslt mustbe notedthat, sincemarking
doesnot causeary lossof paclets,the markingprobability for
even corventional TCP can be madeas high as 100%, with-
out giving rise to loss-relatedransientssuchastimeoutsand
slow-start. It is preciselythis flexibility that allows usto de-
sign a more rapidly reactve congestioncontrol ervironment,
usingECN-awvareflows thatarelessdrasticthanTCPin reduc-
ing their windows in responsdo a single marked paclet, yet
canbe rapidly throttled usingaggressie marking stratgjiesat
intermediatebuffers.

A. Choosings

While a potentially infinite numberof valuesfor 8 may be
possible,analysesn [3], [7] showvs thatchoosing3 = 1 has
certaintheoreticalappeal.

Theoeml: If 8 < 1 (anda < B),ande; > 0, ¢c2 > 0, then
the congestiorwindow procesasthe coeficient of variation

__1-p8 1—a
stdev(W) ¢, P79 1
CoeffVar(W) = p2BE-—a),
(W) E[W] 2(8 — a) ©

Clearly, if g = 1, thenthe coeficient of variationof W be-
comesindependenbf p for p | 0 (i.e. whenthe congestion
window is allowedto bevery large). Wheng = 1, the distri-

_1
bution of (%) tw becomesndependenof p andc¢; for p

small. The non—dependenaen p implies non-dependencen
the averagevalue of W: scaleinvariance! Accordingly, we
choosed = 1, therebyretainingthe multiplicative decreasde-
havior of currentTCP. Of course,c; shouldbe muchsmaller
than TCP’s choiceof % to preventthe transmissiorrate from
fluctuatingwildly in responséo a singlemarked paclet.

B. Choosingu

If the marking probability remainsconstantat p, then the
averagenumberof marked pacletswithin a singlecongestion
window W worth of pacletsis clearly p x W. By definition
of the congestionwindow, theseW paclets are transmitted
overoneRTT. Furthermoresincethe averagecongestiorwin-
dow for aflow subjectto a constantmarkingprobability p and
performing‘polynomial’ window adaptatioris givenby (7), it
is easyto seethat the numberof marked pacletsper RTT is
roughly

1

B—a—1 1 c B-o
P - (2)7 ©
C2
Having 8 — a < 1 guaranteeshat, asthe marking proba-

bility p | 0, the averagenumberof marked pacletsper RTT



doesnot go to zero. This makes it possiblefor routersto

give frequentfeedbackto the sourceson the stateof conges-
tion evenunderlightly loadedconditionsandmalkesit possible
for sourcedo reactgently to marked packetsandaggressiely

to non—marled paclets. From an implementationstandpoint,
if 3 = 1, a = 0 providesthe simplestchoicethat satisfieghe
constraini3—a < 1. Thus,unlike corventionalTCP, our ECN-

awarecongestiorcontrolalgorithmincreaseshe window by a

fixed amounte; on receving an acknavledgemenfor anun-

marked paclet. For large valuesof W, our ECN-modifiedpro-

tocol goesafter available bandwidthmuch more aggressiely

thanTCR It is this aggressie behaior thatenablesour proto-
col to rapidly escalatats transmissiorrate, even over smaller
time-scales.

C. Choosinge; andes

While we have theoreticallymotivated our preferencefor
B = 1anda = 0, we do not have correspondingheoretical
preferencesor ¢; ande,. Indeed,to afirst approximationg;
andc, arescalingconstantghatmerelyscaletheresponseur
facefunctionW (-), without fundamentallychangingts shape.
We would simply like our choicesfor ¢; andc, to ensuretwo
things-

1. theaveragewindow sizefor moderatanarkingratesdoes

notbecomeextremelyhigh.

2. the averagenumberof paclets marked per RTT should

notbecomeunusuallylow.

Theprecisechoiceof ¢; andes alsodepend®ntheappropri-
atechoiceof a specificmarkingfunctionin the routerbuffers.
For the simulationstudiespresentedhere,aswell asin [3], we
have experimentedwith a numberof ¢; andc, values,which
effectively ensurethatthe expectednumberof marked paclets
perRTT (for smallp) liesin therange(%, 5).

IV. SIMULATION STUDIES AND OBSERVATIONS

We have performedextensive simulationsusingthe ns-2[8]
simulatorto verify the performanceof our proposedchanges.
Our “gently-greedy”adaptve protocolwasobtainedby modi-
fying the TCP simulatorcode. For the resultspresentedhere,
we choosea = 0 andfg = 1, asperthe recommendationef

In [3], we have alsoinvestigatedhe fairnessssuesnvolved
in having our “modified-ECN” flows coexist with corventional
ECN-capableaswell as ECN-unavare, TCP flows. Our re-
sults,whichweomit dueto spacdimitations,alsoshow thatour
modified-ECNalgorithm,while moreaggressie thancorven-
tional TCR, doesnot unduly stane suchcompetingTCP flows.

A. SimulationEnvironment

To simulateanenvironmentwherethelink capacityavailable
to best-efort flows wasvariable,we usedthe simulationtopol-
ogy of figure 1, whereVolP andbest-efort traffic arebuffered
in two separatejueuesand ClassBasedWeightedFair Queu-
ing (more precisely SCFQ)is usedto isolatethe two classes.
To provide voice higherpriority, the VoIP classhadaweightof
0.8, comparedo 0.2 for TCP traffic, eventhoughthe offered
load of VolP traffic was often much lower thanthat of TCP;
suchalargerelative weighteffectively shieldsVolP flows from
best-efort traffic. The TCP flows then effectively utilize the
portion of thelink bandwidththatis unusedby higherpriority
VolIP flows.

©
e“(@
S

N
O C1=128 Kbps

..\Dmpm
@ C=10 Mbps

OiECN RED

C2= 10 Mbps

Best-Effort (ECN-mod/ ECN-NewReno Tx)

Figurel: SimulationTopology

EachVolP flow wasmodeledasanexponentiallymodulated
on-off processwith the meanon andoff times,asperthe|TU
P.59[9] recommendation$eing1.008and1.587secsrespec-
tively. During the on-period,the voice sourcegeneratesn 80
byte paclet every 10 msecs(similar to thatin typical G.711
codecs) Sinceeachpaclkethasanadditionalheadef 40bytes,
the peakrate of a single sourceis 96 Kbps. To simulatevari-
ationsin the traffic load offered by high priority VolP traffic,
we modeledthe total numberof instantaneousalls asa birth-
deathprocess.New voice calls arrived accordingto a Poisson
processwith rate \; thedurationof eachcall wasexponentially

the previous section. The objectivesof our simulation-based distributedwith amean.;.

studiesaretwo-fold:

« To demonstratahat our “modified-ECN” flows adaptto
variablelink capacityand achieve betterutilization than
correspondingdECN-TCP” flows.

« To shaov how changingthe marking function in a router
buffer, in tandemwith the “modified-ECN”window adap-
tation algorithm, providesbetterlink utilization thanthat
achievedby acorventionalimplementatiorof ECN mark-
ing with corventionalECN-avare TCP flows. In particu-
lar, ECN-modflows arelesssensitve thancorresponding
ECN-avare TCP NewRenoflows to changesn the exact
markingprobabilities.

Thebest-efort traffic consistedf two alternatve types:

+ "ECN-NewvReno”: To model corventional ECN-avare
TCPR, we usedECN-avare TCP NewRenoflows, where
a sourcereactsto marked and droppedpacletsin an (al-
most)identicalmanner

« “ECN-mod”,or“Modified ECN": Thisis our ‘responsve’
ECN-capablerotocol,wherethe sourcereactsto marked
pacletsasdescribedn Sectionlll, andto droppedpack-
etsin the sameway as TCP NewReno. We always have
B=1a=0,c = 23 Wereporton threechoicesfor
c1: 272, 273 and2~*. Thesechoicesleadto pW (p) €
{2,1,1/2}. Wefoundthatc; = 2=%, pW(p) = 1/2 gave



the bestresults. Unlike currentTCP versions,our ECN-
mod protocol decreaseits window by ¢; W7 on recev-
ing anacknavledgemenfor every marked paclet, evenif
suchcongestionmarking occursmultiple times within a
singlewindow worth of paclets.
The router dropping function for ECN-NevReno flows,
p(Q), wasbasednthelineardropmodel:

0 if 0 <@ < ming,
P(Q) =< Pmas * 2 if miny, < Q < maze,
Pmaz if maxey < Q

(10)

To ensurea fair comparisonfor differentvaluesof « and

B, we modifiedthe markingfunction, p,,,4(Q), for ECN-mod

flows, suchthatgiven a specificbuffer occupang, the conges-

tion windows are the samein all cases. This is achieved by

defining p,04(Q), the markingfunctiont for ECN-modpack-
etsas:

pmod(Q) = (1 +— % (11)

B. BandwidthUstilization of ECN-modand ECN-NevReno

For the plots provided here,the bottlenecklink capacityC
is 10 Mbps; the VoIP queuewas sizedto have a maximum
drain time of 20 msecs. The numberof besteffort flows (ei-
ther all ECN-NevRenoor all ECN-mod)was 20. The best-
effort queuehadRED parametergin paclets)of ming, = 25,
maxy, = 75, Pmaz = 0.2 andbuffer size B = 150 (following
the recommendations [11]). The RTT of the TCP connec-
tions are uniformly spacedout over the interval (25, . . ., 250)
msecs.

Figure?2 plotsthetotal goodput(VolP+TCP),aswell asthe
TCPgoodpuialone,as isvariedto changeheaveragenumber
of simultaneousoicecalls. We seethatECN-modsourceges-
peciallywith ¢; = 0.0625) arebetterthanECN NewRenoin re-
spondingasterto instantaneouBuctuationdn theavailableca-
pacity. In all casesthe VoIP throughputwasunafectedby the
choiceof the besteffort protocol,demonstratinghe effective-
nessof WFQ in effectively giving VolP traffic higherpriority.
The plotsalsoshav thatchoosinge; = 0.25 cause€€CN-mod
to performworsethan ECN-NevReno. Our modifiedwindow
increasgprocedureas tooaggressiein thiscaserapidincreases
in the congestiorwindow arefollowed by rapid decreasegas
the routermarkingalwayslagsbehindthe instantaneousate).

LFor experimentsthat simply comparethe effectivenessof ECN-modand
ECN-NevRenoin exploiting unusedcapacity we left unchangedRED’s drop-
biasingmechanisnthatresultsin auniform distribution betweerntwo consecu-
tive pacletdrops.In suchacase equation(11) wassuitablymodifiedto reflect
the fact that the averageunconditionaldropping probability is not p(Q) but
2 x p(Q). For experimentsthat studiedthe capacityutilization asa function
of eitherthe markingprobability or the numberof adaptve flows, we modified
REDtoimplementheGeometriadrop-biasingolicy [10], whereequation(11)
appliesunchanged.

Suchhigh fluctuationsin the window size increasethe lik eli-
hoodof buffer underflav andleadto poorerlink utilization.
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Figure 3 shows the paclet markingratesfor the best-efort
traffic, aswell asthe coeficient of variationof the occupanyg
of thebest-efort queue With therouterperformingE CN-based
feedbackthepacletlossratesfor theadaptietraffic wereprac-
tically zeroin all cases.
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The plot of the marking probabilitiesalso showns that our
parameteradjustmentprocedurecausesthe ECN-mod flows
to experiencemuchhighermarkingratesthan ECN-NevReno
flows. The superiority of ECN-basedcongestionavoidance
is clearly evident from theseplots, sincethe router can mark
pacletswith ratesas high as20% with no degradationin the
achiezedgoodput. The plot of the coeficient of variation(de-
fined as 8td-Deviation) 5|50shavs that ECN-modflows result
in in a lower coeficient of variation of the queueoccupangy,
asopposedo ECN-NenvRenoflows. Unlike ECN-NevReno,
wherethe drasticreductionin the window sizeleadsto larger
variability in the queueoccupang, ECN-mod sourcesreact
moregentlyto individual packet markings;the variationin the
gueueoccupany is consequentlynuchsmootherThiswas,of
coursenottruefor ECN-modwith ¢; = 0.25, wheretheoverly
aggressie increasen the window size actually increasedhe
variability in the queueoccupany.

C. Sensitivityto Buffer Marking Parametes

Oneof thebig advantage®f usingeCN for congestiorfeed-
backis thatthe markingprobability canbe madeashigh as1,
without giving rise to undesirabldoss-relatedransients.It is
preciselythis featureof aggressie markingthat allows ECN-
mod flows to respondmuch lessdrasticallyto an individual
acknavledgementfor a marked paclet. However, it is well-
known that the optimal setting of the variousthresholdsand
parametersn randomizedfeedbackalgorithmssuchas RED
varieswith the numberof flows. While variousalgorithms,
suchas SRED[12] and BLUE [13], have beensuggestedo
adaptvely alter the feedbackparametergsuch as max;, or
Pmaz) basedn estimate®of the numberof active flows or link
loads, suchadaptve algorithmshave not yet beenpractically
implementedlt is naturallyinterestingto studytherelative de-
greeto which a sub-optimalparametechoicein non-adaptre
implementationf randommarking affects the performance
of ECN-modand ECN-NewvRenoflows. Accordingly, for the
simulationsin this sub-sectionwe usedthe samesettingsas
the previous sub-sectiorfor the best-efort queue,exceptthat
themaximummarkingprobability p,,... (in equation(10)) was
variedbetween0.05 and1. Moreover, the averagenumberof
VolIP call wasmaintainedat 200 by settingA = 2 in all these
simulations.

Figure 4 plots the total goodput(VolP+ TCP), as well as
the TCP goodputalone,asp,,... is variedto changethe max-
imum marking probability  Analytical techniqueghat predict
the queueoccupanyg asa functionof p,,.. (seefor example,
[14]) show thatincreasingp,,,.., decreaseshe averagequeue
occupang. We seethatthe utilization obtainedby ECN-mod
sources(especiallywith ¢; = 0.0625) is muchlesssensitve
to an increasein p,,,, comparedto that attainedby ECN-
NewRenoflows. Indeed,as p,,.., is increasedrom 0.05 to
1, the TCP goodputfor 20 ECN-modsourceg(c; = 0.0625)
dropsfrom ~ 2.77 Mbpsto ~ 2.7 Mbpsonly; in contrast for

ECN-NewvRenoflows, the TCP goodputdropsfrom ~ 2.765
Mbpsto ~ 2.64 Mbps for ECN-Ne~vRenoflows. Thereason
for the relatively worseperformanceof ECN-NavRenois not
toodifficult tofind. As p,,... iSincreasedtheaveragegjueueoc-
cupang (andindeedtheindividual averagecwnd of eachflow)
decreasesSinceeachECN-NevRenoflow halvesits window
onreceiptof anacknavledgemenfor a markedpaclet, thepo-
tential for buffer underflav (andbandwidthwastagebecomes
stronger In contrasttheresponsef eachECN-modflow to a
singlemarkedpacletis muchmilder; since theflow decreases
its cwnd by a muchsmallervalue,the potentialfor buffer un-
derflow is greatlydiminished.

Additional plots (omitted dueto spaceconstraints)onfirm,
asexpectedthattheaveragemarkingratesarehigherfor ECN-
modflowsthanECN-Ne~vRenoflows. Moreover, thesmoother
variationin the window evolution of an individual ECN-mod
flow alsotranslatesnto asmootheevolution (lower coeficient
of variation)of the occupany of the best-efort buffer. As be-
fore, thesestudiesdemonstratdnow more-responsie conges-
tion control canbe achieved by combiningaggressie paclet
markingwith alessdrasticdecreasé window sizeby individ-
ual flows. More importantly, the studiesdemonstrat¢hatsuch
a congestiorcontrol stratgly canmake the link utilization less
sensitve to the choiceof individual markingparametersSuch
insensitvity is practicallyimportant,sincethe variationin the
best-efort traffic load canmake the determinationof optimal
parametriovaluesfor the markingalgorithmquite difficult.
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V. CONCLUSION

In this paperwe have studieda framawork for “rapidly reac-
tive congestiorcontrol” in the Internet. This framework is mo-
tivatedby the needfor future best-efort adaptve traffic to not
only exhibit fastbacloff duringcongestionbut alsoto aggres-
sively consumethe rapidly-varying bandwidthleft unusedby
higher priority traffic. The framevork usesECN-basednark-
ing in routersanddevelopsa window-basedorotocolwhereby
sourcegeactto individual marked packetsmuch more gently
than corventional TCP. We first leveragedour work in [3] to
develop a framawork for such ECN-avare generalizedadap-
tation protocolsand motivatedour choicefor having a = 0,
B = 1 andsmalle; andes in the polynomialgeneralizedton-
gestionavoidancealgorithm. The key ideawasto notethat,un-
like paclet droppingrates,the markingprobabilityin a router
couldbeashighas100%.

Although by no meansconclusve, our simulationshave
shawvn that, by suchcooperationbetweenrouter and rapidly
adaptve sources,it becomespossiblefor “best effort” flows
to betterutilize the bandwidthleft unusedby higher priority
traffic, especiallyif the unusedbandwidthis quickly varying
over time. Additional simulation-basedesultsin [3] showv
that, while a well-designedECN-mod protocol doesobtaina
larger shareof the available capacitythan either ECN-avare
TCP NewRenoor ECN non-capableTCP NewReno, it does
not stane either of them. Moreover, our ECN-mod protocol
requiresvery minor changesn currentTCPimplementations.

Our simulationsalso establishan additionalbenefitsof us-
ing our ECN-modadaptationalgorithm. In contrastto ECN-
NewRenoflows, theutilizationattainecoy ECN-modflowswas
relatively unafectedby changego the p,,,, parametein the
routermarkingfunction. Thesesimulationsalsoattestto a big
benefitwith ECN: the maximummarking rate can be as high
as1, withoutadveselyimpactingutilization in any significant
way.

Although our simulationsuseda variableamountof higher
priority VoIP traffic to changethe best-efort bandwidth,our
conclusionsshouldapply to ary ernvironmentwherethe avail-
ablecapacityis rapidly changing.In particular we believe that
suchECN-basedapidadaptatioris crucialover satellitelinks,
which are characterizedy variable IP-layer capacities large
bandwidth-delayroductsandhighlink errorrates.

VI. ADDENDUM

The views and conclusionscontainedin this documentare
thoseof the authorsand should not be interpretedas repre-
sentingthe official policies,eitherexpressedr implied, of the
Army Researctaboratoryor theU.S. Government.
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