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Abstract. The automated analysis of feature models is one of the thriv-
ing topics of research in the software product line and variability manage-
ment communities that has attracted more attention in the last years.
A recent literature review reported that more than 30 analysis opera-
tions have been identified and different analysis mechanisms have been
proposed. Product configuration is a well established research field with
more than 30 years of successful applications in different industrial do-
mains. Our hypothesis, that is not really new, is that these two inde-
pendent areas of research have interesting synergies that have not been
fully explored. To try to explore the potential synergies systematically, in
this paper we provide a rapid review to bring together these previously
disparate streams of work. We define a set of research questions and give
a preliminary answer to some of them. We conclude that there are many
research opportunities in the synergy of these independent areas.
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1 Introduction

Variability modelling and management is a key issue in software product line
engineering. Feature models are one of the most used mechanisms to model
the variability within a software product line. A feature model consists of a set
of features and a set of relationships that connect features. It is arranged in
a tree–like structure with additional cross-tree constraints. There are different
feature model dialects identified in the literature [53] which include basic feature
models, cardinality based feature models and extended feature models using
feature attributes.



Figure 1 shows an example feature model using the most well known mod-
elling elements3. The model illustrates how features are connected to specify a
software product line in the mobile phone domain. We assume that the software
loaded in the phone is determined by the features that it supports. According
to the model, all phones must include features supporting calls, and displaying
information in either basic, colour or high resolution screens. Furthermore, it is
possible to optionally include support for GPS and multimedia elements such
as camera, MP3 player or both of them.

Fig. 1. A sample feature model

The automated analysis of feature models is one of the areas of research that
have attracted more attention in the last two decades [8]. It can be defined as the
computer–aided extraction of information from feature models. The analysis is
performed by means of analysis operations which take several inputs and provide
an output. As input we have a feature model with optionally some additional
information such as a set of features to be selected or deselected. As output it
is possible to find numbers, set of features and others depending on the kind
of analysis operation. An example of a feature model analysis operation would
be counting the number of possible products represented by the feature model.
In the example of Figure 1 the number of products is 14. 30 different analysis
operations have been surveyed [8] including operations for model consistency,
error detection, explanations, and feature model configuration capabilities. The
general analysis process is shown in Figure 2 where a feature model is trans-
lated to a logical representation and using some technique (e.g. logical solvers or
specific algorithms) the analysis operations are performed.

The configuration of feature models can be defined as the process of selecting
and deselecting features in a feature model until reaching a full configuration,
i.e. a configuration where no additional decision on the feature model needs to
be made to have all the information to configure a given software product of
the software product line. The configuration of feature models is no more than

3 This Figure has been taken from [8].



Fig. 2. Process for the automated analysis of feature models taken from [8]

an analysis operation where the input is a feature model with a set of decisions
on the state of a given set of features (a feature can be selected, deselected or
undecided) and the output is the feature model together with the new states of
the features.

Product configuration is an independent area of research from software prod-
uct line engineering that has a long history as an application of Artificial Intelli-
gence technologies [43,23,52]. The first paper on product configuration was pub-
lished back in 1978 [36]. Similar to feature model based configuration, product
configuration can be interpreted as the process of partially or completely instan-
tiating component types and related attributes with concrete components and
attribute values [52] in a way that preserves the consistency with a predefined
set of constraints (restrictions). Configuration technologies are typically applied
in complex product domains such as telecommunication [23], automotive [34],
and digital equipment [7,19].

Although product configuration is a well established area of research with
numerous industrial applications, the synergies between feature model configu-
ration and product configuration have been rarely explored. Our hypothesis, that
can be easily formulated from the previous descriptions, is that feature model and
product configuration have a lot of potential synergies that can be explored and
exploited. In this paper, we show first steps to explore those synergies towards a
more systematic literature review to fully gather the spread knowledge from the
different areas to start a cross fertilization process to benefit both communities
from the independent results.

This hypothesis of existing synergy potentials is not really new. In the past,
there have been already some attempts to connect these two areas [6,39] and
the importance of such a connection has been explored in the last years within
the software product line community. As an example, there have been 2 in-
vited keynotes in recent workshops of the software product line conference by



well known researchers from the configuration area (see [16,47]). Also, a recent
contribution to a workshop in the product configuration area proposes a re-
search roadmap to try to connect these two areas and revealed the importance
of surveying the literature to find synergies [31]. In this paper, in difference with
respect to previous work, we give a first step forward to complete a systematic
literature review to bring together these previously disparate streams of work
and we provide first answers to some research questions. Thus, we define a set
of research questions and give a preliminary answer to some of them which start
opening research opportunities.

Although in a systematic literature review a well established method is re-
quired [10], we do not present such a systematic method in this paper. We rather
use a rapid review approach which is also a very common method in evidence-
based research in areas such as medicine [27]. A rapid review is a method to
provide an assessment of what is already known in a given research field. In
contrast to literature reviews, it does not need a tedious and time–consuming
method trying to be “quick but not dirty” [27]. In this sense, it can serve as a
first step towards a more systematic literature review. It is fair to recognize that
this rapid literature review has an important bias due to the fact that there is
a good amount of the surveyed references that are works done by the authors.
However, we still think it is valuable to show these results since the authors have
been working independently in the surveyed areas namely, automated analysis of
feature models and product configuration. In any case, this bias is also addressed
adding a good amount of references to other existing work.

In the following section we discuss research questions related to the further
development of both research fields. Thereafter – in Section 3 – we try to provide
first answers to the posed questions.

2 Research questions

The goal of this review is to provide first answers to the following research ques-
tions (RQ 1–4). Some of them have been already answered in a recent literature
review about the automated analysis of feature models [8]. The main goal here is
to investigate how these questions have been addressed in the product configura-
tion field and see the similarities, differences and discover research opportunities.
We will try to answer these questions always comparing how different activities
are performed in the feature modelling field and how they are addressed in the
product configuration field. Although there are also other potential research
questions to be addressed we selected these 4 mainly because they cover impor-
tant parts of the engineering process such as modelling (RQ1), implementation
and design (RQ2–3), quality assurance (RQ4).

RQ1: How are the different modelling approaches related? There are different
dialects of feature models as described in [53]. In contrast, how are configuration
problems modelled? Can a feature model configuration problem be represented
as a configuration problem? Are there modelling elements in product configura-
tion that are not used in feature models? And the opposite? Are there approaches



to standardize configuration knowledge representations and how can these rep-
resentations be exploited in the context of feature model development?

RQ2: Which are the automated mechanisms proposed? There are mainly
three basic reasoning approaches used when automatically analysing feature
models [8]: propositional logic based analysis, constraint programming based
analysis and description logic based analysis. Are those paradigms also used in
product configuration? Are there any special techniques developed in that field
that could be used in feature model configuration?

RQ3: Are there similar operations? In feature models, 30 different analysis
operations have been recently reported [8]. How similar are the operations in
configuration problems? In product configuration it is well known that one of the
main important tasks is the user support which includes providing explanations
when a erroneous configuration step is reached. Are there special mechanisms
developed in the product configuration community that could be used in feature
model configurations?

RQ4: Which are the functional and performance mechanisms used? In feature
models, there are some proposals to perform functional and performance testing
of analysis tools [56,54,55,57]. The challenge is how to assess the quality of feature
model analysis tools in terms of functionality (is the analysis tool doing what
is supposed to do?) and performance (is the analysis tool performing well?).
Are there also functional and performance testing mechanisms described in the
product configuration literature? How are the different mechanisms related?

3 Preliminary results

To provide a preliminary answer to the research questions of Section 2 we
searched papers in academic databases guided from our previous experience in
the field. In this section we give a first answer to some of the research questions
by quoting and explaining some of the papers studied to show the potential
synergy between the two areas.

3.1 RQ1: How are the different modelling approaches related?

From our rapid review we have detected that the existing research on product
configuration does not have a well established or standard language to define con-
figuration problems. There have been attempts to use domain-specific languages
for product configuration, for example, on the basis of the Unified Modeling Lan-
guage (UML) [15]. Furthermore, ontology based configuration knowledge repre-
sentations [60] and description logics based representations have been developed
[18,40]. These representations are either not supporting the needed expressivity
(for an in-depth analysis of description logic based knowledge representations
see [18]) or are not based on a formal semantics (UML is based on a semi-formal
definition, the same holds for the ontology specified in [60]). In other cases, con-
figuration problems are formally defined on the basis of logic-based approaches
which are often not accessible for domain experts and even developers. In this



sense, it is easy to find configuration problems described in description logic,
constraints or propositional logic (see Section 3.2) but there is still a need for
a standardized representation with a clear underlying formal semantics. There
have been some general standardization efforts in constraint representations [45]
but not specifically in the product configuration domain. Also, there have been
some efforts to clearly define configuration tasks [43]

In contrast, configuration problems in software product lines are mainly mod-
elled using any of the following families of notations: decision-based modelling
notations or feature model–based notations [12]. There are also other notations
such as OVM [49] or COVAMOF [59] but these are less common in the liter-
ature. There is even a current effort to define a common variability modeling
language (CVL) [24] which could also serve as a basis for the definition of con-
figuration problems. There exist different dialects of feature models as described
in [53] and also some textual syntax of feature models like TVL [11]. In addition,
formal semantics of feature model dialects have been reported [13,53].

We will now try to answer the following sub question: can a feature model
configuration problem be represented as a configuration problem? To do so, we
provide the following definitions adapted from the discussions in Section 1 and
from any general definition of a configuration problem that can be found in the
literature. Note that this definition can be exploited for the representation of
basic configuration problems which do not include complex connection structures
and component hierarchies [23,38]. However, it is a good basis for having a
common representation for both, basic configuration problems and feature model
configuration problems.

Definition 1 (Feature Model Configuration Problem). A feature model
configuration problem is defined by the tuple (F,D,C) where F = {f1, f2, ..., fn}
is a set of features fi. Furthermore, D= {dom(f1), dom(f2), ..., dom(fn)} is the
set of corresponding feature domains where dom(fi) = {true, false}. Finally, C
= CR ∪ CF is a set of constraints restricting the possible configurations which
can be derived from the feature model. In this context, CR = {c1, c2, ..., ck}
represents a set of user requirements (e.g. selection or deselection of features)
and CF = {ck+1, ck+2, ..., cm} represents a set of feature model constraints.

The hypotheses here is that any relationship defined in a feature model dialect
can be translated to a constraint in a Constraint Satisfaction Problem (CSP)(see
[5] for an introduction on CSP).

Definition 2 (Feature Model Configuration). A feature model configu-
ration for a given feature model configuration problem is a complete assignment
of the variables fi ∈ F . Such a configuration is consistent if the constraints
ci ∈ C are consistent with the given variable assignment. Furthermore, a fea-
ture model configuration is valid, if it is consistent and complete, i.e. it does not
violate any constraint defined in the feature configuration problem and all the
variables have an assigned value.

Results. We conjecture that a feature model configuration problem in par-
ticular and any software product line configuration problem in general could be
seen as a special case of a product configuration problem.



In configuration problems not only boolean constraints are used as in most
of the cases of feature model configuration problems. In product configuration
problems there is no standard language to describe configuration problems while
in software product lines there is de facto standard which are feature models
and an effort to a standardized notation such as CVL. These more established
notations in software product line engineering could inspire product configura-
tion researchers to identify ways to share, disseminate, and model configuration
problems. On the other hand there are also challenges with respect to prod-
uct domains (e.g., telecommunication switches [23]) where complex connection
structures and related (aggregation) constraints have to be specified (see, e.g.,
[18]). We want to emphasize that a detailed analysis of needed extensions of
existing feature model representations is a major challenge for future research if
feature models want to be adopted as a sort of standard language in the product
configuration field.

3.2 RQ2: Which are the automated mechanisms proposed?

There are mainly three categories of mechanisms used for the automated analysis
of feature models [8]: propositional logic based analysis, constraint programming
based analysis, and description logic based analysis. In a survey on product con-
figuration in 19984, Sabin et al. [52] divided the existing paradigms on product
configuration as the following: rule-based reasoning and model-based approaches.
In the former, rules of the form if condition then action are used to represent con-
figuration knowledge. According to [52], this kind of configuration systems have
maintenance problems. In model-based configuration systems, the assumption is
that the configuration knowledge is expressed in an explicit language in terms
of a model. Among the approaches in model–based configuration problems, de-
scription logics and constraint–based approaches are presented [52].

Results. Among constraint based approaches there are some based on so–
called conditional constraint satisfaction problems (CCSP) [26], dynamic con-
straint satisfaction problems(DCSP) [42], and generative constraint satisfaction
problems (GCSP) [23,38]. There are also some proposals to combine description
logics and constraint satisfaction problems [35]. Furthermore, we have found pa-
pers in the product configuration literature that use binary decisions diagrams
(BDD) to represent and solve configuration problems [9,4,28] and also proposals
which combine CSPs with BDD techniques to obtain better product configura-
tors [61].

A product configuration problem is interactive if the configuration process
is performed interactively, i.e. the user makes selections and the system has to
provide feedback to the user as soon as possible. In such scenarios the response
time of the systems is crucial. It is desirable to guarantee a given response
time. In this sense, there is a branch of research on product configuration that
deals with the off-line compilation of configuration problems for a later on-line

4 It is interesting to note that we have not found any more recent review on product
configuration



configuration process. An off–line compilation of a configuration problem is a
process where the configuration problem is translated to a given representation
that ensures a good response time. In the best case, the compilation will deliver
a backtrack-free configurator. Once the compilation is performed, the system
can be used for an on-line configuration process. There are several proposals in
the literature of product configuration using compilation techniques, some are
based on translation the configuration process into a BDD representation [33,29]
and others are based on transforming a configuration problem into an automata
[14,50].

Although there have been some efforts to use efficient techniques for feature
model analysis [41], in general, these techniques have been rarely studied in the
feature model analysis literature and there is significant work to be done to
include those techniques in the feature model analysis field.

3.3 RQ3: Are there similar analysis operations?

An analysis operations over a feature model, as stated in Section 1, is an op-
eration that takes a feature model as input and returns a result as output. An
analysis operation over a configuration model would be the same but taking as
input a configuration model. In feature models, 30 different analysis operations
have been recently reported [8] and it is common to find more and more papers
describing some new operations or a sort of redefinition of them (e.g. [44]).

Results. In the product configuration field, it is not common to find new
operations besides the basic ones like propagate a configuration decision, pro-
vide feedback to the user in terms of explanations or maintain the consistency
of the configuration knowledge base. This could be the case because in software
product line models such as feature models, a very important aspect is the con-
nection of the variability model with other software artefacts like code, software
components, test cases or UML diagrams among others. It would be necessary
to have a catalogue of operations in product configuration similar to the one
found in feature model analysis [8] to explore if there are operations in one side
or the other that could be used as well as existing techniques to automate them.

A special case of analysis operations are the so-called explanations. In the
feature model analysis field an explanation is defined as an operation of analysis
that not only provides a result but also an explanation of why or why not a
given result is provided [64]. There are some proposals to explain why a feature
model is inconsistent, why a feature is dead or why a feature is false optional
[63]. Also, there are some proposals to explain why a given configuration is
erroneous with respect to a given feature model [66,65]. Most of these approaches
are based on Reiter’s theory of diagnosis [51] which means that the method is
complete and provides an explanation which is minimal. A minimal explanation
is the one that explain a given analysis result with the minimum number of
elements. For instance, given a flawed configuration with a set of selected features
and a set of deselected features, an explanation could be used to determine the
changes to be made in the configuration to repair it [65]. It would be possible
to say that all the selections or deselections have to be changed, but usually the



interesting information is to know the minimum changes required to repair the
flawed configuration.

In product configuration it is well known that the methods based on Reiter’s
theory of diagnosis are computationally hard to solve. To face this problem,
there are several proposals in the product configuration literature to provide
faster explanations that either preserve minimality (in terms of the number of
needed repair actions) [17,32,48] or focus on the determination of personalized
repairs which are also minimal but are not necessarily minimal cardinality repairs
[46,20,22].

From this discussion it seems clear that explanation mechanisms for feature
model analysis have to be synchronized with respect to existing product config-
uration mechanisms.

3.4 RQ4: Which are the functional an performance mechanisms
used?

Developing and maintaining feature model analysis tools is difficult and costly
as any other software system due to its complexity and changeability [56]. As
any other software tool, a feature model analysis tool has to use functional
testing mechanisms to detect bugs in the development and evolution process. In
product configuration, tools for providing configuration capabilities are known as
configurators. Configurators suffer from the same problems that feature model
analysis tools, i.e. they are difficult to develop and maintain and most of the
configuration operations are computationally hard to tract.

Results. In the feature model analysis literature we have found specific func-
tional testing mechanisms to detect bugs in analysis tools [56,54]. The basic idea
is to have an automated test data generator that can generate a feature model
together with its represented set of products by means of so-called metamorphic
relations. Once we have a feature model and its set of products, this test input
can serve as an oracle to see if the expected output of an analysis tool is correct
with respect to the test data. The conceptual underpinning of this idea is that
most of the analysis operations could be calculated once the set of products
represented by the feature model is available. This is a black box testing tech-
nique that has been shown to be useful in detecting bugs in some feature model
analysis tool like FaMa5 and SPLOT 6 [56].

Besides functional testing mechanisms for feature model analysis tools, per-
formance is also an additional problem to be taken into account when assuring
the quality of this kind of tools. Most of the feature model analysis operations
are known to be computationally complex to perform [53] and this is especially
important when analysis operations are used for feature model interactive con-
figuration. Most of the times, feature model analysis tools have been tested for
performance evaluation using random inputs [8], i.e. a set of random feature
models are generated to stress the analysis tools to see how they perform when

5 www.isa.us.es/fama
6 www.splot-research.org/

www.isa.us.es/fama
www.splot-research.org/


increasing the size of the models or the percentage of modelling elements like
cross-tree constraints. Although this mechanisms are useful to be used to get
averages (e.g. in terms of time or memory consumption) there are some propos-
als to provide mechanisms to build hard feature models in pessimistic situations
[55,57]. The idea is to define the problem of looking for hard feature models as
an optimization problem. A tool is build to generate hard feature models using
metaheuristic algorithms like evolutionary search to explore the space and try
to guide the tool to find hard feature model instances for a given tool for a given
operation. For instance, the tool can be used to find feature models with between
100 and 200 features with 10% of cross-tree constraints that take more than 5
minutes in detecting the set of dead features which could be considered as an
non affordable time constraint.

There are some similar approaches in the product configuration literature to
what has been done in feature model analysis. For instance, a configurator can
be performance tested by using real configuration models (a.k.a configuration
benchmarks [1]) or by using randomly generated configuration models [62]. On
the other hand, we found a work providing a technique for white-box testing of
configuration systems [21]. However, we have not found any approach to system-
atically perform functional testing of configurators using metamorphic relations
as we found for feature model analysis tools. Similarly, we have not found tech-
niques to systematically search for difficult configuration problems as proposed
for hard feature models.

3.5 Summary of findings

Figure 3 provides a first overview 7 of existing related research in the fields of
variability models (putting special attention to feature model related results)
and product configuration and how they can be used in the other area. Next,
we explain the results from our literature review detecting opportunities for
cross–fertilization either from feature model analysis to product configuration or
backwards.

Feature model analysis can contribute to product configuration in:

– Defining a standard configuration language similar to some of the existing
variability languages in the software product line community like any variant
of feature models [53], CVL [24] or TVL [11] and providing formal syntax
and semantics to the standard configuration language as it has been done in
feature models [13,53].

– Providing a historical catalogue of configuration operations similar to what
has been reported in the feature model analysis literature [8]. In the fea-
ture model literature more than 30 analysis operations exists. Finding a
similar catalogue in the product configuration field remains as a challenge.
Having such a catalogue can help to summarize the results in the product

7 Due to the fact that we are reporting first results of our ongoing research, we do not
claim for completeness with regard to this overview.



configuration field and ease the adoption of the results by the feature model
community.

– Providing more elaborated mechanisms for functional and performance test-
ing of configurators like the ones reported for feature model analysis tools
either for functional testing using an automated test data generator [56] or
using metaheuristic techniques for finding difficult configuration instances
for a given configurator [55,57].

Product configuration can contribute to feature model analysis in:

– Exploring similar automated mechanisms to perform analysis operations us-
ing existing approaches like DCSP [26], CCSP [42] or GCSP [23,38]. Also
combinations of different paradigms depending on the kind of the operation
like description logics and CSP [35].

– Adapting off-line compilation techniques for interactive configuration re-
mains as a challenge in feature model configuration tools in order to provide
back–track free feature model configurators [33,29,14,50].

– Reusing explanations mechanisms [25,17,32,46,48,20,22] since the known fea-
ture model explanation mechanisms mostly rely on Reiter’s theory of diag-
nosis.

4 Conclusions and future work

Feature model analysis and product configuration has a lot more in common
than what has been reported until now. We think that the cross–fertilization
of these two independent areas is a mandatory step for the next years at least
in the software product line and variability management communities. In this
paper, we have reported a rapid literature review that put this fact in evidence
and give concrete research opportunities.

To better explore the results of one and other communities a more exhaus-
tive literature review specially in the field of product configuration seems to be
desirable and this paper is a first step forward.

Other research questions remained can be related to other engineering task
such as maintenance or requirement analysis. In this sense, we have found in the
recent variability management related venues papers about reverse engineering
of variability models [2,3,30,37,58,67]. Exploring if similar problems haven been
addressed in the configuration literature remains as part of our future work.
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Variability models

Modelling


• standard common variability language (CVL) [24]
• different feature modelling dialects [53]
• textual variability languages like TVL [11]
• formal syntax and semantics [13,53]

Operations
{
• catalogue of analysis operations [8]

Quality assurance

{
• functional testing by means of metamorphic relations [56]
• performance testing by means of metaheuristic search [57]

Product configuration

Modelling


• UML/OCL-based representations [15]
• semantic web and description logics based representations [18,40]
• standardization efforts in constraint representations [45]
• definition of configuration tasks [43]

Automated support



• Different forms of constraint satisfaction problems
DCSP[26], CCSP [42] or GCSP[23,38]
• combination of descripton logics and CSP [35]
• off-line compilation techniques for interactive
configuration [33,29,14,50]
• explanation mechanisms [25,17,32,46,48,20,22]

Quality assurance

{
• configuration benchmark [1]
• white–box testing techniques [21]

Fig. 3. Summary of potential synergies
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