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Abstract. Current software process models (CMM, SPICE, etc.) strongly recommend the application
of statistical control and measure guides to define, implement, and evaluate the effects of different
process improvements. However, whilst quantitative modeling has been widely used in other fields, it
has not been considered enough in the field of software process improvement. During the last decade
software process simulation has been used to address a wide diversity of management problems. Some
of these problems are related to strategic management, technology adoption, understanding, training
and learning, and risk management, among others. In this work a dynamic integrated framework for
software process improvement is presented. This framework combines traditional estimation models
with an intensive utilization of dynamic simulation models of the software process. The aim of this
framework is to support a qualitative and quantitative assessment for software process improvement and
decision making to achieve a higher software development process capability according to the Capability
Maturity Model. The concepts underlying this framework have been implemented in a software process
improvement tool that has been used in a local software organization. The results obtained and the
lessons learned are also presented in this paper.
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1. Introduction

Over the past few decades software complexity has significantly increased in such
a way that software has replaced hardware as having the principal responsibility
for much of the functionality provided by current systems. This increasing role of
software, the problems related to cost and schedule overruns, and the customer
perception of low product quality have changed the focus of attention towards
the maturity of software development practices. Although the software industry
has received significant help by means of Computer Aided Software Engineering
(CASE) tools, new programming languages and approaches, and more advanced
and complex machines, there is a lack of process analysis tools for organizations
interested in improving their process performance.

Dynamic modeling and simulation as process improvement tools have been inten-
sively used in the manufacturing area. Currently, software process modeling and
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simulation are gaining an increasing interest among researchers and practitioners
as an approach to analyze complex business and solve policy questions.

In previous work (Ruiz, Ramos, and Toro, 2001) we attempted to apply a complex
dynamic model to support process improvement in a local software development
organization. The non-existence of a historical database and of measurement prac-
tices inside this organization made it impossible, as there were no numerical drivers
to supply the model parameters and functions. Then, we decided to apply Eberlein’s
work (Eberlein, 1989) about understanding and simplification of models to obtain
a reduced dynamic model capable of reproducing the software process dynamics,
yet with less initial information required. But simulation is only effective if both
the model and the data used to drive it accurately reflect the real world. Thus, the
construction of the model itself points to what metric data must be collected and
helps as a clear guideline on what to collect.

In this paper an approach is proposed that combines traditional estimation tech-
niques with System Dynamics modeling. The aim of this combination is to build a
framework to support a qualitative and quantitative assessment for software pro-
cess improvement and decision making. The purpose of this dynamic framework
is to help organizations to achieve a higher software development process capabil-
ity according to the Capability Maturity Model (Paulk et al., 1993). The dynamic
models built inside this framework provide the capability of gaining insight over the
whole life cycle at different levels of abstraction. The level of abstraction used in a
certain organization will depend on its maturity level. For instance, in a level 1 orga-
nization the simulator can establish a baseline according to traditional estimation
models from an initial estimate of the size of the project. With this baseline, the
software manager can analyze the results obtained with the simulation of different
process improvements and study the outcomes of over or underestimating cost or
schedule. During the simulation metric data are saved. These data conform to the
SEI core measures (Carleton et al., 1992) recommendation, and are mainly related
to cost, schedule and quality.

The structure of the paper is as follows. Section 2 provides a brief overview of the
work conducted in the field of software process simulation. In Section 3, the justifi-
cation found to develop the integrated framework is presented. Section 4 describes
in detail, the fundamental basis and structure of this framework. The implementa-
tion and results obtained when applying it inside a local organization are discussed
in Section 5. Finally, Section 6 summarizes the paper and draws the conclusions
and lessons learnt.

2. Software process simulation

Simulation can be applied in many critical areas in support of software engineering.
It enables one to address issues before these issues become problems. Simulation is
more than just a technology, as it forces one to think in global terms about system
behavior, and about the fact that systems are more than the sum of their compo-
nents (Christie, 1999). A simulation model is a computational model that represents



an abstraction or a simplified representation of a complex dynamic system. Simula-
tion models offer, as a main advantage, the possibility of experimenting with differ-
ent management decisions. Thus, it becomes possible to analyze the effect of those
decisions in systems where the cost or risks of experimentation make it unfeasible.
Another important factor is that simulation provides insights into complex process
behavior which is not possible to analyze by means of stochastic models. Like many
processes, software processes can contain multiple feedback loops, such as those
associated with the correction of defects. Delays resulting from these defects may
range from minutes to years. The resulting complexity makes it almost impossi-
ble for mental analysis to predict the consequences. The most frequent sources of
complexity in real software processes are:

— Uncertainty. Some real processes are characterized by a high degree of uncer-
tainty. Simulation models make it possible to deal with this uncertainty as they
can represent it flexibly by means of parameters and functions.

— Dynamic behavior. Some processes may have a time dependent behavior. There
is no doubt that some software process variables vary their behavior as the time
cycle progresses. With a simulation model it is possible to represent and formal-
ize the structures and causal relationships that dictate the dynamic behavior of
the system.

— Feedback. In some systems the result of a decision made in a certain moment
can affect their future behavior. For example, in software projects the decision
of reducing the effort assigned to quality assurance activities has different effects
over the whole progress of these projects.

Thus, the common objectives of simulation models consist of supplying mecha-
nisms to experiment, predict, learn, and answer questions such as: What if ...?
A software process simulation model can be focussed on certain aspects of the
software process or the organization. It is important to bear in mind that a simula-
tion model constitutes an abstraction of the real system, and so it represents only
the parts of the system that have been intended to be modeled. Furthermore, cur-
rently available modeling tools such as ithink® (High Performance Systems, 2001),
POWER-SIM® (PowerSim Corporation, 2001), and Vensim® (Ventana Systems,
2002) help to represent the software development process as a system of differen-
tial equations. This is a remarkable characteristic, as it makes it possible to formal-
ize and develop a scientific basis for software process modeling and improvement.
Some noticeable applications of this dynamic approach to model software process
can be found in (Kellner, Madachy, and Raffo, 1999).

3. Justification

Although traditional methods for software project management have revealed their
weaknesses during the last decades, there is common agreement that they are still
useful. We think that it is important to integrate traditional methods and process
simulation under a common approach, in order to obtain a valuable tool to design



process improvements and evaluate their effects. Rodrigues and Bowers (1996),
draw the conclusions obtained after having compared both approaches, and point
out the necessity of integration. Traditional and dynamic approaches have similar
objectives, yet the perspective under which they work is completely different. Tra-
ditional methods are normally based on a Top-down decomposition of the software
project, while the dynamic method can be characterized by the aggregation process
it is focussed on, according to which, some features of a project are joined together
under a simulation model. In accordance with what has been said, it can be deduced
that dynamic models are suitable to deal with problems placed at the strategic level,
while traditional methods are useful at the operational level of software projects.

With the development of a Dynamic Integrated Framework for Software Pro-
cess Improvement (DIFSPI) we offer a methodology and working environment to
join both approaches and to allow project managers and members of the Soft-
ware Engineering Improvement Group (SEIG) to design and evaluate new process
improvements. One of the main objectives of DIFSPI is to support the evolution of
the maturity level of an organization according to the Capability Maturity Model
(Paulk et al., 1993). The process of design and development of both the framework
and the dynamic models that integrate it, allows one to define a metrics collection
program. These metrics are necessary to both initialize and validate the dynamic
models. This metrics collection is not only useful for the dynamic models; it also
serves as an invaluable opportunity to obtain a real knowledge of the state of the
software processes inside an organization. This knowledge is essential before tack-
ling any process improvement.

4. DIFSPI development
4.1. Conceptual approach

Using simulation for process improvement in conjunction with CMM is not a new
idea. As a matter of fact, (Christie, 1999) suggests that CMM is an excellent incre-
mental framework to gain experience through process simulation. Nevertheless,
there is a lack of a dynamic framework capable of assessment in the achievement of
higher process maturity. One of the main features of DIFSPI is that this assessment
is provided not only by using the associated final tool, but during the development
of the whole dynamic framework. The reason for this is that the benefits that can be
obtained with the utilization of dynamic models inside an organization, are directly
related to the knowledge and the empirical information the organization has about
its processes. Figure 1 illustrates this idea. It shows the existing causal relationships
among the maturity level of the organization, the utilization of dynamic models and
the benefits obtained.

The positive feedback loop comes to illustrate the causal relationship that rein-
forces the metrics collection inside the organization. The metrics collected will be
used to calibrate and initialize the dynamic models. Lower maturity organizations
are characterized by the absence of metric programs and historical databases. In
this case, it is necessary to begin by identifying the general processes and the infor-
mation that has to be collected about them. The questions of what to collect, at
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Figure 1. Causal relationships derived from the development and utilization of dynamic models.

what frequency, and with what accuracy have to be answered at this moment. The
design process of dynamic models helps to come to a solution to these questions.
When developing a dynamic model it is required to know: a) what is intended to
be modeled, b) the scope of the model, and c) what behaviors need to be ana-
lyzed. Once the model is developed, it needs to be initialized with a set of initial
conditions in order to execute the runs and obtain the simulated behaviors. These
initial conditions customize the model to the project and to the organization to
be simulated and they are effectively implemented by a set of initial parameters.
These parameters that rule the evolution of the model runs answer precisely the
former question of what data collect: those data required to initialize and validate
the model will be the main components of the metrics collection program.

Once the components of the metrics collection program have been defined it can
be implemented inside the organization. This process will lead to the achievement
of a historical database. The data gathered can then be used to simulate and empir-
ically validate the dynamic model. When the dynamic model has been validated, the
results of its runs can be used to generate a simulated database; with this database it
is possible to perform process improvement analyses. An increase in the complexity
of the actions intended to be analyzed will directly lead to an increase in the com-
plexity of the dynamic model required and, therefore, to a new metrics collection
program for the new simulation modules.

The bottom half of Figure 1 illustrates the effects derived from the utilization
of dynamic models in the context of process improvement. Using dynamic mod-
els which have been designed and calibrated according to an organization’s data
provides three important benefits. Firstly, the data of the simulation runs can be
used to predict the future evolution of the project. The graphical representations
of these data show the evolution of the project from a set of initial conditions
(which have been established by the initialization parameters). By analyzing these
graphics, organizations with a low level of maturity can obtain a useful qualita-
tive knowledge about the evolution of the project. As the maturity level of the
organization increases, the knowledge about its processes is also higher and the



simulation runs can be used as real quantitative estimates. These estimates help
to predict the future evolution of the project with an accuracy that is intimately
related to the uncertainty of the initial parameters. Secondly, it becomes possible
to define and experiment with different process improvements by analyzing the dif-
ferent simulation runs. This capability helps in the decision-making process, as only
the improvements which gave the best results will be implemented. Moreover, one
of the most remarkable things here is that these experiments are performed with
no cost and risk to the organization as they use the simulation of scenarios. Thirdly,
the simulation model can also be used to predict the cost of the project; this cost
can be referred to as the overall cost, or to a hierarchical decomposition of the total
cost, as for instance, the cost of quality or revision activities. These three benefits
are the main factors that lead to the achievement of a higher maturity level inside
an organization according to CMM.

4.2. DIFSPI structure

Project management is composed of activities which are intimately interrelated in
the sense that a certain action performed over a determined area will possibly affect
other areas. For instance, a time delay will always affect the cost of the project but
it may or may not affect the morale of the development team, or the quality of
the product. The interactions among the different areas of project management
are so strong that on some occasions the throughput of one of them can only be
achieved by reducing the throughput of another. A clear example of this behavior
can be found in the frequent practice of reducing the quality, or the number of
requirements to be implemented in a certain version of the product with the aim
of meeting the time or cost estimates.

Dynamic models help to understand the integrated nature of project management,
as they describe it through different processes, structures, and main interrelation-
ships. In the framework proposed here, project management is considered as a set
of dynamic interrelated processes. Projects are composed of processes. Each process
is composed of a series of activities designed for the achievement of an objective
(Paulk et al., 1993). From a general point of view, it could be said that projects are
composed of processes which fall into one of the following categories:

— Management process. This category collects all those processes related to the
description, organization, and control of the project.

— Engineering process. All those processes related to the specification and devel-
opment activities of the software product are collected in this category.

Both categories interact during the time cycle of the project as Figure 2 shows.
From an initial plan performed by the project management processes, engineering
processes begin to be executed. Using the information gathered about the progress
of this second group of processes, project management processes determine the
modifications that need to be made to the plan in order to achieve the project
objectives. The DIFSPI proposed follows this same classification and is structured
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Figure 2. Classification of processes for software development.

to attend to project management and engineering processes. In both levels, the
utilization of dynamic models to simulate real processes and to define and develop
a historical database, will be the main feature.

4.2.1. Engineering processes in the DIFSPI. On this level the dynamic models sim-
ulate the life cycle of the software product. The benefits that simulation provides at
this level are the following:

— To build a model it is necessary to improve the knowledge one has about the
software development process, as it is required to establish the limits and scope
of those real behaviors to be modeled and simulated.

— The parameters required by the model and the tables which determine its time
behavior will constitute the main elements of a metrics collection program to
define a historical database.

— The effective application of this metrics program will feed the database. The
historical data gathered will help assess in the validation and calibration of the
model.

— The dynamic model will finally simulate the software processes with the knowl-
edge and the maturity that the organization has at the moment.

— The utilization of the dynamic model allows the establishment of a baseline for
the project, the investigation of possible improvements, and the development of
a historical database which can be fed either by real or simulated data.

The dynamic models of this level at DIFSPI should follow the levels of visibility
and knowledge of the engineering processes that organizations have at each matu-
rity level. It is obvious that the complexity of the dynamic model used in level 1
organizations cannot be the same as that of the models capable of simulating the
engineering processes of, for instance, level 4 organizations.

4.2.2. Project management processes in the DIFSPI. Management processes are
divided into two main categories:

— Plan. This groups the processes devoted to the design of the initial plan and
the required modifications when the progress reports indicate the appearance of



problems. The models of this group integrate traditional estimation and planning
techniques together with dynamic ones.

— Control. In this group all the models designed for the monitoring and tracking
activities are gathered. These models will also have the responsibility of deter-
mining the corrective actions to the project plan. Therefore, the simulation of
process improvements will be of enormous importance.

4.3.  Elaboration of the dynamic models

The approach followed in the construction of the dynamic models is based on two
fundamental principles:

— The principle of extensibility of dynamic models. According to this principle,
different dynamic modules are joined to an initial and basic dynamic model.
This initial model models the fundamental behavior of a software project. Each
one of the dynamic modules models each one of the key process areas which
conform the step to evolve to the next level of maturity. These modules can
be either “enabled” or “disabled” according to the objectives of the project
manager or the members of the SEIG.

— The principle of aggregation/decomposition of tasks according to the level of
abstraction required for the model. Two levels of aggregation/decomposition
are used:

e Horizontal aggregation/decomposition according to which different sequential
tasks are aggregated into a unique task with a unique schedule.

e Vertical aggregation/decomposition according to which different and individ-
ual, but interrelated and parallel tasks are considered as a unique task with a
unique schedule.

The definition of the right level of aggregation and/or decomposition for the tasks
mainly affects the modeling of the engineering activities and principally depends on
the maturity level of the process intended to be simulated.

To define the initial dynamic model the common feedback loops among the soft-
ware projects were taken into account. The objective of this approach was trying to
achieve a generic model and avoid modeling certain behaviors of concrete organiza-
tions which might limit the flexibility of the DIFSPI. To initialize the functions and
parameters of the initial model, data originating from historical databases collected
in the available literature were used (Putnam, 1992). By replicating some of the
equations of the initial model it is possible to model the progress to higher maturity
levels.

Figures 3 and 4 illustrate the former idea of basic modeling and structure repli-
cation. The initial model can be used to simulate software projects developed in
organizations progressing to level 2. Figure 3 uses System Dynamics notation to
illustrate the components developed to model the software development activity.
The number of tasks to be developed is determined from an initial estimate of
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Figure 3. Basic dynamic module for software development modeling.

the size of the project. These pending tasks become accomplished tasks according
to the development rate. During this process, errors can be committed. Thus, in
accordance to the desired quality objective for the project, the quality rate and the
revision rate are determined. These two rates govern the number of tasks that are
revised. To model the progress to level 3, the model will make use of a horizontal
decomposition, creating as many substructures as phases or activities are present in
the task breakdown structure of the project (analysis, design, code and test, in our
case). According to this approach, each time a complete model or some part of it is
replicated, it will be necessary to define the new fixing mechanisms (dynamic mod-
ules) for the new structures. These mechanisms effectively implement the principle
of aggregation/decomposition previously mentioned. The replication of structures
also provides the possibility of replicating the modules related to the project man-
agement processes. This replication is especially useful for high maturity level orga-
nizations, which will be able to establish process improvement practices for each
certain activity of the life cycle.

In Figure 4, the components of the dynamic model for level 3 organizations are
shown. Each one of the four boxes labelled with the name of one phase of the
project is, in fact, a complete dynamic module identical to that shown in Figure 3.
The new features added to the replicated structure define the coupling structure
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Figure 4. Replication of the basic dynamic module to model higher maturity processes.



Table 1. Main differential equations for the basic dynamic module for
software development modeling (maturity level 1—2)

Pending tasks(t) = |; Initial size

b (revision rate(¢) — development rate(?)) dt

Acomplished tasks(t) = [(development rate(t) — revision rate(t)) dt
Revision pending tasks(t) = [(quality rate(¢) — revision rate(t)) dt
quality rate(t) = development rate(f) x (1 — QUALITY)

that joins together the four dynamic modules. This coupling structure is mainly
composed of a matrix that keeps the order of precedence among the phases and
the percentage of a task that have to be accomplished before starting the following
one. The accomplished task fraction of each phase is the value that each dynamic
module shares with the others as well as the common knowledge of the matrix of
precedence.

Table 2 shows the new form of the equations for this level. It is important to notice
here the appearance of the double index to identify the phase of the project in
contrast with the equations shown in Table 1, and also the fact that these equations
are only calculated when the conditions are favourable according to the matrix of
precedence.

5. DIFSPI implementation

The former conceptual ideas have been implemented to develop a tool using Java™
technology (Java 2 SDK v. 1.2 and 1.3). Three groups of initial parameters are
required to drive a simulation run: parameters related to the organization (delays,
average accepted overwork, etc.), parameters related to the project (size, quality
objective, initial staff, etc.), and parameters to drive the simulation run. With these
initial data, it is possible to run a first simulation to establish a baseline to the
project. The results obtained can be graphically displayed in order to merge in a
single view the static data offered by the traditional models with the dynamic data
provided by the simulation runs. After this, it is possible to experiment with different
process improvements and alternative plans by changing the values of the parame-
ter(s) required and running the new simulations. All the results obtained are saved
in the database. This database may be used then to feed some machine learning
algorithms in order to automatically obtain management and process improvement
rules (Ramos et al., 2000).

Table 2. Main differential equations of the replicated module for software devel-
opment modeling (maturity level 2—3)

Pending tasks(i, t) = |, Tnitial size(i)

b (revision rate(i, t) — development rate(i, t)) dt

Acomplished tasks(i, t) = [(development rate(i, t) — revision rate(i, t)) dt
Revision pending tasks(i, t) = [(quality rate(i, t) — revision rate(i, 1)) dt
quality rate(i, t) = development rate(i, t) * (1 — QUALITY)




Table 3. Real and simulated data for the case study

Size of the project = 80,000 LOC

REAL DATA SIMULATED DATA
Time 250 days Time 263 days
Initial workforce 8 technician Effort 4,361 technician-day
Effort 4,780 technician-day Quality 80% (tasks revised)
Workforce 9 technician

5.1. DIFSPI utilization

The potential applications of the DIFSPI have already been mentioned in the for-
mer sections. In this section some of the data obtained when DIFSPI was applied
inside a local software development organization are provided. This local organiza-
tion could be placed at level 1. At first the software process capability of this organi-
zation was unpredictable because it was constantly changed or modified as the work
progressed. Performance depended on both the capabilities of the project manager
and the technical team. Moreover, there were few stable software processes in evi-
dence. According to level 1 organizations, the software process here was perceived
as an amorphous entity, “a black box”, and visibility into the project’s processes
was very limited. Requirements flowed into the software process in an uncontrolled
manner, giving a product as a result. The purpose of this application was to ensure
that the framework could reproduce the behavior observed in a real project and,
therefore, could trigger a metrics collection program and help in decision making,
predicting, and cost estimating. Table 3 shows the characteristics of the project that
was simulated for this case study together with the data of the baseline reported
by the simulation. It should be noted here that the data reported by the simulation
conforms the core measures recommended by the Software Engineering Institute
(SEI) (Carleton et al., 1992).

The scenario shown in Table 4 helps to analyze the impact of the size of the tech-
nical staff over the main four variables (time, effort, quality, and overall workforce).
Two different cases were simulated. The first one (CASE 1) had a schedule of 250
days and 16 part-time technicians. The second case (CASE 2) had a schedule of
150 days and 16 full-time technicians.

The expected behavior for projects with a high level of personnel is that the aver-
age productivity per technician achieved will be lower. The average productivity
per technician in the baseline was 0.8926 tasks/(technician * day). CASE 1 and 2

Table 4. Simulated data for scenario analysis

CASE 1 CASE 2
Time 135 days Time 140 days
Effort 1,396 technician-day Effort 3,596 technician-day
Quality 91% Quality 91%

Workforce 18 technician Workforce 16 technician




both had double the initial workforce than that of the baseline, although sched-
ules and resource allocation were different between them. The average productivity
obtained for CASE 1 and 2 was, respectively, 0.8277 tasks/(technician * day) and
0.8142 tasks/(technician/day).

6. Conclusions

Motivated by lessons learnt from another System Dynamics application in an indus-
trial environment, the development of a framework to combine the traditional esti-
mation tools with the dynamic approach has been initiated. The main objective of
this dynamic framework is to assess project managers and members of the SEIG to
define, evaluate, and implement process improvements to achieve higher levels of
maturity. The whole process of development of the framework also helps to design
a specific metrics collection program which, once implemented, contributes to build
and feed a historical database inside an organization.

With the application of DIFSPI in a level 1 organization, important benefits were
obtained. First, it must be mentioned that during the process of model building, the
project manager gained much new insight into those aspects of the development
process that mostly influence the success of the project (time, cost, and quality).
Second, having the possibility of gaming with the DIFSPI allowed him to better
understand the underlying dynamics of the software process. As a consequence, sev-
eral process improvement suggestions were easily designed and, most importantly,
analyzed using the simulation of scenarios. Finally, templates and guidelines for
a metrics collection program were almost automatically derived from the require-
ments of the dynamic modules.

Our future work will mainly concentrate on research towards a full development
of the dynamic modules that implement the key process areas of the higher maturity
levels. Once this development has been accomplished, it is intended to validate the
complete DIFSPI in real industrial environments.
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