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ABSTRACT

iii

A key aspect in any process-oriented organisation is the evaluation of process performance for
the achievement of its strategic and operational goals. Process Performance Indicators (PPIs)
are a key asset to carry out this evaluation, and, therefore, having an appropriate definition
of these PPIs is crucial. After a careful review of the literature related and a study of the
current picture in different real organisations, we conclude that there not exists any proposal
that allows to define PPIs in a way that is unambiguous and highly expressive, understandable
by technical and non-technical users and traceable with the business process (BP). Furthermore,
it is also increasingly important to provide these PPI definitions with support to automated
analysis allowing to extract implicit information from them and their relationships with the BP.
This information can assist process analysts in the definition and evolution of PPIs, as well as
in the evaluation and optimization of the BPs associated. The challenge we face in this thesis
is to devise a set of techniques and tools to allow such an advanced definition of PPIs and their
subsequent automated analysis.

In order to face this challenge we first propose a metamodel that allows unambiguous and
highly expressive PPI definitions, as far as we know, it supports PPI definitions that could not
be expressed yet, i.e. PPIs not only related to time or control flow, supported by most existing
approaches, but also those related to the state of BP elements and to the content or certain restric-
tion of Data, among others. Regarding the understandability, we propose a BPMN-like graph-
ical notation and a set of templates and linguistic patterns inspired in successful approaches
from the requirements engineering field. Both representations rely on the metamodel and can
be automatically mapped from one to each other. Furthermore, we provide an automatic se-
mantic mapping from the metamodel to Description Logics, that allows the implementation of
design-time analysis operations in such a way that DL reasoners’ facilities can be leveraged.
Finally, we have developed PPINOT tool suite, providing support for all these contributions, as
well as the possibility to extract the information required to calculate PPI values from Activiti,
an open source BP management platform.
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RESUMEN

v

La medida del rendimiento de los procesos es un aspecto esencial en cualquier organización
orientada a procesos para la consecución de sus objetivos operacionales y tácticos. Un ele-
mento clave para llevar a cabo esta evaluación son los indicadores de rendimiento de procesos
(Process Performance Indicators-PPIs), y por ello, es crucial disponer de una definición apropi-
ada de estos PPIs. Tras una revisión pormenorizada de la literatura relacionada y el estudio
de la situación actual en diversas organizaciones, concluimos que no existe ninguna propuesta
que permita definir PPIs de forma no ambigua y altamente expresiva, entendible por parte de
usuarios técnicos y no técnicos, y trazable con los procesos de negocio (Business Process-BP).
Además, cada vez resulta más importante dotar a estas definiciones de PPIs de soporte para su
análisis automático, permitiendo la extracción de información implícita sobre ellos y sobre su
relación con lo elementos del BP. Esta información permite asistir a los analistas de procesos
en la definición y evolución de los PPIs, así como en la evaluación y optimización de los BPs
asociados. El desafío que abordamos en esta tesis es desarrollar un conjunto de técnicas y her-
ramientas que permitan esta definición avanzada de PPIs y su consiguiente análisis automático.

Para abordar este desafío, proponemos un metamodelo que permite definiciones no am-
biguas y altamente expresivas; hasta donde sabemos, permite definir PPIs que hasta ahora no
se podían, soportando PPIs no sólo relacionados con el tiempo y el flujo de control, soportados
por la mayoría de las propuestas existentes, sino también aquellos relacionados con el estado
de los elementos del BP y el contenido o determinada restricción de los datos, entre otros. Con
respecto a la comprensibilidad, proponemos una notación gráfica compatible con BPMN, y un
conjunto de plantillas y patrones lingüísticos, inspirados en exitosas propuestas del ámbito de
la ingeniería de requisitos. Ambas representaciones están basadas en el mencionado metamod-
elo y pueden transformarse automáticamente de una a la otra. Además, proporcionamos una
transformación semántica del metamodelo a lógicas descriptivas (DL), que permite la imple-
mentación de un conjunto de operaciones de análisis en tiempo de diseño, de forma que pode-
mos aprovechar las facilidades proporcionadas por los razonadores de DL. Finalmente, hemos
desarrollado una herramienta, PPINOT Tool Suite, que proporciona soporte para las contribu-
ciones introducidas anteriormente, así como la posibilidad de extraer la información necesaria
para calcular los valores de los PPIs a partir de Activiti, una plataforma de gestión de BPs.
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INTRODUCTION

3

There is nothing more difficult to take in hand, more perilous to conduct or more uncertain in its success than
to take the lead in the introduction of a new order of things

Niccolo Machiavelli (1469-1527),
Italian writer and statesman, Florentine patriot, author of ’The Prince

I n this dissertation, we report on our contributions to develop a set of techniques and tools
to support the definition and automated design-time analysis of Process Performance
Indicators. In this chapter, we first describe the topics that constitute the context of our

research work in Section §1.1. Section §1.2 explains the purpose of this work. In Section §1.3
we detail the problem that the present thesis resolves. Section §1.4 introduces the goals defined
for this work. In Section §1.5 we describe the approach followed in this thesis to fulfill the
established goals. Section §1.6 explains the context in which the work of this thesis has been
performed. Finally, in Section §1.7, we present the structure of this dissertation.



CHAPTER 1. INTRODUCTION

1.1 RESEARCH CONTEXT

Business Process Management (BPM) intends to support Business Processs (BPs) using
methods, techniques, and software to design, enact, control and analyse operational processes
involving humans, organisations, applications, documents and other sources of information
[98]. There exists a growing interest in BPs for both, academia and business. Many compa-
nies are taking this process-oriented perspective in their business, as a way of identifying which
steps really create value, who is involved in the process and which is the exchanged informa-
tion; ultimately, finding out how to improve, where to increase quality, reduce waste or save
time [1].

To achieve this improvement of processes, it is important to evaluate the performance of
business processes. In [49], Kronz establishes that “collecting and analyzing performance-
related Key Performance Indicators (KPIs) is the first prerequisite for holistic process manage-
ment and form the basis for consistent and continuous process optimization”. Hence, KPIs are
recognized as a key asset to carry out this evaluation [94]. Actually, nowadays, many method-
ologies and frameworks such as COBIT [43], ITIL [65] or the EFQM [30] excellence model,
confirm this importance by including the definition of these KPIs within their recommendations
as a means to evaluate the performance of the existing business processes.

KPIs can be defined as quantifiable metrics that an organisation uses to measure perfor-
mance in terms of meeting its strategic and operational objectives [63]. They provide critical
information to the organisation for monitoring and predicting business performance in accor-
dance with strategic objectives [94]. KPIs can thus be defined for organisations, in order to
define and measure progress towards their goals.

Furthermore, according to Kronz [49] “the basis for all process controlling is a process-
oriented KPI system that links the process perspective to the essential controlling aspect of
the business.” We share this point of view and this is the reason why, in our work, we focus
on Process Performance Indicators (PPIs) (or process oriented KPIs according to the previous
citation). According to Chase et al. [14], PPIs are quantifiable metrics that allow to evaluate the
efficiency and effectiveness of business processes. They can be measured directly by data that
is generated within the process flow and are aimed at the process controlling and continuous
optimization.

According to Franceschini et al. [32] and based on the conclusions drawn in our work, four
critical elements for PPIs can be identified: (1) their definition, that should be unambiguous
and complete; (2) understandability, PPIs should be understood and accepted by process man-
agers and employees; (3) traceability with the business process, enabling to maintain coherence
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between both assets, BP models and PPIs; and (4) possibility to be automatically analysed, al-
lowing thus not only to gather at runtime the information required to calculate PPI values, but
also to infer knowledge at design-time to answer questions like what are the business process
elements related to a given PPI?.

1.2 MOTIVATION

The BPM lifecycle defines the various phases in support of operational business processes.
According to Weske [105], this lifecycle consists of four phases related to each other. In the
design and analysis phase, BPs are identified, modelled usually by means of a graphical no-
tation, and analysed applying, among others, simulation techniques. During the configuration
phase, if a dedicated software system is used to implement the defined BPs, such a system must
be selected, configured, tested and deployed. Then, during the enactment phase, BPs are exe-
cuted and monitored, producing valuable execution data. This information is finally used in the
evaluation phase to improve BP models and their implementations.

As stated before, PPIs are a key asset to carry out the evaluation phase of this BPM lifecycle.
Taking this into account, we identify the need to define a lifecycle for the management of PPIs
and to integrate it into the whole BPM lifecycle for the following reasons: first of all, PPIs
management needs are quite similar to the ones of BPs, also identifying for them several phases,
so it makes sense to define a PPI Management (PPIM) lifecycle; on the other hand, though
PPIs are closely related to BPs, they are not intrinsic to their definition and management, so this
PPIM lifecycle must be independent; finally, the main benefit of integrating this PPIM lifecycle
into the BPM lifecycle is that PPIs become firts-class citizen in process-oriented organisations,
enabling thus a proper evaluation and optimisation of BPs.

We define a PPIM lifecycle also consisting in four phases, each of them integrated into the
four ones of the BPM lifecycle as follows. In the design and analysis phase, PPI models must
be defined and analysed (design). Then, during the configuration phase, the instrumentation
of the BP necessary to take the measures must be carried out ( instrumentation). During the
enactment phase, the execution information is used to compute PPI values (computation) and
monitor (visualise) them by applying Business Activity Monitoring (BAM) techniques. Finally,
in the evaluation phase, PPI values and related information are analysed by means of business
intelligence techniques (process mining, data warehousing, etc.) (evaluation).

Providing support to such a PPIM lifecycle is not an easy task. Process oriented organisa-
tions, in practice, either define PPIs informally in natural language, with its well-known prob-
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CHAPTER 1. INTRODUCTION

lems of ambiguity, incompleteness, lack of traceability with the BP, impossibility of automated
analysis, etc; or they define them at a very low level, too formal and/or close to the technical
view, becoming thus hardly understandable to non-technical users.

1.3 PROBLEM STATEMENT

The support of the PPI Management (PPIM) lifecycle is an emerging research topic. The
above discussion outlines that there is still a number of problems to be considered. This work
seeks to improve the support of the PPIM lifecycle. This challenge can be stated by the follow-
ing three research questions:

Research question 1. How is it possible to model PPIs that provide full support to the whole
PPIM lifecycle?

Research question 2. How to depict PPIs so that they are useful for every role involved in the
design phase?

Research question 3. Which is the valuable information for the roles involved in the design
and instrumentation phases and how can it be extracted?

These research questions are analysed and answered in the following sections.

1.4 THESIS GOALS

The main goal of this thesis is to devise a set of solutions that improve both the design and
the instrumentation stages of the PPIM lifecycle.

First of all, regarding research question 1, one of the main goals of this work is to develop
a PPI model that is traceable with the business process elements, unambiguous and complete,
and highly expressive, in the sense of allowing to define all of the PPIs found in the related
literature and the real scenarios studied. Current PPI definition techniques provide little support
for specifying PPIs that fulfills simultaneously all these requirements. In order to enable such a
specification, it is required to define what to capture and how to do it.

Regarding research question 2, the second goal of this work is twofold. On the one hand
to develop notations understandable by all the roles (technical and non-technical) involved in
the PPI design phase. On the other hand, these notations must help to reduce the existing visual
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gap with respect to the graphical modelling view of the BP, allowing to offer a comprehensive
view of both assets (PPIs and BPs), and to maintain the coherence across them. Furthermore,
these notations must fulfill the requirements for PPI definitions stated above.

Regarding research question 3, one of the goal of this work is to define a catalogue of
analysis operations of PPIs that allow to automatically extract implicit information from them
and their relationships with the BP. This information can assist process analysts in the definition
and evolution of PPIs, as well as in the instrumentation, evaluation and optimization of the BPs
associated. Since in our research group we have previous experience with automated analysis in
the areas of Feature Models and Service Level Agreements (SLAs), we are interested in applying
this knowledge to our domain.

Last but not least, an additional goal of this work is to devise a suite of tools able to support
all the conceptual solutions provided to meet the above goals, and, as far as possible BPMN
compliant.

1.5 PROPOSAL SOLUTION

Our approach to address the previous goals is highly inspired in the solutions proposed to
problems of automated management of requirement models [27, 28], feature models [5] and
SLAs [84]. In all these cases, the general approach was to extend existing models; to propose
graphical notations, or textual ones based on templates and linguistic patterns, in order to repre-
sent such extensions; and to interpret analysis operations as queries on a formal representation
(usually by means of Description Logics or Constraint Satisfaction Problems) of such models
and their instances.

Specifically this thesis provides the following contributions:

A PPI metamodel, called PPINOT metamodel, is defined in order to provide traceability
with the BP elements, and to allow the unambiguous and complete definition of all of the PPIs
found in the related literature and the real scenarios studied; in fact, our model supports the
definition of PPIs that, as far as we know, cannot be expressed in any other similar proposal.

Two notations are proposed in order to allow the representation of PPIs understandable by
all the roles involved in their design. Concretely, we have developed a BPMN-like graphical
notation that allows to depict PPIs over BP models; and a template-based notation that uses
Linguistic Patterns (L-PATTERNs) for the definition of PPIs. Since both notations are based on
PPINOT metamodel, they inherit its feature of traceability with the BP, unambiguity and com-
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pleteness, and high expressiveness; while it enables the straightforward transformation from
one to eachother.

A catalogue of analysis primitives operations is provided in order to derive, at design-
time, relationships between PPIs and BP elements, and between PPIs themselves. Furthermore,
a semantic mapping of PPINOT metamodel to Description Logics (DL) is defined in order to
provide an implementation of the aforementioned analysis operations, taking advantage of DL
reasoners to infer the required knowledge from PPI definitions.

A suite of tools (PPINOT Tool Suite) has been developed in order to support the above
contributions. It consists of a graphical editor, a template editor and an analyser. It also provides
the possibility to extract the information required to calculate PPI values from Activiti, an open
source BP management platform, and to create reports with these values.

1.6 THESIS CONTEXT

This thesis has been developed in the context of the research group Applied Software En-
gineering (Ingeniería del Software Aplicada-ISA) of the Universidad de Sevilla, and it opens
a new research line within the BPM area. The work that has made this thesis development
possible is in the context of the following research projects and networks:

• ISABEL: Ingeniería de Sistemas Abiertos Basada en LínEas de productos. Proyecto de
excelencia de la Junta de Andalucía, referenced as TIC-2533. In the context of this project
I was awarded a four-year grant for the development of my PhD thesis, and it set the basis
for starting the work related to the first research question (the appropriate definition of
PPIs).

• S-Cube: the European Network of Excellence in Software Services and Systems, funded
by the European Commission from 01.03.2008 to 29.02.2012. Thanks to our participation
in this network, we identified the need to provide PPI definition with automated analysis.

• SETI: reSearching on intElligent Tools for the Internet of services. CYCIT project refer-
enced as TIN2009-07366. In this project we investigated the use of techniques from ar-
tificial intelligence (DL reasoning) to address the implementation of the aforementioned
automated analysis.
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1.7 STRUCTURE OF THIS DISSERTATION

This dissertation is organised as follows:

Part I: Preface. It comprises this introduction chapter, in which we introduce our research
context, motivate our thesis by presenting the problems addressed, establish our goals
and summarise our contributions to fulfill them.

Part II: Background Information. It provides the reader with information regarding the re-
search context in which our work has been developed. In Chapter §2, we introduce the
main concepts of BPM, and the treatment these concepts have received in the literature.
In Chapter §3, we delve into the Process Performance Management (PPM) concept and
present a summary of the most relevant approaches in the context of the definition and
automated analysis of PPIs.

Part III: Our Contribution. This part is the core of our dissertation and is organised in six
chapters. Chapter §5 describes the problems that motivated our research work in this
dissertation, analyses current solutions, and concludes that current proposals for support-
ing the design and instrumentation phases of the PPIM lifecycle (including automated
analysis) have a number of drawbacks. In Chapter §6 we present a metamodel (PPINOT
metamodel) for the definition of PPIs, that is useful along the whole PPI lifecycle. In
Chapter §7 we propose a graphical notation to depict PPIs over BP models based on
this metamodel. Chapter §8 provides a set of PPI-templates and L-PATTERNs, based on
PPINOT metamodel, that use natural language to define PPIs, making such a definition
available to non-technical users.In Chapter §9 we define a set of analysis operations to
extract information at design-time from PPI definitions and present a formalisation of
the PPINOT metamodel using DL that allows to implement the aforementioned analysis
operations. Finally, in Chapter §10 we present PPINOT tool suite, that provides sup-
port for the previous contributions and describe the real scenarios where our approach
implemented in PPINOT tool suite has been applied.

Part IV: Final Remarks. It concludes this dissertation and highlights some future research
directions in Chapter §11.

Part V: Appendices. Appendix §A provides a brief introduction to DL and OWL-DL. The
specification of the set of PPIs defined in our motivating scenario is presented in Ap-
pendix §B, using the different notations presented: the PPINOT metamodel (using a tex-
tual notation), our graphical notation and PPI-templates and patterns. Finally, Appendix
§C shows the material used during the experiment described in Section §10.3.1.
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BUSINESS PROCESS MANAGEMENT
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"If you can’t describe what you are doing as a process, you don’t know what you are doing."

W. Edwards Deming (1900 – 1993),
American statistician and professor

BPM can be seen as both, a management principle and a suite of
software technologies for the management of the lifecycle of
BPs. In this chapter we introduce the main concepts of BPM.

In Section §2.1 we introduce the BPM concept. We delve into BPs and their role in BPM in
Section §2.2. Section §2.3 describes a BPM lifecycle as a way to provide a comprehensive view
of the concepts and technologies relevant for BPM. We pay special attention to the modelling of
BPs as a core activity in BPM, presenting some notations in Section §2.4. Finally, Section §2.5
summarises the chapter.



CHAPTER 2. BUSINESS PROCESS MANAGEMENT

2.1 INTRODUCTION

Business Process Management (BPM) aims at offering a high level managerial perspective
of organisations. It can be seen as a principle to manage businesses: A company provides to
the market products or services, which are the outcome of a number of activities performed.
Business processes are the key instrument to organise these activities and to improve in general
their relationships [105].

BPM is gaining increasing interest from both academia and business. Many companies are
taking this process-oriented perspective in their business, as a way of identifying which steps
really create value, who is involved in the process and which is the exchanged information;
ultimately, finding out how to improve, where to increase quality, reduce waste or save time [1].

According to van der Aalst et.al., BPM can be defined as “supporting business processes
using methods, techniques, and software to design, enact control, and analyze operational pro-
cesses involving humans, organizations, applications, documents and other sources of informa-
tion” [98]. The goal of this chapter is to provide an overview of the major concepts of BPM,
focusing on those aspects that are most interesting and useful for this dissertation.

2.2 BUSINESS PROCESSES

Weske states in [105] that “BPM has its root in the process orientation trend of the 1990s,
where a new way of organizing companies on the basis of Business Processs (BPs) was pro-
posed”. Hammer et.al. define a business process as a collection of activities that take one or
more kinds of input and create an output that is of value to the customer [41]. They do not
consider any relationship or constraint between this collection of activities, but Davenport does
it in [17], where he defines a business process as “a set of logically related tasks performed to
achieve a defined business outcome for a particular customer or market”. He also takes into
account this relationship between process activities when he defines a business process as “a
specific ordering of work activities across time and place, with a beginning, an end, and clearly
identified inputs and outputs” and continues “business process have customers (internal or ex-
ternal) and they cross organizational boundaries”. Based on these definitions, Weske defines a
business process as “a set of activities that are performed in coordination in an organizational
and technical environment. These activities jointly realize a business goal. Each business pro-
cess is enacted by a single organization, but it may interact with business processes performed
by other organizations” [105].
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Figure 2.1: Simple business process example (process of submitting a paper to a conference)

As simple example of BP we propose the (simplified) process of submitting a paper to a
conference depicted in Figure §2.1. The goal is to submit the paper with the highest possible
quality (in such a way that it can be accepted). In this example we can see the set of activities
that allows to realize such a goal. The coordination between these activities is defined by the
ordering constraints described in the model. Though it is not reflected in the model of Figure
§2.1, this BP also interacts with other BPs, for instance the one defined by the conference
organization in order to receive the papers submitted and redirect them to the reviewers (not
depicted in the Figure).

In this example we can identify some of the five dimensions of BPs [19, 29]. (1) The
functional dimension describes the activities to be performed in a BP. (2) The behavioural
dimension specifies the control flow dependencies between these activities, e.g. the paper must
be written before it can be reviewed. (3) The organisational dimension focuses on the people,
roles or organisational units involved, e.g. the author or the supervisor. (4) The informational
dimension defines the information that must be produced or consume by activities, i.e. the
data flow, e.g. the paper document is required during the review paper activity. (5) Finally the
technical dimension makes reference to the different tools or machines that may be required in
order to perform certain activities, e.g. the activity of submitting the paper to the conference is
not feasible if no computer and internet connection (between others) are available.

As stated in [105] and [19] the basis of business process management is the explicit repre-
sentation of business processes, since it helps to discover weaknesses in the current organisation
of activities and serve as starting point to be analised and improved. Furthermore, “process doc-
umentation serves educational purposes–new employees entering the organization can quickly
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take up how things are done, or during organizational change programs, it can be shown how
activities should be carried out in the new way” [19]. Nevertheless the BPM also comprises
other activities as described in BPM lifecycle presented in the following section.

2.3 BUSINESS PROCESS MANAGEMENT LIFECYCLE

In the literature there is no consensus about the number and the name of the phases in the
BPM lifecycle. They vary depending on the granularity for identifying the phases and the way
of grouping the functionality in the different phases [64, 97, 98, 105, 106].

In this work we will present the BPM lifecycle desribed by Weske in [105]. He proposes
the four-phase BPM lifecycle depicted in Figure §2.2

Business Process Management 

•! System 
Selection, 
Implementation,
Test & 
Deployment 

•! Operation, 
Monitoring & 
Maintenance 

•! Design: BP 
Identification & 
Modelling 

•! Analysis: 
Validation, 
Simulation & 
Verification 

•! Process 
Mining & BAM 

Evaluation 
Design and 

Analysis  

 Configuration Enactment 

Figure 2.2: Business process management lifecycle as described by Weske in [105]

This lifecycle starts with the Design and analysis phase. If no process exists, the goal of
this phase is to define a new one; but if there is already an existing process, then the goal is
to create an alternative for the current process. The new process need to be identified based,
in the first case, on surveys on the organisational and technical environment, and in the second
case, on the identified improvement possibilities. In either case, the informal business process
description is translated to a particular business process modelling notation (usually a graphical
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one). Once a BP is defined, it need to be validated to check whether all valid process instances
are reflected by its corresponding business process model. Furthermore, simulation techniques
can help during the validation by allowing to detect possible undesired execution sequences
and also to verify that the process actually exposes the desired behaviour. Finally, verification
techniques allow to check correctness properties.

Once the business process model is designed and verified, it needs to be implemented. This
is done during the configuration phase. It can be done in different ways. If a set of policies and
procedures that the employees of the enterprise need to comply with are used to implement it,
no system is required. However, if a dedicated software system is needed, it must be selected
and configured in order to take into account the interactions of the employees with the system
and the integration with existing software systems. This integration with existing systems may
involve some implementation work, for instance to attach legacy system to the Business Pro-
cess Management System (BPMS). Finally this configuration must be tested, where traditional
testing techniques from the software engineering area can be applied, and deployed in its target
environment.

Next phase is the enactment, that encompasses the run time of the business process. On
the one hand, a correct orchestration is necessary for the business activities to be performed
according to the business process’s execution constraints. On the other hand, process monitor-
ing is an important mechanism for providing information about the status of running business
process instances (BAM techniques [26] are used for this purpose). During this phase, valuable
execution data is gathered. Typically execution logs are used to orderly storage information
about processes such as the start or the end of activities.

Finally, the evaluation phase uses information collected to evaluate and improve business
process models and their implementations. Techniques from the fields of business process intel-
ligence [40], and hence, process mining [102, 103], data warehousing and classical data mining
are applied in this phase ().

Note that there not exists a strict temporal ordering in which these phases need to be ex-
ecuted; incremental and evolutionary approaches involving concurrent activities in multiple
phases are, thus, common.

2.3.1 Business Process Management System

All these phases of the BPM lifecycle must be supported by BPM products (see Figure
§2.3). These software products are called BPM suites or Business Process Management Sys-
tems (BPMSs). They are supposed to provide an integrated set of tools to model, simulate,
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BP modelling & analysis (simulation) Configuration 

Evaluation 
Execution and monitoring 

Execution 

 logs 

Process  

repository 

Process designer System architect 

process analysts 
Process participants 

Figure 2.3: Different views and roles involved in a BPMS

deploy, enact, monitor, evaluate and continuously optimise BPs. BPMSs are compound by dif-
ferent systems (see Figure §2.4, taken from [69]). They coordinate tasks and synchronise data
across existing systems. They also help coordinate human process activities, streamlinig tasks,
triggers, and timelines related to a BP, and assuring they are completed as defined by the BP. A
BPMS makes processes more efficient, compliant, agile, and visible by ensuring that every pro-
cess step is explicitly defined, monitored over time, and optimised for maximum productivity
[97].

2.4 BUSINESS PROCESS MODELLING

As stated before, the basis of BPM is the explicit representation of business processes. This
is accomplished during the design and analysis phase of the BPM lifecycle and it is also called
business process modelling. It has a long tradition and consequently several research directions
can be identified. The most prominent one is the one related to graphical modelling notations.
Between them we can highlight Event-driven Process Chain (EPC), Unified Modeling Lan-
guage (UML) Activity Diagrams and Business Process Model and Notation (BPMN). All of
them have in common that they support the specification of a process control flow, defining ac-
tivities, decision points with alternative paths of execution, exception handling, event handling
and additional rules and constraints [97].
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Figure 4 Typical parts of a BPM suite [102] 

BPM suites coordinate tasks and synchronize data across existing systems, see Figure 4. They also 

help coordinate human process activities, streamlining tasks, triggers, and timelines related to a 

business process, and assuring they are completed as defined by a process model. A BPM suite makes 

processes more efficient, compliant, agile, and visible by ensuring that every process step is explicitly 

defined, monitored over time, and optimized for maximum productivity. A true BPMS enables 

business users to: 

 

! Model and simulate all interaction patterns between workers, systems and information sources 

to create shared understanding about how to optimize business processes and results. 

! Coordinate and manage the handoff of work across boundaries. 

! Provide real-time feedback to business managers about work-in-progress to support in-line 

business process adjustments. 

! Monitor process outcomes to performance targets, and continuously refine and adjust process 

flows and rules. 

 

Based on optimal, timely and accurate business process data, business managers and analysts can take 

quicker action and make more competent decisions. 

 

A comprehensive BPMS offers the following capabilities [91]: 

 

1. Business Process Modeling: Process models are needed to help business managers and analysts 

understand actual processes and enable them, by visualization and simulation, to propose 

improvements. Business process modeling tools provide a shared environment for the capture, 

design and simulation of business processes by business analysts, managers, architects and 

other IT professionals. Process models are generally shown in graphical form for defining or 

building a business process. The key elements of a process model are individual activities 

performed, the events that trigger actions, the ordering of activities, the business rules used to 

Figure 2.4: Typical parts of a BPMS (picture taken from [69])

EPCs [90] are part of a hollistic modelling approach called the ARIS (Architecture of In-
tegrated Information Systems) framework, that defines several views similar to the dimensions
previously defined for BPs. The main views are: the functional view (enterprise goals and sub-
goals and their relationships), the organisational view (enterprise organisational structure and
its instanciation), the data view, the output view (outcome of BPs, i.e. products and services),
and the control view, that integrates all the previous views and use EPCs to describe BPs [105].
An EPC defines the control flow of the BPs in terms of events and functions. Functions perform
some business activity when they are triggered by events. Subsequently, they produce events
as they carry out those activities. As such, the control flow is expressed in as a sequence of
alternating events and functions [97].

UML [31, 86] is a language proposed by the OMG for the object oriented visual modelling.
It is especially focused on the development of software systems. It provides several types of
diagrams that can be used in conjunction with activity diagrams (class diagrams, component
diagrams, sequence diagrams and use case diagrams between others). Activity diagrams allow
to capture the process’ control flow requirements by depicting what activities are performed,
in what order and under what conditions. These activities are triggered by events as well as
generate new events, which can be described using state chart diagrams.

Another BP modelling notation, now considered the de facto standard, is BPMN. According
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to its specification [68], “the primary goal of BPMN is to provide a notation that is readily
understandable by all business users, from the business analysts that create the initial drafts
of the processes, to the technical developers responsible for implementing the technology that
will perform those processes, and finally, to the business people who will manage and monitor
those processes”. In BPMN BPs are expressed in business process diagrams. Each BP diagram
consists of a set of modelling elements or constructs. They allow to model complex control
flow scenarios as well as data flow. Regarding organisational aspects, BPMN provides a poor
mechanism to model them (something similar to the activity diargams of UML), based on a
two-level hierarchy of swimlanes, in order to organise processes in organistaion, roles, etc.; but
no organisation charts or any kind of relationships can be defined. In addition to the graphical
notation, a set of attributes, associated either to the complete BP or to particular elements, are
used to complement BPs, but there is no graphical representation for most attributes, only some
rules provided by the standard.

Apart from these modelling notations, there exist other more formally oriented modelling
languages, that allow the verification of BP formal properties like correctness or completeness.
One example is simple finite state automata, with which processes are described as devices that
maintain the state of something at a certain time and can alter this state in reaction to input
as well as cause an action or output as a result of a changing state. Petri nets [60, 100] offer
another graphical technique, and are a special form of graphs constituting of places, transitions,
directed arcs and tokens. Places are connected via directed arcs to transitions and vice versa.
Places contain tokens, which may represent signals, events, conditions, and so on. Transitions
are fired through the presence of tokens in their in-place(s). As a result the distribution of tokens
is changed [97]. Petri nets present some limitations when modelling complex BPs, in these cases
Workflow nets are used [99]. Workflow nets are an extension of petri nets with concepts and
notations that ease the representation of BPs, like the possibility for tokens to carry information
about the process instance they belong to. The main drawback of all these approaches is that
they require expert knowledge to be used.

2.5 SUMMARY

In this chapter we have introduced the concept of BPM. In particular we have provided
definitions and an example of a BP and we have described the BPM lifecycle trying to provide
an overall understanding of the main concepts and technologies of BPM. We have stopped at BP
modelling, since it is considered the core of BPM; in this context we have presented some BP
modelling notations, highlighting BPMN, since it is relevant for the context of this dissertation.
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For a more complete and rigorous introduction to BPM we refer the reader to [97, 105]
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“If you can’t measure something, you can’t understand it. If you can’t understand it, you can’t control it.
If you can’t control it, you can’t improve it."

H. James Harrington (1929 – ),
American performance improvement guru and business man

P rocess Performance Management aims at measuring, monitoring and analysing the
performance of BPs, in order to support decision making for BPs optimisation. In
this chapter, we present the concepts of PPM that establish the context for this disser-

tation. In Section §3.1 we report on the importance of PPM. Then in Section §3.1 we present
the historic evolution of PPM, from its corporate strategy orientation to the current process
orientation. Section §3.3 describes PPIs as the basis for PPM and highlights the importance
of integrate them into the whole BPM lifecycle, driving thus to the PPI management lifecycle
presented in Section §3.4. Finally in Section §4.13 we summarise the chapter.



CHAPTER 3. PROCESS PERFORMANCE MANAGEMENT

3.1 INTRODUCTION

As stated in the previous chapter (Section §2.1) BPM is used, among others, as a way of
finding out how to improve BPs, i.e., it assists in the BPs optimisation. To achieve this improve-
ment, it is essential to evaluate the performance of business processes, since it helps organisa-
tions to define and measure progress towards their goals. This is the main objective of PPM.
According to Heß [42], PPM aims at optimizing the process sequences at work in the company
through computer-supported analysis of process structures in conjunction with KPIs, so as to
organize them more effectively. Furthermore they consider PPM as the heart of a wider concept
called Corporate Performance Management (CPM), or also known as Business Performance
Management or Enterprise Performace management. The phrase CPM was coined by Gartner
Group to describe the combination of “processes, methodologies, metrics and technologies to
measure, monitor and manage the performance of the business” [9]. Nowadays, CPM is used
to denote all the long-term, process-oriented modes of action and approaches that have been
adopted in companies for the management of BP performance , including dynamic methods
such as activity-based cost calculation, the process BSc or process mining as well as static pro-
cess analysis. In this chapter we provide some concepts related to this issue that are connected
with the work developed in this dissertation.

3.2 HISTORIC EVOLUTION OF PPM

Similar to other past trends in information systems and business management, PPM has
evolved. Traditionally, PPM (or probably more accurate for its beginning, business perfor-
mance management) focused on the strategic and tactical level (enterprise-oriented), most fre-
quently taking into account only financial measures and using data-driven techniques. Here we
can include several approaches: the Activity-Based Costing (ASC) [8, 62, 95], which relates
resource costs to activities, products and services, giving a realistic view on the overall costs
and profitability of the organisation; Competitive Benchmarking, which consists on a contin-
uous process of comparing a firm’s practices and performance measures with that of its most
successful competitor/s.[82, 108]; or the Balance Scorecard of Kaplan and Norton [7, 45, 46],
that provides a system to describe an organisation’s overall performance using financial and
non financial indicators. From the point of view of the software support for this kind of perfor-
mance management, we can highlight systems or techniques such as Decision Support Systems
(DSS), Executive information systems (EIS) or Business Intelligence (BI) projects that used Data
Warehouse and OLAP tools [34, 104]
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This approach has recently changed with the evidence that “analysis must be linked more
closely with the company’s value creation. Traditional Business Intelligence Systems are being
replaced by process-oriented Performance Management Solutions” [42], i.e. now the focus
is on processes and the spectrum of performance-relevant data is broader, since financial and
non-financial measures (operational data) are taken into account [38, 50]. The main objective
now is “to set up an overall view of the company’s core processes and to establish a cycle for
continuously improving process efficiency” [49].

3.3 PROCESS PERFORMANCE INDICATORS

According to A. Kronz in [49] “collecting and analyzing performance-related KPIs is the
first prerequisite for holistic process management and form the basis for consistent and contin-
uous process optimization”. Later on he also claims that “the basis for all process controlling
is a process-oriented KPI system that links the process perspective to the essential controlling
aspect of the business. KPIs must enable conclusions to be drawn regarding the effectiveness
of the processes and their efficiency”. Hence, PPIs (process oriented KPIs according to the pre-
vious citation) become first-calls citizens in BPM since they serve as the basis for the sustained
success of the project [89].

Process Performance Indicators (PPIs) can be defined as quantifiable metrics that allow to
evaluate the efficiency and effectiveness of business processes. They can be measured directly
by data that is generated within the process flow and are aimed at the process controlling and
continuous optimization [14].

Often, the terms PPIs and KPIs are used interchangeably, but, in fact, there is no consen-
sus in the literature regarding the relationship between PPIs and KPIs. Some authors do not
establish any difference between them [55, 76, 77], while others (see [22, 107] for instance)
consider PPIs as a particular case of KPIs, i.e. process-related KPIs. Finally, there are others
who attribute different definitions to each one, placing them at different levels, KPIs nearest to
the tactical and strategical level, while PPIs nearest to the operational level [14].

Our approach in this dissertations coincides with the second one, i.e., we consider PPIs
as a particular case of KPIs defined for measuring the performance of BPs. A set o KPIs are
defined for the organisation as a way of measuring the level of fulfillment of its strategic and
operational objectives. Furthermore, the operation of such organisation is defined by means of
a set of BPs, whose performance are measured through PPIs. Taking to account this picture,
depicted in Figure §3.1, every PPI is a KPI, but not vice versa, though, every KPI can become
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Figure 3.1: Measuring performance in an organisation (PPIs and KPIs)

a PPI if a BP is defined and used to calculate it, and it allows to improve the defined BP. Figure
§3.2 illustrates this relationship PPI-KPI. There are two PPIs defined for the process example of
Section §2.2, the paper submission, and two examples of KPIs for a research group, considering
it as an organisation example. It can be seen that, although both KPIs are somehow related to
the process of submitting a paper, they cannot be measured from its execution data.

PPI vs KPIs 

KPIs 

PPIs 
number of RFCs per project 

% papers 

that require 

a 2nd review 

Paper with 

JCR >=1.5 

accepted 

Figure 3.2: PPIs vs KPIs

In order to define PPIs, it is recommended that they satisfy the SMART criteria [24, 53, 91].
SMART is a nemonic used to set objectives and KPIs/PPIs. There is no clear consensus about
what the five keywords mean. In this thesis we consider the following meaning: Specific (it
has to be clear what the PPI exactly describes), Measurable (it has to be possible to measure a
current value and to compare it to the target one), Achievable (it makes no sense to pursue a goal
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that will never be met), Relevant (it must be aligned with a part of the organisation’s strategy,
something that really affects its performance) and Time-bounded (a PPI only has a meaning if
it is known the time period in which it is measured).

Furthermore, as stated in [49], “it is imperative to establish a clear connection between
the process and its PPIs, without which it is practically impossible to interpret the PPIs or
derive any meaningful measures” 1. In order to establish such a connection, it is convenient to
integrate the management of PPIs into the whole BPM lifecycle [21, 22, 49], providing thus the
aforementioned cycle for continuously improving process efficiency.

3.4 PPI MAGEMENT LIFECYCLE

During our research work we identified the challenges to integrate the PPI management into
the BPM lifecycle, analysing related work (see [21]). For the sake of simplicity we present here
a summary of such work, whose approach coincides in some aspects with the one presented in
[49]. We take as starting point the BPM lifecycle presented in Section §2.3 to define a PPIM
lifecycle as follows.

As stated in the introduction Chapter (§1), it is desirable to define a lifecycle for the PPI
management and to integrate it into the BPM lifecycle for several reasons: first of all, PPIs
management needs are quite similar to the ones of BPs, also identifying for them several phases,
so it makes sense to define a PPIM lifecycle; on the other hand, though PPIs are closely related
to BPs, they are not intrinsic to their definition and management, so this PPIM lifecycle must be
independent; finally, the main benefit of integrating this PPIM lifecycle into the BPM lifecycle
is that PPIs become firts-class citizen in process-oriented organisations, enabling thus a proper
evaluation and optimisation of BPs.

In the following, we present our PPIM lifecycle, depicted in figure §3.3. It coincides in
some aspects with the one presented in [49]. It is divided into four phases, each of which is
integrated in one of the phases of the BPM lifecycle presented in previous chapter as follows.

In the Design and Analysis phase of the BPM lifecycle, PPIs should be modelled together
with the business process. Here the definition and structure of the PPIs as well as its relationship
with the BP must be described. This model of PPIs should also enable their analysis by detecting
the dependencies amongst them at design time and also using them as part of the business
process analysis, for instance in business process simulation techniques (Simulation attempts to

1we use here PPIs instead of KPIs as done in the cited work to maintain a coherence along the document
regarding the terms used.
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Figure 3.3: PPI management lifecycle integrated into the BPM lifecycle

“mimic” real-life or hypothetical behavior on a computer to see how processes or systems can
be improved and to predict their performance under different circumstances [101]). We call this
PPIM lifecycle phase Design.

Then, during the BPM lifecycle Configuration phase, the instrumentation of the process
necessary to take the measures must be defined. This means to implement measurement points
taking into account the implementation and support of the processes by Information Technology
(IT) (for instance indicating where data input come from, i.e. data sources like databases of ERP
systems or workflow management systems or BPMS). This is the Instrumentation phase.

During the Enactment phase of the BPM lifecycle, all important events related to the exe-
cution of activities (e.g. start/end of activities, data produced or changed by activities, etc.) are
gathered and recorded in log files. Based on these events, the PPIs’ values have to be calcu-
lated and the monitoring of these PPIs should be carried out. BAM techniques [26] are used
for this purpose (BAM refers to near real time monitoring of business activities, measurement
of PPIs, their representation in dashboards, and automatic and proactive notification in case of
deviations [97]). These activities make up the Computation phase.

Finally, during the BPM lifecycle Evaluation phase, the information available allows to eval-
uate and improve business process models and their implementations. The monitoring informa-
tion related to PPIs obtained in the previous phase will help to identify correlations between
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them and predict future behaviour. Techniques from the fields of process mining [102, 103],
business process intelligence [40], data warehousing and classical data mining are applied in
this phase (Business process intelligence is based on the application of business intelligence
techniques, in particular data/process mining , data warehouse and OLAP tools, to BPs, allow-
ing thus to check conformance, predict the future, recommend appropriate actions and identify
improvements points). We also call this PPIM lifecycle phase Evaluation.

3.5 SUMMARY

In this chapter we have highlighted the importance of Process Performance Management
(PPM) inside the business process orientation. We have introduced the main concepts related
to PPM, that establish the context for our main contributions in this dissertation. In particular
we have presented its historic evolution until arrive to the current picture, where, in order to
achieve a holistic process management, it is crucial to integrate PPIs and their management into
the whole BPM lifecycle. Finally we have also described the PPIM lifecycle that results of such
integration.
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In my walks, every man I meet is my superior in some way,
and in that I learn from him.

W. Somerset Maugham (1803 – 1882),
American essayist, lecturer and poet

I n this chapter we survey the current proposals in the context of the desing and instru-
mentation phases of the PPIM lifecycle. Between Section §4.2 and Section §4.11 we
describe those approaches that have more relevance to our work, or that more influenced

it, putting special emphasis on the way PPIs are defined, the possible PPIs that are supported
and the analysis capabilities provided. Then, in Section §4.12, we comment other approaches
somehow related to our work in this dissertation.



CHAPTER 4. STATE OF THE ART

4.1 INTRODUCTION

Many works have been done in the identification and classification of key performance
indicators for any company [44] and those relevant for specific domains such as logistics, pro-
duction, supply chains, etc. (e.g. [7, 13, 48, 96]). Nevertheless, since in this dissertation we
focus on PPIs, and more concretely on the design and analysis phases of the PPIM lifecycle,
we are interested in those proposals especially related to them. In this chapter we describe the
main approaches identified1, putting especial emphasis on the way PPIs are defined in them,
the possible PPIs that are supported and the analysis capabilities provided. A further analysis
of these proposals as well as the level of fulfillment of a set of requirements established will be
presented in Sections §5.4 and §5.5.

4.2 CASTELLANOS ET AL. APPROACH

Castellanos et al.’s approach [12] is implemented in the IBOM platform, that allows, among
other things, to define PPIs (they call them business metrics and they are not solely focused
on business processes)and perform intelligent analysis on them to understand causes of unde-
sired values and predict future values. The user can define PPIs (through a Graphical User
Interface (GUI)) to measure characteristics of process instances, processes, resources or of the
overall business operations. Specifically, they characterize PPIs through four attributes: name
(unique), target entity (objet to be measured), data type (numeric, boolean, taxonomy or SLA)
and desirable values (they define green, yellow and red ranges for values or categories). For the
computation logic definition, templates are used. These templates map data and metadata about
process executions into numeric and boolean measures. Some examples of templates given in
[12] are presented below:

A: Did process P end in state S? (boolean template).

B: Total execution time between the activation of step S1 and the completion of step S2
(numeric template).

C: Percentage P of the value of numeric output variable V (numeric template).

D: Was step S executed? (boolean template).

New templates can be added by the user2. These templates includes, apart from the previous

1The order established between the approaches presented was defined by their date of publication.
2The way these new templates can be defined is not described in this paper, so it is not possible to assure the
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specification part, readable by humans, an implementation part, specified in SQL, that contains
the code to be executed to compute the value. It is noteworthy that this approach is not focused
on business processes but on the whole organisation.

4.3 ARIS APPROACH

ARIS [18] models PPIs (process-oriented KPIs for them) and allow for using the Balance
Scorecard approach [46] for modelling cause-and-effect relationships and assign PPIs to the
strategic objectives.

Furthermore, in [88], the ARIS Process Performance Manager (PPM) is described. This
tool provides a mechanism to define measurement points over BPs defined using EPCs. A
measurement point defines a point in the process at which data is collected for calculating PPIs.
It gathers the description of the change of status of application objects (e.g. functions, that is
the name for activities in EPCs). If the system contains organisational information related to
the process, it can also be gathered by measurement points. Figure §4.1 depicts an excerpt of a
process example with measurement points defined, taken from [49].

Then, allocation diagrams allow to define which measurement points are used to calculate
each PPI, as well as to link multiple PPIs to a new PPI; i.e they maintain calculation rules for
PPIs.

This tool also allows to classify PPIs in the so-called trees, in order to group them (e.g.
quality, cost, time, or process-oriented groupings). An example of a PPI tree taken from [49] is
presented in Figure §4.2.

Finally, it also supports the evaluation or analysis of PPIs. This evaluation interprets PPIs
with reference to various criteria -called dimensions- (time period; product; region) and de-
scribes relationships3 between the results and the predefined target values. In addition, the
monitoring of PPIs and notification in case of deviations are also supported, as well as some
basic process mining techniques can be used to analyse weak points.

flexibility of this platform with respect to the PPI values it supports
3It is not defined which kind of relationships.

33



CHAPTER 4. STATE OF THE ART

Managing of Process Key Performance Indicators      39 

Offer to be

created

Check

Customer

Order

Customer

Order

Created

SYS

Create Offer

Customer

Order to

be created

SYS

Create Customer

Order

Customer

order to be

changed

SYS

Change Customer

Order

Customer

Order

changed

Delivery to be

created

SYS

Create Delivery

Delivery

Created

SYS

Picking Order to be

created

Picking Order

created

SYS

Goods Outward to

be booked

Goods

Outward

booked

SYS

Create Invoive

Invoicce

created

Measuring

Point

Customer

Order

Measuring

Point

Goods

Outwar...

Measuring

Point

Invoice

created

Goods

Outward

(planned),

latest

Measuring

Point

Goods

Outwar...

Auftragsabwicklung

VBEP-WADAT

LIKP_WADAT_IST

Timestamps/Dates extracted from SAP

Timestamps/Dates extracted from SAP

Timestamps/Dates extracted from SAP

Fig. 3: Enhancement to the eEPC

Order processing
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from [49]
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within the framework of the ARIS methodology. The following section includes 

descriptions of the most important model types. 

3.1 Key Performance Indicator tree 

The key performance indicator tree structures the KPIs by organizing them in 

individual, technically related KPI groups (e.g. Quality, Cost, Time, and also 

process-oriented groupings). It should be noted that there may be more than one 

key performance indicator tree. It is also possible for KPIs to be assigned to 

several KPI trees according to the target group.  

Fig. 1: Example of a key performance indicator tree

3.2 KPI Allocation Diagram 

The KPI allocation diagram defines the measurement points and the data at the 

measurement points that is to be included for the purposes of the KPI. Linking 

multiple KPIs to a new KPI is also described in the KPI allocation diagram. This 

can be used to map key performance indicator calculation hierarchies. Changes to 

the names of KPIs, such as "Number of POs" instead of "Number of processes" 

can also be specified in the diagram. 

A description of the calculation rule for a KPI is maintained within the KPI to 

which it applies. The KPI allocation diagram does not have to provide a 

mathematically precise or complete description of the KPI, but it does enable a 

technical specification to be made, from which an exact calculation specification 

can be derived as part of IT requirements management.  

Figure 4.2: PPI tree example, taken from [49]
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request request processing response response
value q C Q to a functional entity e CE. In order to get sets sent received started sent received

which can be used as domain and range of this function, we --1,
have to define subsets of E and Q. iuen,

For a specific metric m c M, not all elements of Q are IdurationT
suitable (e.g. "99 %" as value for the response time metric --
mresponseT E M makes no sense, so the set Q mTn' would 2 = request responsemesponseT I> < mrqs ÷->I< m - >
contain only time values of Q). In conclusion, we can say that transmissionT responseT transmissionT
a metric m c M defines a subset Q m C Q of those elements
of Q which are suitable for m. In this context, "suitable" request response* ->I<-- ><-m*-<-m ->Imeans, for example, that an element q e Q m has the data - transmissionT waitingT processing transmissionT
typedefined for m and an appropriate unit. -----------------------------------------------------------------------------------

If a metric m C M defines a subset of Q, then m also Fig. 4. Metric Dependency Pattern for Duration of Activities
defines a subset of E x Q. This subset is defined below.

E x Q := {(e, q) C E x Q q C Qjm}
In the same way, we can define a subset E C E in order way based on recursively calculated other values of metrics

to describe those functional entities a specific metric m E M mql, ... mqk 'This dependency function can be represented
is measured at. With Q m and E m, we can define a metric as an abstract syntax tree (AST), where the internal nodes are
m E M as a function m: E m > Q m. At this point, we labeled by the operators of the function and the leave nodes
have described the Met ri cValue of Fig. 2 and the elements represent corresponding metric dimensions. If a value of a
of E m x Q m can be called "metric values". As conclusion metric m C M is not calculable but provided directly by an
of these formal definitions, we can say that a metric m C M instrumentation of a functional entity e (this case is described
defines a subset E m x Q m C E x Q which is called "the in Fig. 2 by a metric dimension), the notation m (e) could also
set of metric values for metric m". be used.

In order to specify formal instructions for calculating the As an example, Fig. 4 shows a metric mdurationT to measure
impact of QoS on QoP, we have to formalize dependencies the duration of a process activity. As well, dependencies
as well. For the following definitions, we assume to have a to other metrics (e.g. dMT(mdurationT, mresponseT)) are shown
process activity p C P, a service operation s C S and a and several metrics are assigned to abstract elements of a
component function c C C with P C E, S C E and C C E. service-oriented architecture (SOA). Information about spe-
Relations of these functional entities are also shown in Fig. 2. cified metric dependencies is based on [1], [19], [20]. In
For a specific metric m C M, we use an index to express this work, a metric definition including metric dependencies
the semantic of the metric (e.g. mresponseT for a response time and assignments to abstract architectural components is called
metric). Dependencies of used metrics also are shown in Fig. 4. a "metric dependency pattern". According to Fig. 1, such
According to the previous sections, we define two types of a pattern can be applied to a specific SOA by assigning a
dependencies in the notation of logical predicates. concrete architectural component (Fig. l.a) to each metric of

* Functional dependencies between entities: The predicate the pattern (Fig. l.d).
dE (p, s) means, that the functionality of p depends on In the following example, the metric mdurationT is calculated
the functionality provided by s. for the activity LookupStudent of the ToR scenario de-

* Dependencies between metrics: dMT(mdurationT, mresponseT) scribed in Section Il-A. Related dependencies also are shown
expresses the necessity of a response time value for the in Fig. 3 and are formalized below.
calculation of a duration time value.

For the definition of a calculable dependency function as
shown below, both functional and metric dependencies have dE(PLookupStudent,SisStudent) dE(SisStudent,CisStudent)
to be considered. Given a set of k metric dependencies dMT(mdurationT, mtransnissionT) dMT(mdurationTTmresponseT)
dm (mqq0, mql ) . * dm (mqo 7 mqk ) and a set of n functional dM (mresponseT, mwaitingT) dM (mresponseTTmprocessiongT)
dependencies dE(eO, el), ... dEp(eO, en), a metric mqo for an
entity eo can be calculated by using a dependency function
fcalc Qk.n -> Q. This function fcalc corresponds to the The measurement of transmission time (time elapsing while
dependency function shown in Fig. 2. a message is sent over a network) in this context is a special

mqo (eO) = fcalc (mq1 (eCl) mc...1.,mq(el) case. This metric can not be measured at a single functional
mq1 (e2), ... ., mc1k (e2),.., entity but needs information of both the sending and the

X ~~~receiving entity [21]. In such a case, the receiving entity ismq1 (e) .
1

. ,mk(n used in the formalism assuming that the start time could be
Given a dependency function fcaic and a functional entity sent within the message. The transmission time of the response

e0, the value of a metric mq0 can be calculated in the shown message can not be measured in this way. In this work, we

Figure 4.3: Metric dependency Pattern for Duration of Activities [51]

4.4 MAYER ET AL. APPROACH

In [51], Mayerl et al. discuss how to derive PPI (they call them metric) dependency defini-
tions from functional dependencies by applying dependency patterns. To this end, they propose
a model that distinguishes between a functional part, where they define dependencies between
application, service and process layers (based on concepts of BPEL and WSDL), and another
part for PPI dependencies, based on concepts of the CIM metrics model [23] and the QoS UML
profile described in [67]. Concretely, they define dimension (measured directly from the in-
strumentation), characteristic (computed based on other PPI values), category (group several
characteristics or other categories) and dependency function(is associated to a characteristic and
gives instruction its value).

They also introduce a mathematical formalism in order to describe dependency functions
and characteristics. An example is described in Figure §4.3 that shows a PPI mdurationT to
measure the duration of a process activity and also dependencies to other PPIs.

Finally they cover the mapping of these models to a monitoring architecture that contains
functions to instrument and collect PPIs, functions to aggregate and compare PPIs with agreed
service levels and functions to report SLA compliance and violations. However, they do not
delve into the definition of PPIs, they only set the semantics of some elements to consider when
defining PPIs.
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Figure 4.4: PPI specification using Momm et al. approach, taken from [54]

4.5 MOMM ET AL. APPROACH

Momm et al.’s approach [54] consists of a top-down approach for developing an uniform
IT support based on Servie Oriented Architecture (SOA) in conjunction with the monitoring
aspects required for processing the PPIs. Momm et al build the approach on the principles
of the Model Driven Architecture (MDA) to enable the support of different SOA platforms as
well as an automated generation of the required instrumentation and monitoring infrastructure.
Particularly, they present a metamodel for the specification of the PPI monitoring, an extension
of the BPMN metamodel for modeling the required instrumentation for the monitoring, and an
outline of methodology for an automated generation of this instrumentation. Figure §4.4 depicts
the example of the specification of a PPI provided in [54] for the PPI “students’ waiting time
for their result must not exceed 3 weeks”

A most recent work is presented in [55], where they adapt their approach to web service
compositions. In this work they also provide a metamodel for the specification of PPIs, includ-
ing the following attributes: name, description, units, type, direction (ascending or descending)
and default. Actually, they claim to provide a template-based mechanism for defining PPIs, but
such a definition is intended for the PPI calculation, being aimed at developers and only taking
into account aspects of the implementation level.

4.6 PEDRINACI ET AL. APPROACH

Pedrinaci et al. [70] describe a Semantic Business Process Monitoring Tool called SEN-
TINEL. One of its two modules is the Metrics Computation Engine, that is in charge of sup-
porting the automated computation of general purpose as well as user-defined PPIs (metrics for
them). For such a definition of PPIs, an ontology is provided. They refine PPIs into two disjoint
kinds, functions, that can be evaluated over a fixed number of inputs (for instance a process
instance PPI), and aggregations, that take an arbitrary number of individuals of the same kind
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(e.g. a set of process instances) as input. They also define the concept of population as the way
to filter that information to be taken into account to compute the PPI value (to focus e.g. in
certain processes or resources). Furthermore, each PPI has a computation expression, defined
using Operational Conceptual Modelling Language (OCML) [59].

This tool can also support automated reasoning, though the authors point out that one aspect
to be improved is the analysis engines in order to support deviations.

4.7 WETZSTEIN ET AL. APPROACH

234 B. Wetzstein, Z. Ma, and F. Leymann 

We measure deadline adherence as the percentage of orders delivered successfully 
and on time whereby we are interested in orders that only contain electronic product 
items. The computation formula of that KPI (Figure 5) is mapped to five metrics: an 
instance state metric to evaluate whether a purchase order is processed successfully 
and on time, a corresponding aggregate metric which sums up the instance metrics 
which evaluate to “true”, an instance state metric which evaluates to “true” when a 
new purchase order is received, the corresponding aggregate metric which counts 
those occurrences, and finally, an aggregate metric which composes the two former 
aggregate metrics to compute the percentage value. 

 
KPI Computation Expression 

Deadline Adherence 
%100

ved(Order)OrderRecei
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Process Duration Avg (ShipmentAckEvent.timestamp – ReceiveOrderEvent.timestamp) 

Fig. 5. KPI definitions for the Purchase Order Process 

The benefit of using ontologies in our approach is shown when evaluating state 
metrics. In order to define a state metric which evaluates whether the purchase order 
for electronic products has been processed successfully and on time, we need to test a 
condition on the last activity of the process. We therefore define the execution event 
“ShipmentAckEvent” which occurs after the activity “Receive Shipment 
Acknowledgment” has been processed. For testing whether the purchase order was 
processed on time, we compare the “assuredDeliveryDate” with the timestamp of the 
execution event. For testing whether the purchase order has been processed 
successfully, we check whether the relations “OrderDeliveredSuccessfully(Order)” 
and “ElectronicProductOrder(Order)” hold. The WSML Logical Expression for the 
instance metric looks as follows (namespaces omitted):  

 
?order[assuredDeliveryDate hasValue ?plannedDate] memberOf Order 

and ?event[activity hasValue ?activity] memberOf ExecutionEvent 
and ?activity[name hasValue “Receive Shipment Acknowledgement”] 
and ?event[timestamp hasValue ?eventDate] 
and (dateLessThan(?eventDate, ?plannedDate)  
          or (dateEqual(?eventDate, ?plannedDate)) 
and OrderDeliveredSuccessfully(?order) 
and ElectronicProductOrder(?order) 

 
The WSML logical expression is automatically generated based on a formula, 

which the business analyst specifies with tool support (as sketched in Figure 5). It is 
then utilized as a query to the WSML reasoner at process runtime (Section 4). The 
benefit of our approach is that implicit knowledge can be taken into account when 

Figure 4.5: PPI definition examples according Wetzstein et al., taken from [107]

In [107], Wetzstein et al. introduce a framework for BAM as part of the semantic business
process management. They state that, since semantic business processes specify the semantics
of inputs, outputs, preconditions and postconditions of activities by means of business objects,
PPIs can be directly defined over this business objects. For this purpose, they present a PPI
ontology using WSML to specify PPIs over these semantic business processes. Concretely, for
every PPI, they define the attributes name, description, targetValue (deviations and alerts can
also be defined) and analysisPeriod. Furthermore, they allow the definition of, on the one hand,
instance measures (duration between activities, the state of the a process instance and compo-
sition of them can be measured), and on the other hand, aggregated measures (by aggregating
several instances), and composed aggregated measures. The computation expressions associ-
ated to these PPI definitions are mapped to WSML logical expressions that are used as queries
to the WSML reasoner to obtain their value.

Figures §4.5 and §4.6 depict respectively two PPI definitions and a WSML logical expres-
sion corresponding to the first PPI.
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and on time whereby we are interested in orders that only contain electronic product 
items. The computation formula of that KPI (Figure 5) is mapped to five metrics: an 
instance state metric to evaluate whether a purchase order is processed successfully 
and on time, a corresponding aggregate metric which sums up the instance metrics 
which evaluate to “true”, an instance state metric which evaluates to “true” when a 
new purchase order is received, the corresponding aggregate metric which counts 
those occurrences, and finally, an aggregate metric which composes the two former 
aggregate metrics to compute the percentage value. 
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Fig. 5. KPI definitions for the Purchase Order Process 

The benefit of using ontologies in our approach is shown when evaluating state 
metrics. In order to define a state metric which evaluates whether the purchase order 
for electronic products has been processed successfully and on time, we need to test a 
condition on the last activity of the process. We therefore define the execution event 
“ShipmentAckEvent” which occurs after the activity “Receive Shipment 
Acknowledgment” has been processed. For testing whether the purchase order was 
processed on time, we compare the “assuredDeliveryDate” with the timestamp of the 
execution event. For testing whether the purchase order has been processed 
successfully, we check whether the relations “OrderDeliveredSuccessfully(Order)” 
and “ElectronicProductOrder(Order)” hold. The WSML Logical Expression for the 
instance metric looks as follows (namespaces omitted):  

 
?order[assuredDeliveryDate hasValue ?plannedDate] memberOf Order 

and ?event[activity hasValue ?activity] memberOf ExecutionEvent 
and ?activity[name hasValue “Receive Shipment Acknowledgement”] 
and ?event[timestamp hasValue ?eventDate] 
and (dateLessThan(?eventDate, ?plannedDate)  
          or (dateEqual(?eventDate, ?plannedDate)) 
and OrderDeliveredSuccessfully(?order) 
and ElectronicProductOrder(?order) 

 
The WSML logical expression is automatically generated based on a formula, 

which the business analyst specifies with tool support (as sketched in Figure 5). It is 
then utilized as a query to the WSML reasoner at process runtime (Section 4). The 
benefit of our approach is that implicit knowledge can be taken into account when 

Figure 4.6: WSML logical expression example according Wetzstein et al., taken from [107]

4.8 GONZALEZ ET AL. APPROACH

González et al [39] present MMC-BPM language, a Domain Specific Language to com-
plemet BP models with monitoring, measurement and control (MMC) concerns. It is a declara-
tive specification that contain three main blocks. The Data Block contains the data manipulated
in the process and new data required to analyse it. The Event block represents the process
domain events used in the definition of the analyses rules and the measurement points in the
process. It allows to define process events, that define the moment in the process when a rule
must be triggered, and logic events, that allows to group multiple process events. The MMC (or
Rule) Block allows to define actions to measure the process and to control its execution. Every
action is associated to a logic event.

Figure §4.7 depicts the MMC specification for a loan process example (taken from [39]).MMC-BPM: A Domain-Specific Language for Business Processes Analysis 161
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Fig. 3. EBNF specification of the Data Block

multiple analysis specifications. The MMC-BPM language references the data
model using the include data <dataFile> clause (Line 4 in Figure 2).

In addition to the data model there is also a data type model, which de-
termines the data types associated with the process data. We assume that the
process data type model is defined using an XML Schema language. For ex-
ample, the schema representing process data types can contain a complex data
definition named Client containing a sequence of elements such as name, iden-
tification, and gender with their associated primitive data types. The data type
model is referenced by using the import dataTypes <dataTypesFile> clause
(Line 3 in Figure 2).

Measurement data defined in this specification is general to all the process
instances. A measurement concept (MeasureConcept) is defined describing the
name of the measurement data (measureName) and its data type (DataType).
The MMC-BPM language provides a set of primitive data types (SimpleType)
such as: string, int, float, boolean and double. For example, line 6 in Figure 2
illustrates the definition of the accepted request (AR) measurement concept using
an int data type. Since business processes contain more complex data structures
(e.g., Loan, Client), the MMC language facilitates associating complex data
types (ComplexType) and collections (CollectionType) to the measurement data.

Figure 4.7: MMC specification for a loan process, taken from [39]
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4.9 POPOVA AND SHARPANSKYKH APPROACH

Popova et al. present in [77] a framework for modeling PPIs (performance indicators for
them-PI) within a general organisation modeling framework. They define indicators by assign-
ing values to a set of attributes. These attributes are: name, definition, type (continuous or dis-
crete), time frame, scale, min value and max value, source (company policies, business plans...),
owner (role or agent whose performance it measures), threshold and hardness (soft-qualitative,
or hard-quatitative). Figure §4.8 depicts one PPI example extracted from [77].

interval for which it will be evaluated, e.g. the indicator
‘yearly profit’ has time frame ‘year’, ‘number of customers
per day’ has time frame ‘day’;

Scale—if relevant, the measurement scale for the
performance indicator, different scales can be predefined
and referred to here;

Min value, Max value—when a predefined scale is used
and only a part of this scale is relevant for the particular
performance indicator;

Source—which was the internal or external source
used to extract the performance indicator: company
policies, mission statements, business plan, job
descriptions, laws, domain knowledge, etc.—these
sources contain (informal) statements about the desired
state or behavior of the company and regulations it has to
obey;

Owner—the performance of which role or agent does it
measure/describe;

Threshold—the cut-off value separating changes in the
value of the performance indicator considered small and
changes considered big; used to define the degree of
influence between performance indicators (see Section 5);
depending on the scale of measurement of the perfor-
mance indication, the threshold can have a clearly-
defined unit of measurement (e.g., measured in hours,
km, number of persons or products, etc.) or it can
be measured in unnamed units for qualitative scales
such as low-medium-high where one unit represents
the difference between two consequtive points on the
scale, for example between low and medium or between
medium and high (which are assumed to be equidistant)—
in the example below PI5 has a threshold of 2 units which
is the distance between very_low and medium, between
low and high and between medium and very high;

Hardness—a performance indicator can be soft or hard
where soft means not directly measurable, qualitative, e.g.
customer’s satisfaction, company’s reputation, employees’
motivation, and hard means measurable, quantitative,
e.g., number of customers, time to produce a plan.

Example:

PI name: PI5;
Definition: average correctness of produced plans;
Type: discrete;
Time frame: month;
Scale: very_low-low-med-high-very_high;
Source: mission statement, job descriptions;
Owner: forward and daily planning departments;
Threshold: 2 units;
Hardness: soft.

PI name: PI27;
Definition: time to create a new short-term plan after all operational
data is received;

Type: continuous;
Time frame: month;
Scale: REAL;
Min value: 0;
Max value: max_time_CSP;
Unit: hour;
Source: job descriptions;
Owner: daily planning departments;
Threshold: 24h;
Hardness: hard.
PI name: PI29;

Definition: efficiency of allocation of security officers to objects;
Type: discrete;
Time frame: month;
Scale: very_low-low-med-high-very_high;
Source: job descriptions;
Owner: forward and daily planning departments;
Threshold: 24h;
Hardness: soft.

Appendix A contains the list of performance indicators
identified for the case study for the forward and daily
planning departments with the corresponding character-
istics. The list contains a lot of indicators that are often
used in practice and demonstrates how they can be
represented in the framework. Also less conventional
indicators can be represented in a similar way as long as
the necessary information is available.

The process of discovering performance indicators is
not trivial. It is company-specific and can use information
and expertise from different sources. The relevant perfor-
mance indicators for a specific organization can some-
times be found in documents, either internal or external
for the organization, such as company policies, mission
statements, business plan, job descriptions, laws, domain
knowledge, etc. however often this information is in-
complete and imprecise. Here the expertise of domain
experts, managers and other involved parties should be
used. Sometimes important indicators remain implicit as
they are considered obvious. Conscious effort is needed
to make such information explicit so that it can be
incorporated in the design process.

Here existing research can be used as well where
performance measurement systems and key performance
indicators are defined for specific domains and investi-
gated with respect to their usefulness (e.g., [11,14,33,47]).
Also partial reuse of previous models of organizations in a
similar domain can be possible.

Formalizing performance indicators includes the defi-
nition of all relevant characteristics which makes the
implicit knowledge explicit. The process of extracting the
performance indicators from source documents involves
asking the question: what should be measured/observed
to ensure the requirements in the document? Perfor-
mance indicators are often represented by nouns in the
text; modifiers such as adjectives give information about
the type, scale of measurement and what is considered a
desirable value of the performance indicator (used in
performance indicator expressions, goal patterns and
goals), e.g., the job description requires a planner ‘to
ensure high accuracy of calculation when creating a plan’
then ‘accuracy of calculation in plan creation’ is a
performance indicator and ‘high’—its desired value.

Sometimes such a process is straightforward, for
example it is clear how profit can be defined and
measured. However in other cases important and some-
times subjective choices need to be made. Often the
performance indicators that can be extracted from
documents such as the mission statements and policies
are soft and difficult to assess. In order to evaluate such a
performance indicator it is usually beneficial to find
one or more closely related hard indicators that can be
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Figure 4.8: PPI example according to Popova et al. approach [77]

Furthermore, an expression is defined over these PPIs. It can be evaluated to a numerical,
qualitative or boolean value for a time point. For example, using the above PPI, an associated
expression is: PI27≤ 48h.

They formalise these PPIs definitions by means of a variant of the first order sorted predicate
language, and define relationships between them. Concretely relations of causality (positive and
negative), correlation and aggregation can be defined. In these relations’ definitions, they use
Temporal Trace Language (TTL) [92] to express the temporal aspect. An excerpt of the PPI
relationships for the case study presented in [77] is presented in Figure §4.9.

They also relate PPIs to processes, roles, agents, goals and environmental characteristics, as
follows:

measures : PPI × PROCESS

has_owner : PPI × {ROLE, AGENT} × {very_low, low,medium, high,very_high}

is_based_on : GOAL_PATTERN × PPI
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env_influence_on: ENV_CHARACTERISTIC! PI! {pos,
neg}: an environmental characteristic of the sort
ENV_CHARACTERISTIC influences a performance indicator
in a positive or negative way (i.e., contributes to the
increase/decrease of a performance indicator). For exam-
ple, a large amount of rain contributes negatively to the
amount and quality of harvest.

Other types of relations between performance indica-
tors, processes and roles, related to power, supervision,
authorization, etc. are discussed in the organization-
oriented view [31].

6. Performance evaluation

Every task in an organization contributes to the
satisfaction of one or more organizational goals through
performing its process instances. Each goal is formed
based on a certain performance indicator(s) which can be
measured (directly or indirectly) during or after the
process execution depending on the goal evaluation

type—in the end or during a certain period of time
(evaluation period defined as goal horizon). Data about
the actual execution of the processes is recorded by the
workflow management system in the form of a trace
which can be used for analysis. The satisfaction (degree of
satisficing) of the goal(s) is determined by comparing the
measured value(s) with the corresponding goal expres-
sion (s). Further, the obtained goal satisfaction (satisfi-
cing) measure is propagated by applying the rules defined
in [39,40], upwards in the goal hierarchy for determining
the satisfaction (degree of satisficing) of higher level goals.
In particular, the satisfied label is associated with a hard
goal refined into an and-list if and only if all goals in this
list are satisfied. The propagation mechanisms defined for
soft goals are more elaborated and are described in more
detail in [39,40].

Thus, the organizational performance is evaluated by
determining the satisfaction (degree of satisficing) of key
organizational goals. In the following an algorithm for
determining the satisfaction (degree of satisficing) of a
goal is provided.
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Fig. 3. The relationships between the performance indicators identified for the case study.
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Figure 4.9: PPI relationships example according to Popova et al. approach [77]

uses : GOAL_PATTERN × PPI_EXPRESSION

env_in f luence_on : ENV_CHARACTERISTIC× PPI × {pos,neg}

In addition, these relations are further investigated in [76, 78], where they present formal
techniques for the analysis of executions of organizational scenarios, and discuss analytic is-
sues for consistency and verification checks of the goal structures and between goals and PPIs,
respectively.

4.10 BARONE ET AL. APPROACH

Barone et al. present in [4] the Business Intelligence Model (BIM), whose main goal is
to allow business users to conceptualise business operations and strategies, and performance
indicators, so that they can be connected to enterprise data through automated tools. They
propose to define a global view of a company’s workflows and define PPIs on its activities and
resources. The set of PPIs defined together with the relationships among them constitute the
so-called Indicators Graph. Figure §4.10 shows the indicators graph provided [4] according to
its case study.
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Figure 4.10: Indicators graph example according to Barone et al.’s approach, taken from [4]

4.11 FRIEDENSTAB ET AL. APPROACH

Friedenstab et al. have recently presented in [33] a twofold contribution: on the one hand,
a metamodel that extends BPMN in order to include BAM-relevant concepts, including PPIs;
on the other hand, a graphical notation for those concepts described in the metamodel. They
support the definition of PPIs to measure duration and frequency (the number of times that
something happens) of process instances, to compose them by arithmetic operations, and to
aggregate them considering a set of instances, delimited by means of the filter. Furthermore,
target definitions can be defined for these PPIs and, actions in order to react when these targets
are not achieved.

Figure §4.11 depicts the BAM model example provided in [33] to define cycle times, ac-
cording to the case study presented in that work.

This work does not provide any mechanism for these PPI definition analysis.
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Figure 11. BAM model: cycle times

Process Section is needed to describe the company-internal
part of the business process. In particular, the Start Marker is
attached to the ‘Analyze Order’ Sub Process, while the End
Marker is connected with the ‘Process Order’ Sub Process.
To measure the cycle time of this Process Section, it is
connected with a Duration measure which reuses the above-
described Filter to include only successfully completed
processes. Though, not the cycle time of the Process Section
itself, but its percentage with respect to the cycle time of the
overall process is required. Therefore, a Composed Basic
Measure has to be applied that relates both measures to each
other. Finally, this measure is aggregated and connected with
the cycle times Dashboard.

(3) Cycle times of the last 50 orders. For the third time-
related measure, another Duration element is necessary. This
has to be supplemented by a Filter element that specifies a
Quantitative Limit, since only the last 50 process instances
should be regarded. As the cycle times are supposed to be
visualized, the Duration element is also connected with the
above mentioned Dashboard.

IV. REVIEW OF RELATED APPROACHES AND
DISCUSSION

When proposing a new modeling method, there is a
need to demonstrate its “worthiness” against the background

of the “blooming production” of modeling methods [17].
We therefore subsequently review the state-of-art in BAM
modeling and will then discuss our approach against the
identified body of methods.

A. Review of related approaches
DEL-RÍO-ORTEGA, RESINAS and RUIZ-CORTÉS strive

for a better integration of Process Performance Indicators
(PPIs) into the business process lifecycle (definition, execu-
tion, analysis). PPIs should be modeled together with the
business processes. Thus, they present an ontology to define
PPIs which comprises a comprehensive classification of PPIs
and explicitly defines how the PPIs are related to elements
of a BPMN business process model (e.g., data objects or
activities) [5]. Due to the clear orientation to BPMN, the au-
thors provide a valuable contribution for closer integration of
business process modeling and monitoring aspects. However,
while a connection between BPMN constructs and PPIs is
established, a graphical notation to include the measures into
process models is missing. Further, the sole definition and
modeling of process metrics is of limited value in a BAM
context as threshold values and the corresponding exception
handling mechanisms need to be expressed as well.

A related approach that connects process KPIs and process
models is provided by WETZSTEIN, MA and LEYMANN
who propose a semantic framework for BAM which aims

!"#!!"#!

Figure 4.11: BAM model for cycle times according Friedenstab et al., taken from [33]

4.12 OTHER RELATED APPROACHES

In this section we comment other related approaches more restrictive regarding the definition
and analysis of PPIs, or taken form other areas that served as inspiration for the work performed
in this dissertation.

4.12.1 GRAI/GIM Approach

GRAI [15] is a conceptual model for manufacturing systems that divide them into three sub-
systems: physical, decision and information systems. Over this conceptual model is build the
GIM approach, GRAI Integrated Methodology. Within the modelling formalisms provided by
GIM, GRAI Grid [25] is used to build a decision system model. In this formalism, the definition
of performance indicators are defined, but not focused on business processes. They establish
three parameters or attributes to define performance indicators: name, value domain or dimen-
sion and procedure to calculate the value. They also define the relation of these performance
indicators with objectives and decision variables.

42



4.12. OTHER RELATED APPROACHES

4.12.2 Soffer et al. Approach

Soffer et al propose in [93] a formal framework that defines a process model on the basis of
states and state variables. Furthermore, they also define PPIs (referred to as soft-goals) and their
relationships to processes and state variables. Criterion functions (any function on the values of
state variables) are used to define these PPIs. They put especial emphasis in relating criterion
functions and PPIs to processes, so that PPIs are defined over the the appropriate BPs. They
apply their approach to the SCOR model and perform a PPI analysis. This analysis allows to
identify, among others, which criterion functions are fully dependent on the process, which are
partially dependent on it.

4.12.3 Korherr and List Approach

Korherr et al. extend in [47] the BPMN and EPC metamodels to define business process
goals and performance measures. They only allow the definition of cost, quality and cycle
time measures, from which only cycle time measure are explicitly connected to the business
process elements. They do not delve into the information required to define such measures and
to calculate them.

4.12.4 Costello et al. Approach

Costello et al. propose in [16] a model to include the definition of PPIs into process models
using XML. They define events associated to what they call process (business activity). These
events are mainly intended to the calculation of cycle time PPIs. They also present a mapping
of this event-based model to an ontology developed using OWL (the Web Ontology Language).
This ontology serves as a basis for defining rules for the calculation of PPI values. Finally, they
provide a software implementation called iWISE architecture to support their approach.

4.12.5 García et al. Approach

A work somehow related to this area, but focused on software measurement rather than pro-
cesses is the one presented in [35]. The authors describe in this work a software measurement
ontology called SMO. In [57] they also present a graphical notation for the depiction of software
measurements, based on SMO.
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4.13 SUMMARY

In this chapter we have presented those related work that provides partial support for the
PPIM lifecycle phases described in previous chapter. We have described the way each proposal
address the definition of PPIs and the level of analysis support provided.
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The important thing in science is not so much to obtain new facts
as to discover new ways of thinking about them.

William Bragg (1862–1942),
British physicist and Nobel Prize in Physics 1915

O ur goal in this chapter is to describe the problems identified during our research
and to motivate the contributions provided in this dissertation. We analyse the cur-
rent solutions and bring attention to the advances we have achieved to solve these

problems. In Section §5.1, we motivate our research. Section §5.2 presents a motivating sce-
nario that will be used along the dissertation. In Section §5.3, we present the main problems
addressed in this dissertation. In Section §5.4, we analyse the level of compliance of the pre-
sented problems by the current solutions found in the literature. In Section §5.5, we resume and
compare the information previously obtained and contextualise our contributions.



CHAPTER 5. MOTIVATION

5.1 INTRODUCTION

Supporting the PPIM lifecycle requires to overcome a number of problems introduced in
Chapter §1. The final goal of this chapter is twofold. First, to motivate the need for specifics
techniques and tools to improve both the design and the instrumentation phases of the PPIM
lifecycle; and to do so we describe in detail the aforementioned problems. Second, to introduce
our contributions in this topic, that are the result of an extensive analysis of a variety of PPIs
defined by different organisations, a careful study of the related literature, and the application
of the knowledge gained in previous experiences with the automated analysis in other areas like
feature models and SLAs.

We consider these contributions can promote the progress of the discipline both at a techni-
cal and a social level. From a technical standpoint the application of DL to the PPI definitions
helps to eliminates ambiguities and provides more semantics about some concepts and relation-
ships, and facilitates their automated analysis by leveraging reasoner services available for such
a formalism. From a social standpoints, the techniques proposed for defining, representing and
analysing PPIs will thrive even more the aforementioned process orientation in organisations.

5.2 MOTIVATING SCENARIO: PROCESS OF THE REQUEST

FOR CHANGE MANAGEMENT

Our motivating scenario for the work developed in this dissertation is presented in this sec-
tion. It takes place in the context of the Information Technology Department of the Andalusian
Health Service. We particularly focus on the business process of managing Request for Changes
for existing Information Systems. This process was modelled by the quality office of this de-
partment using BPMN, but due to space and in order to make it easier to understand, we have
simplified the real process obtaining the diagram depicted in Figure §5.1.

The process starts when the requester submits a Request For Change (RFC). Then, the
planning and quality manager must identify the priority and analyse the request in order to make
a decision. If the RFC was in the strategic plan or pre-approved, the requester will be asked to
submit a release request and the process will continue through the global Project Management
Process (PMP). Otherwise, according to several factors like the availability of resources, the
requirements requested, and others, the RFC will be either approved, cancelled, raised to a
committee for them to make the decision, paralysed or sent to the area manager in order for her
to negotiate new requirements.
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Name Description Target V Periodicity

PPI1 RFCs cancelled-registry error from
RFCs registered

4% weekly

PPI2 Average time of committee decision 1 working day weekly

PPI3 corrective RFCs from approved
RFCs

2% weekly

PPI4 perfective and adaptive RFC from
approved RFCs

4 % weekly

PPI5 Average time of the "analyse RFC"
activity

2 working days weekly

PPI6 Number of RFCs with the state "in
analysis"

2 RFCs weekly

PPI7 Number of RFCs per type of change corr-20, evol-30, perf-20 monthly

PPI8 Number of RFCs per project rr.hh-50, diraya-60, pharma-1 monthly

PPI9 Average lifetime of a RFC 3 working days monthly

Table 5.1: PPIs defined for the RFC management process

In addition, throughout the process, the RFC document can pass through several states:
registered, in analysis, paralysed, cancelled, approved, subject to negotiation, with new re-
quirements and cancelled due to successful negotiation.

Apart from the process model, this department also defined a set of indicators associated
with it. They did it using natural language and collected them in tables. Again, for the sake of
simplicity, we only show an excerpt of this table (Table §5.1). Every PPI in this table is defined
through a name (first column), a description (second column), a target value (“Target V” for
short, in the third column) and a periodicity (in the fourth column, corresponding to the scope
concept we introduce in section §6.5). Target values reflected in this table are invented due to
privacy reasons. In the original version of this table there is also a responsible for all these PPIs,
the “planning and quality manager” for all of them. It does not appear in the table due to space
constraints.
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5.3 PROBLEMS

Taking into account the previous scenario, a number of problems were identified that mo-
tivated the main contributions of this dissertation. In the following we present these problems,
all of them related to the design and instrumentation phases of the PPIM lifecycle and very
interrelated to each other. We classify them according to three aspects, the definition of PPIs,
their representation, and their automated analysis.

Regarding the definition of PPIs , we have identified three problems

P1: Lack of traceability with BPs. The current trend is to define PPIs in some ad-hoc way,
usually in a separated document (for instance tables or spreadsheets like in the motivating
scenario) without establishing any link or relationship with the elements of the corre-
sponding business process. This leads to several subproblems: difficulty to maintain the
coherence across both worlds (BPs and PPIs), e.g. what happens if an activity is removed
and there exists a PPI that is only defined over that activity?, or What happens if a PPI
is defined by referencing an activity whose name does not correspond to the one in the
BP?; another subproblem is the difficulty to instrument the process in order to gather the
information required to calculate PPI values, since it is not clearly defined where in the
process PPIs must be measured.

P2: Ambiguity and incompleteness. This problem is derived from the fact of defining PPIs
using natural language. In this case, it is very likely to leave out of consideration impor-
tant information for the computation of PPIs or to use ambiguous expressions, making
it difficult to translate such definitions to the instrumentation of a process that calculate
real values for that PPIs from the business process execution. Let us suppose we have, in
our motivating scenario, the PPI definition in natural language “duration of the analysis
activity". Which “analysis activity” does this PPI refers to?, the “analyse RFC” or the
“analyse in committee” activity?. Furthermore, when should this PPI value be gathered?
This information is missing in the aforementioned definition.

P3: Limited expressiveness. Most existing research proposals allow the definition of PPIs re-
lated to control flow and time; however, those related to the state of the process, to data
or to resources are usually disregarded; for instance, PPI3 from Table §5.1 could not be
defined. Furthermore they usually present limited expressiveness regarding PPIs calcu-
lated using other PPIs (by aggregating several process instances or by applying certain
mathematical functions) and grouping values according to certain dimensions, like it is
required to define PPI8 from Table §5.1.
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Regarding the representation of PPIs , two additional problems have been identified.

P4: Lack of understandability by non-technical users. To cope with the limitation described
in P2 (ambiguity and incompletenss), there exist several approaches that provide some
languages or specifications for the definitions of PPIs, but they are low level approaches,
and lead to early formalisation of PPIs, what is detrimental to their understandability by
non-tecnical users (like stakeholders or expert-domain).

P5: Visual gap between BP models and PPI definitions. Business processes are usually ex-
pressed in a graphical notation to ease communication about these processes between
stakeholders. However, PPI definitions are usually expressed either by means of natural
language, or using lower level languages, closer to the implementation perspective. In
both cases there exists a visual gap between BPs and PPIs, i.e. the different departments
or roles in charge of, on the one hand, the modelling and execution of business processes,
and, on the other hand, the definition and consecution of goals and its associated indica-
tors, have partial views: nobody has a comprehensive view of both worlds. This leads
again to a problem with the maintenance of coherence across them.

Finally, regarding the analysis of PPIs , one of the main problems identified is the following
one.

P6: Not amenability to automated design-time support. It is highly desirable to have PPI
definitions that allow to perform a design time analysis in order to obtain information
that can assist BP analysts during that definition and the subsequent evolution. Until now,
the effort on the automated analysis has been driven to the development of techniques
and tools to automatically analyse BPs and PPIs at runtime (specially BAM techniques)
and post mortem, i.e. using the information obtained from those process instances al-
ready finished (e.g. techniques from the fields of business intelligence, data warehousing
and process mining). Unfortunately, little efforts have been conducted to automatically
analyse PPIs at design time.

Apart from the previous set of problems, we have established two additional restrictions or
requirements for our proposal.

R2: Tool support. Though some industry products have been developed to provide support
for the definition and analysis of PPIs, like for instance the ARIS Process Performance
Manager (PPM) [88], it leaves some aspects unconvered. To the best of our knowledge,
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there not exists any tool that supports a definition of PPIs that copes with all the afore-
mentioned problems. This might be due to several reasons: the market immaturity, the
low performance that the usage of formalisms leads to, or most probably that, a priori, the
ROI (Return Of Investment) is not assured for this kind of solutions.

R2: Business Process Management (BPM) standards support. From the research approaches
that propose some mechanism for the definition of PPIs, most of them do not support their
connection to BP models defined using standard languages and notations like BPMN or
Business Process Execution Language (BPEL). Usually, they are highly coupled to par-
ticular definitions of BPs, loosing thus the desired flexibility and standardisation for this
issue.

5.4 ANALYSIS OF CURRENT SOLUTIONS

Taking as starting point the set of approaches introduced in Chapter §4, we analyse them
here according to the fulfillment of the requirements derived from the problems described in the
previous section.

Regarding the traceability between PPI definitions and BP elements, most of the approaches
take it into account, although many of them do not provide evidences that this traceability can
allow to maintain coherence in both directions, i.e., that it is not only used to establish the points
in process where PPIs have to be measured. Castellanos et al [12] PPIs are specified by means
of templates, where the user must define the connection with the process elements by fulfilling
parameters, but it is not clear the way this parameters are obtained from the business process
(no model for such specification is presented); in fact, this is not a process oriented-approach.
ARIS, in its comertial product PPM [88] also allows to maintain this traceability by defining
measurement points in the business process. Mayer et al [51] define some kind of relationship
between what they call metrics definitions and activities of services that implement processes.
In Momm et al clearly define in [54] the traceability between PPIs and BP elements by means
of both, a metamodel for the definition of PPIs and a metamodel for the specification of its
monitoring model. Pedrinaci et al outline in [70] this traceability, though they do not delve
into the detail. Wetzstein et al also define this traceability, although only to BP activities and
in the context of semantic business processes. González et al. [39] define the relation with the
business process elements within the data and event blocks of their specification. Popova et al
establish in [75] the relationship between the PPI and the process it measures, and then, in [76]
they describe properties over process execution traces by means of the order-sorted predicate
Temporal Trace Language and assign them to PPIs. This is somehow a way of maintaining
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the aforementioned traceability. Barone et al.[4] roughly address this issue by including in the
indicators constructs, within the indicators graph, the resources and activities to which they are
related. Finally, Friedenstab et al.’s approach [33] is heavily based in our approach presented in
[22] and also provides this traceability by means of the metamodel defined.

The ambiguity and incompleteness problem is addressed by virtually all the research pro-
posals1, since most of them are based on formalisms. In fact, this problem has been found in
the real scenarios analysed, where PPIs are defined using natural language.

The expressiveness of the different approaches varies according to the possible kind of PPIs
that need to be defined. Time and count (relative to the number of occurrences of certain event)
measures can be defined in most approaches, and also most of them allow to aggregate them.
However, only Wetzstein et al. [107] and Barone et al [4] allow the definition of PPIs related
to the state of the process (we intuit that also ARIS PPM provides some mechanism to do it,
but the information is not explicitly available). Regarding PPIs defined over data only González
et al. [39] support them, and over resources, only ARIS PPM support them. The possibility
to derive PPI definition from other existing ones by means of certain mathematical function
is provided by half of the approaches (cf Table §5.2). With respect to the definition of what
we call scope, to filter the process instances that must be used to calculate PPIs, Popova et
al partially address this issue by defining temporal properties in [74], and the approaches of
Pedrinaci et al and Firedenstab et al also provide solutions for it. Nevertheless, all of them leave
out of consideration some of the scope definitions found in the real scenarios studied during this
dissertation.

In relation to the understandability by non-technical users, Castellanos et al allow in IBOM
defining PPIs by instantiating what they call metric templates, but, until what we can deduce
from the information available, these templates do not offer the right level of abstraction re-
quired by non-technical users. Another approach that try to get closer to this kind of users is
[33], by offering the aforementioned graphical notation. The main problem is the need to have
a deep knowledge on BP models and the learning curve such a graphical notation may have for
this kind of users. Barone et al. [4] also propose some kind of graphical representation for PPIs
though it is quite restrictive (very little elements are used).

With respect to the visual gap between BP models and PPI definitions, there only exist three
aproximations: the first one is ARIS PPM, that offers the possibility to indicate graphically
over BPs defined in EPCs measurement points. The second one has been recently presented
by Friedenstab et al [33] and is based in our approach to define PPIs presented in [22]. They

1Barone et al. is the only exception, since they do not provide evidences of nay formal foundation for their
model.
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propose an extension of BPMN to graphically model BAM aspects over BPs but it is quite
incipient since is not implemented in any tool nor has been proven in any real scenario. The
last one is the proposal of Barone et al. [4], but they do not depict these PPIs over BPs, but they
provide indicators graphs.

The automated analysis at design time is only partially addressed by Popova et al. They
allow the definition and analysis of relationships between PPIs, but do not offer mechanism to
derive information regarding the relationship between PPIs and BP elements.

Regarding the requirement of providing tool support, most of the approaches analysed
present some kind of software implementation, but not all of them are intended to be used by
final users, but, in many cases, they have been developed as a proof of concept of the research
conducted. Obviously, this is not the case of iBOM (HP) of PPM (ARIS), that are commercial
products. Pedrinaci et al also have implemented their approach in SENTINEL, but they point
out the limitation that such a tool in its current version only provides a predefined set of PPIs
(though they plan to augment its flexibility by allowing the definition of domain-specific PPIs).

Finally, regarding the requirement of providing support to the current BPM standards, on
the one hand, the approaches of Mayer et al. and Pedrinaci et al. include standards like BPEL
and WSDL, actually more focused on web services, i.e. at an implementation level. On the
other hand, Momm et al. , Wetzstein et al. and Friedenstab et al. take as starting point the
BPMN specification. González et al. provides support for both, BPEL and BPMN.

5.5 DISCUSSION

The result of the previous analysis of related works is summarised in two ways. First, the
Kiviat diagram shown in Figure §5.2 represents the level at which the presented problems are
overcome by the existing proposals.

Second, this information is presented with more detail in Table §5.2. The proposals anal-
ysed are located at the different rows, and columns correspond to the problems and requirements
presented in this chapter, taking into account that problem P3 (expressiveness) has been subdi-
vided into 8 subproblems according to the different issues to consider during PPI definition, and
problem P6 (automated analysis) into 2 subproblems, according to the different families of op-
erations described in this dissertation. We use the following notation: A 3 sign means that the
proposal successfully addresses the issue; a ∼ sign indicates that it addresses it partially; N/A
means the information is not available; and a blank cell indicates that it does not contemplate
the issue. We use 3* for the feature aggregated measures because those approaches that ad-
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Figure 5.2: Kiviat diagram: level at which the related approaches overcome the existing prob-
lems

dresses this feature does not take into account the possibility of grouping by certain dimension
(isGroupedBy in our proposal).

Both, Figure §5.2 and Table §5.2 show that the problem of ambiguity and incompleteness is
the most addressed, since most of the approaches analysed are research works, while the under-
standability, visual gap and automated design-time analysis problems are the most disregarded.
Furthermore, Table §5.2 let us confirm that none of the approaches address simultaneously all
the problems and requirements identified (Section §5.3), and conclude that a definition, repre-
sentation and analysis of PPIs that overcome the aforementioned problems and requirements
constitute still an unresolved challenge.

In this dissertation we address this challenge by means of the following contributions: (1) a
metamodel (PPINOT metamodel) for the definition of PPIs that is useful along the whole PPI
lifecycle; (2) a graphical notation to depict PPIs over BP models based on this metamodel; (3)
a set of PPI-templates and L-PATTERNs to improve the definition of PPIs without needing to
have a deep knowledge of BP notations; (4) a formalisation of the PPINOT metamodel using
DL that allows to define a set of families of analysis operations to extract information at design-
time from that PPI definitions; (5) A software tool suite that provides support for all the previous
contributions (except for some analysis operations partially implemented yet).
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CHAPTER 5. MOTIVATION

5.6 SUMMARY

In this chapter, we have presented the main problems that motivated this dissertation. We
have analysed the related literature on the definition and analysis of PPIs and observed that no
proposal exists that overcomes all the problems identified. We have also emphasised the value
and originality of our main contributions.
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When you can measure what you are talking about and express it in numbers, you know something about it.

Lord William Thomson Kelvin (1824-1907),
British mathematical physicist and engineer

T o overcome the limitations related to the definitions of PPIs introduced in Chapter §5,
we present here PPINOT metamodel. Its main advantages are: (1) it enables a seam-
less relationship between PPIs and business process models, which makes the use of

PPIs along the business process lifecycle easier; (2) it eliminates the ambiguity and incom-
pleteness problem of natural language; (3) it allows the definition of commonly used PPIs that,
to the best of our knowledge, cannot be defined with other similar proposals, specially those
related to data; (4) it provides these definitions of PPIs with the amenability to be automatically
analsyed at design-time, as we describe in Chapter §9. The chapter is organised as follows:
in Section §6.1 we introduce it; Section §6.2 briefly comments a set of considerations we make
with respect to BP models; then, Sections §6.3, §6.4 and §6.5 describe in detail the metamodel;
finally, we summarise the chapter in Section §6.6.



CHAPTER 6. PPINOT METAMODEL

6.1 INTRODUCTION

When managing PPIs, the first obstacle is to delimit a PPI conceptually since there is no
consensus about the key elements and their relationships that need to be taken into account
when defining PPIs. Consequently, it is necessary to establish a representation method simple
and easy to understand, but also expressive enough to accommodate the different domains and
situations where PPIs can be defined. In this chapter, we tackle this problem by introducing
the PPINOT metamodel. This metamodel is the result of an extensive analysis of a variety of
PPIs defined by different organisations, a careful study of the related literature and a process of
successive refinements of the metamodel after applying it to different scenarios.

The following sections detail the main features of the metamodel, which has been driven by
these requirements:

• Must allow the definition of SMART PPIs: As with other indicators, it is recommended
that PPIs satisfy the SMART criteria [91]. SMART is an abbreviation for five character-
istics of good indicators, namely: Specific (it has to be clear what the indicator exactly
describes), Measurable (it has to be possible to measure a current value and to compare
it to the target one), Achievable (it makes no sense to pursue a goal that will never be
met), Relevant (it must be aligned with a part of the organisation’s strategy, something
that really affects its performance) and Time-bounded (a PPI only has a meaning if it is
known the time period in which it is measured). Therefore, the metamodel must allow
the definition of PPIs according to the SMART criteria.

• Must have a high expressiveness: The metamodel must be able to express all of the PPIs
found in both the literature review and in the organisations whose PPIs have been analysed
so that it can provide a solid basis for defining PPIs in any organisation.

• Must be compatible with BPMN: The metamodel must be compatible with BPMN since
it is the standard de facto in the industry to define business processes.

• Must be extensible: The metamodel must provide mechanisms to be extended according
to several variation points, namely: the type of measure used by the PPI, the expression
of its target value and the definition of its scope in terms of the subset of process instances
used to calculate the value of the PPI.
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6.2. BUSINESS PROCESS MODEL CONSIDERATIONS

6.2 BUSINESS PROCESS MODEL CONSIDERATIONS

First of all we establish some considerations regarding process models we will use later on
in our proposal. These considerations will be refined when applying our PPINOT Metamodel
to a concrete language or notation.

Every business process includes BP elements that can be flow elements or dataObjects.
Examples of flow elements in BPMN are activities or events.

Any BP element when instantiated has a state associated that changes along the process
instance evolution. The set of state values for every BP element changes depending on the lan-
guage or notation. Except for dataObjects, whose state values are usually defined by the user,
we consider that there exist one or a set of values corresponding to the start or activation of the
BP element, and one or a set of values for its end. For instance, in BPMN 2.0 activities can
have the following states: ready, active , withdrawn, completing, completed, failing, failed, ter-
minating, terminated, compensating and compensated. In this case, the start corresponds to the
change to state active, and the end can correspond to withdrawn, completed, failed, terminated
or compensated.

6.3 CONCEPTUAL MODELLING OF PPIS

As stated before, Process Performance Indicators (PPIs) can be defined as quantifiable
metrics that allow to evaluate the efficiency and effectiveness of business processes. They can
be measured directly by data that is generated within the process flow and are aimed at the
process controlling and continuous optimization [14].

Consequently, the PPINOT metamodel (c.f. Figure §6.1) is defined according to this defi-
nition and taking into account the requirement that it must allow de definition of SMART PPIs.
In particular, its attributes are defined as follows:

• identifier: string. Every PPI must be uniquely identified by an identifier, that
usually will be a number preceded by PPI.

• name: string. This attribute provides a descriptive name for every PPI.

• relatedTo: Process. This attribute makes reference to the process for which the
PPI is defined.
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CHAPTER 6. PPINOT METAMODEL

Figure 6.1: PPIs in PPINOT Metamodel

• goals: string [0..*]. This attribute allows the user to establish the strategic
or operational goal/s that the PPI is related to. It highlights the relevance of the PPI
(connecting to the Relevant characteristic of the SMART criteria). It can be fulfilled with
an expression in natural language. A more formal definition of the relationship between
the PPI and the organisational goals is out of the scope of this paper. Some approaches
regarding this issue can be found in [77, 78]

• definition: MeasureDefinition. This attribute provides a definition about
how the indicator is measured. With this field, the two first characteristics of the SMART
criteria (Specific and Measurable) are fulfilled. In the next section, a detailed description
of MeasureDefinition is provided.

• target: Target. Every PPI has an associated target value to be reached indicating
the consecution of the previously defined goals. In order to fulfill the Achievable char-
acteristic of the SMART criteria, this target value must be reasonable, based on previous
experiences and predictions based on simulations. PPINOT allows the definition of three
kinds of target values: a simple target, a composed target and a custom target. A sim-
ple target is used to specify the lower bound and/or upper bound that make up the range
within which the PPI value should be (If only an upper bound is defined, it acts as a max-
imum; if only a lower bound is defined, it acts as a minimum; finally, if both bounds are
set, they define a range within which the PPI value must be). The composed target allows
to define several target values or ranges, for those cases where the value of the PPI is a
map (e.g. PPI7 and PPI8 from our case study). Finally the custom target offers the possi-
bility to define a restriction that the PPI value must fulfill (allowing a higher case mix for
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the target value, e.g. utility functions can be defined, or a metamodel of preferences like
the one presented in [36] can be used).

• scope: Filter. This attribute indicates the subset of instances of the perviously
specified process that must be considered to compute the PPI value. This field is related
to the Time-Bounded characteristic of the SMART criteria.

• responsible: HumanResource. This attribute holds the human resource in charge
of the PPI. This human resource can be a person, a role, a department or an organisation.
A more detailed definition of the types of human resources are out of the scope of this
metamodel. However, some approaches regarding this issue can be found in [10, 11].

• informed: HumanResource [0..*]. This attribute represents the human re-
sources that are interested in the PPI, i.e., who must be informed. This human resource
can be also a person, a role, a department or an organisation. Unlike the responsible,
which must be only one person, there may be many people informed about the state of
the PPI.

• comments: String. Other information about the PPI that cannot be fitted in previ-
ous fields can be recorded here.

In the following sections, we detail how MeasureDefinition and Filter are defined
in the PPINOT metamodel. Furthermore, we also introduce the concept of Condition, which
is necessary to express the relationship between MeasureDefinitions and the business
process.

6.4 MEASURE DEFINITIONS

Figure §6.2 depicts the two dimensions into which the definition of measures for PPIs can
be classified. The first dimension (Y axis) is the number of process instances necessary to cal-
culate the PPI value. There are two possible values in this dimension, namely: single-instance
measures if a single process instance is used to calculate the measure, and multi-instance mea-
sures if the PPI value is calculated using a set of process instances. Usually, most PPIs are
defined using multi-instance measures. The second dimension (X axis) is the way in which the
PPI value is calculated. In this case PPIs can be defined over the following types of measures:

• time measure: it reflects the duration between two time points in the process.
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Figure 6.2: PPI dimensions

• count measure: it counts the number of times certain condition is satisfied.

• condition measure: it checks if certain condition is (for running instances) or has been
(for finished instances) met.

• data measure: it takes the value of a data property of certain dataObject.

• derived measure: it is calculated by performing a mathematical function over any number
of measures previously defined.

These dimensions are captured in the PPINOT metamodel by means of three classes that ex-
tend MeasureDefinition: BaseMeasure, AggregatedMeasure and DerivedMeasure
(cf. Figure §6.3). The relationship of these classes with the dimensions are depicted in Fig-
ure §6.2. A BaseMeasure represents single-instance measures that measures time, count,
conditions and data. An AggregatedMeasure represents multi-instance measures that can
be defined as an aggregation of single-instance measures (i.e. multi-instance measures that
measures time, count, conditions and data). Finally, a DerivedMeasure represents either a
single-instance or a multi-instance measure that calculates the value of the PPI by performing a
mathematical function over other measures.

The reason for considering DerivedMeasure as a top-level class in the metamodel is
twofold. First, the way in which the value of the PPI is calculated is conceptually different from
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Figure 6.3: Measure definition in PPINOT Metamodel

the other four types of measures. Second, a derived multi-instance measure cannot always be
defined as an aggregation of derived single-instance measures. For instance, a derived multi-
instance measure such as max(timeinanalyseincommittee)

max(timeinprocess) cannot be defined as max( timeinanalyseincommittee
timeinprocess ).

In the following sections, we detail how each type of measure definition can be specified in
the PPINOT metamodel.

6.4.1 Time Measure

A time measure measures the duration of time between two time instants. These two time
instants can correspond with the change to a certain state of a BP element activity, pool, or
dataObject, or with the triggering of a certain event. For instance, the PPI “duration of RFC
analysis” can be expressed as follows:

The duration between the time instant when activity analyse RFC changes to state active and
the time instant when activity analyse RFC changes to state completed.
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In the PPINOT metamodel, the two time instants are represented by means of associations
from and to between class TimeMeasure and class TimeInstantCondition. This
latter class is used to model time instants by defining the BP element to which the condition
applies (association appliesTo) and its change of state (attribute changesToState) or
trigger in case of an event.

Although this definition is enough for modelling usual time measures, there is one consid-
eration that needs to be done if the time measure is taken between elements located within a
loop. In this case, two ways of measuring time can be considered, namely:

• Linear (class LinearTimeMeasures), in which the measure is defined taking into
account the first occurrence of the time instant condition from and the last occurrence of
the time instant condition to.

• Cyclic (class CyclicTimeMeasures), in which the measure is defined by aggregating
the values for the time between the pairs of the time instant conditions of each iteration.
The kind of aggregation is defined by means of attribute aggregationFunction

6.4.2 Count Measure

A count measure measures the number of times something happens, where the something
that may happen can be the change to a certain state of a BP element or that a certain event is
triggered. An example of use of a count measure for the definition of PPI “RFC successfully
analysed” is:

The number of times activity analyse RFC changes to state completed.

In the PPINOT metamodel, the aforementioned “something happens” is modelled by means
of association when between class CountMeasure and class TimeInstantCondition.

6.4.3 Condition Measure

A condition measure measures the fulfillment of certain condition in both running or fin-
ished process instances. There are two types of conditions depending on whether it is referred
to the state of a BP element or to a restriction of a dataObject. An example of use of the former
condition corresponds to the definition of PPI “RFC under analysis” and it is presented below:

The fulfillment of the condition activity analyse in committee is currently in state active.
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Similarly, an example of use of the latter condition corresponds to the definition of PPI
“RFC with priority high” and can be expressed as follows:

The fulfillment of the condition priority=high over the dataObject RFC.

In the PPINOT metamodel, the condition whose fulfillment is being measured is modelled
by means of association meets between class ConditionMeasure and class ProcessInstanceCondition.
In addition, ProcessInstanceCondition is refined into the two types of conditions,
namely StateCondition and DataPropertyCondition. In the first one the condition
must include the state (attribute state). In the second one, the condition can include restric-
tions on both the content of the dataObject (attribute restriction) and its state (attribute
statesConsidered). Note that the PPINOT metamodel does not prescribe any specific
language for defining the restrictions on the content of the dataObject.

6.4.4 Data Measure

A data measure measures the value of a certain part of a dataObject. An example of use of
this measure corresponding to the definition of PPI “information systems that an RFC affects
to” is presented below:

The PPI is defined as the value of information systems of RFC.

In the PPINOT metamodel, the data measure is modelled by means of attribute measuresData
that selects the part of a dataObject that is being measured (e.g. information systems in the pre-
vious example). Furthermore, attribute precondition allows one to specify a condition that
the dataObject must fulfill when the measure is performed (for instance to be in certain state).
Finally, note that the PPINOT metamodel does not prescribe any specific language for defining
attribute measuresData since it depends on the way the dataObject is modelled. For in-
stance, if the dataObject is an XML document, measuresData could be an XPath expression
pointing to a specific part of the XML.

6.4.5 Derived Measure

A derived measure is defined as a mathematical function over one or more measure defini-
tions. There are two types of derived measures depending on whether the measure definitions
are single-instance measures or whether they are multi-instance measures. An example of this
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measure corresponding to the definition of PPI “percentage of RFCs approved from registered”
is:

The PPI is defined as the mathematical function (a/b)*100 where a is the number of times
dataObject RFC is in state approved and b is the number of times dataObject RFC is in state

registered.

In the PPINOT metamodel, derived measures are modelled by means of attribute function,
which defines the mathematical function and association uses, which is used to relate the vari-
ables used in function with their corresponding measure definitions.

6.4.6 Aggregated Measure

An aggregated measure is defined by aggregating one of the previous measures in several
process instances. Furthermore, when aggregating measures it is possible to group them by the
content of a certain dataObject. An example of this measure that corresponds to the definition
of PPI “number of RFCs per project” is presented below:

The PPI is defined as the sum of the number of times event Receive RFC is triggered and is
grouped by project of RFC.

In the PPINOT metamodel, aggregated measures are modelled using attribute aggregationFunction,
which defines the kind of aggregation is being applied, association aggregates, which spec-
ifies the single-instance measure that is being aggregated, and attribute isGroupedBy, which
may define the grouping of the measure. Finally, a sampling frequency can be defined, so that
we do not need to measure every instance, but one out of X, being X the sampling frequency.
This makes sense in environments where taking a measure is hard or costly (e.g. when the
measure can not be obtained automatically).

6.5 SCOPE

The scope of a PPI can be seen as a filter that selects the process instances that are considered
for the computation of the PPI. In particular, if the PPI is defined as a single-instance measure,
the filter selects the set of instances whose value must be compared to the target value. If the
PPI is defined as a multi-instance measure, the filter determines the process instances that have
to be taken into account when computing the value of the PPI.
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Figure 6.4: Filter definition

Since there are different types of filters that can be applied to the process instances, the
PPINOT metamodel (cf. Figure §6.4) allows the definition of the scope based on:

• The last instances that have been executed (LastInstancesFilter)

• A temporal condition over the process instances (TimeFilter)

• The state of the process instances (ProcessStateFilter)

• Any combination of them using and, or and not (ComposedFilter).

In addition, for the particular case of the TimeFilter, two associations are defined. First,
the temporal condition, which allows the selection of instances that started or finished “before”,
“before or at”, “after” or “after or at” certain point in time. This point in time can be a concrete
date or a time window defined by the time from now and the unit. And second, the periodicity,
which indicates the frequency with which the PPI is calculated. As usual, there are four types
of periodicity: daily, weekly, monthly and yearly. If a weekly periodicity is selected, the day
of the week must be completed, and for the case of monthly periodicity, whether to take into
account the day of the month (e.g. 3rd January) or the day of the week (e.g. third tuesday of the
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month) must be selected. The frequency of such periodicity (e.g. every 2 months, for a monthly
periodicity) and when to finish taking such measure (ends 31-12-2014) can also be specified.

6.6 SUMMARY

In this chapter, we have presented PPINOT metamodel, that allows to define PPIs and their
relationship with the BP elements. This mechanism to define PPIs is expressive enough to allow
the definition of a wide range of PPIs, including PPIs not supported by existing approaches
(those related to data objects or using derived measures, or even those with a very restrictive
analysis period). We summarise the problems we overcome with this contribution by means of
the Kiviat diagram depicted in Figure §6.5.

PPINOT Metamodel Contribution 

P1: Traceability 

P7: Tooling 
support 

P3: Expressiveness 

P4: Understandability 

P2: Ambiguity and 
incompleteness 

P5: Visual gap 

P8: Standard  
support 

P6: Automated 
design-time 

analysis 

 

Figure 6.5: Kiviat diagram for the problems overcome by PPINOT Metamodel
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PPINOT GRAPHICAL NOTATION
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I prefer drawing that talking; drawing is faster, and leaves less room for lies.

Le Corbusier (1887–1965),
French architect, designer, urbanist and writer

T his chapter is devoted to presenting a graphical notation to depict PPIs based on the
metamodel presented in the previous chapter. This notation has been called PPINOT
graphical notation and aims at providing the understandability property required to

PPIs. Furthermore it allows to provide a comprehensive view of BP models and PPI definitions,
making thus explicit the traceability between bot of them and facilitating to maintain the coher-
ence across them. The chapter is organised as follows: Section §7.1 introduces the subject; in
Section §7.2, the constructs of PPINOT graphical notation, including nodes and connectors,
as well as the connection rules are described. We provide information regarding the notation
design rationale in Section §7.3; then in Section §7.4 a set of guidelines in order to assist the
user to define PPIs using PPINOT graphical notations are outlined; finalyy, we summarise the
chapter in Section §7.5.



CHAPTER 7. PPINOT GRAPHICAL NOTATION

7.1 INTRODUCTION

There exists a partial view from the different departments or roles in charge of, on the one
hand, the modelling and execution of business processes, and, on the other hand, the definition
and consecution of goals and its associated indicators: nobody has a comprehensive view of
both worlds, making thus very difficult the maintenance of coherence across them. In Chapter
§6 we have presented a metamodel for the definition of PPIs over BPs; however, there exists a
visual gap between BP models and this model of PPIs. In the same manner as explicit BP mod-
els expressed in a graphical notation (such as, for instance, BPMN) ease communication about
these processes, allowing thus stakeholders to communicate efficiently, and refine and improve
them; a graphical notation that allows the depiction of PPIs together with the corresponding BP
models will also bring this benefit together with this comprehensive view, absent up to know.

In this chapter, we present PPINOT graphical notation, that allows the depiction of PPIs
over BPMN Business Process Diagrams (BPDs), based on PPNIOT metamodel, described in
Chapter §6. It is a graph-based notation defined attending to a set of requirements and principles
for designing cognitively effective visual notations established by several authors. We also
provide a simple guide to assist the user in defining PPIs using PPINOT graphical notation

7.2 NOTATION CONSTRUCTS

Figure §7.1 shows an overview of our proposed notation. Connections with BPMN elements
are depicted by links, which can be decorated with a label giving the link type (e.g.“from”,
“isGroupedBy”). In the following subsections we present each type of construct in our notation
and the corresponding connectors that allows to link them with the BPMN diagram and to
establish some relations between them.

7.2.1 PPI

First we present the construct for the PPI, that will be in most cases the container of the other
constructs. A PPI is depicted by a rectangle, having on the upper left corner a circle representing
an indicator (as represented in Figure §7.1). Its attribute name will appear on top of this shape,
in the middle. Within that shape, the measure that defines the PPI is placed (sometimes there will
be only one measure, in case of BaseMeasures and “simplified” AggregatedMeasures
(see Section §7.2.3 for more details), and sometimes, more than one, connected trhough links
uses, in case of the rest of AggregatedMeasures and DerivedMeasures).
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Figure 7.1: PPINOT Graphical Notation (overview)

The element PPI has the set of attributes previously described in Chapter §6 and are sum-
marised in Table §7.1. These attributes are not represented graphically

We take PPI9 “process duration” as example of PPI. It is depicted in Figure §7.2

7.2.2 BaseMeasure

The BaseMeasure element has the set of attributes depicted in table §7.2. Depending on
what to be measured, there are four types of BaseMeasures. In each case, a different icon is
added on the upper left corner to the BaseMeasure shape. In the following we list them:

• TimeMeasure

In this case, where time is measured, the icon added is an hourglass. There aare two links
to the BPMN diagram (BPD). They are called Time connectors (see §7.2.5 for more
detail).

The element TimeMeasure inherits the attributes of BaseMeasure (see Table §7.2).
Table §7.3 presents the additional attributes of the TimeMeasure element.
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Attribute Name Description/Usage

identifier: string To uniquely identify the PPI

name: string Descriptive name of the PPI

goals: string To establish strategic or operational goals

target: string Set the restriction which is the objective to achieve

scope: string To indicate the subset of instances taken into accout to
calculate the PPI value

responsible: HumanResource Human resource in charge of the PPI

informed: HumanResource [0..*] Human resources interested in the PPI

comments: string other information to add

Table 7.1: Attributes of PPIs

Figure 7.2: PPI example
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Attribute Name Description/Usage

name: string The name of the BaseMeasure

scale: string This attribute identifies the domain for the measure, i.e. a set of val-
ues with defined properties, e.g. natural, integer, float, map, [0..100]

unitOfMeasure: string The unit of the BaseMeasure, e.g. seconds, hours or euros

Table 7.2: Attributes of BaseMeasures

Attribute Name Description/Usage

timeMeasuretype: string = LinearTimeMea-
sure
{LinearTimeMeasure | CyclicTimeMeasure}

This attribute allows to dedifferentiate
between LinearTimeMeasures and
CyclicTimeMeasures.

singleInstanceAggFunction:
string[0..1] newline{avg | max | min | sum}

this attribute defines the aggregation func-
tion applied if timeMeasuretype =
CyclicTimeMeasure

Table 7.3: Attributes of TimeMeasures

As explained in Section §6.4.1 TimeMeasures can be subdivided into LinearTimeMeasures
and Cyclic- TimeMeasures; graphically, the difference between them is that the
CyclicTimeMeasure has a symbol representing a loop (different from the one of
BPMN) on the right of the hourglass icon.

Figure 7.3: Linear time measure example

From the TimeMeasure example “duration of the analysis of an RFC”, we can distin-
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!"#$%&'&()

*!'+,&)

Figure 7.4: Cyclic time measure example

guish between the LinearTimeMeasure, depicted in Figure §7.3, and the Cyclic-
TimeMeasure, depicted in Figure §7.4 (in this case, the value of attribute singleInstance-
AggFunction must be fulfilled, e.g. avg for the PPI “average duration of the analysis
of an RFC in a process instance”).

• CountMeasure This measure counts, therefore, the icon selected to represent it is an el-
lipse with the numbers 1, 2 and 3 inside (as shown in Figure §7.1). The CountMeasure’s
shape is connected to the BPD through a connector called appliesTo (see Subsection
§7.2.6 for further explanation). This connector will go to the flow element whose condi-
tion is being counted.

The element CountMeasure inherits the attributes of BaseMeasure (see Table §7.2).

An example of CountMeasure is “number of times an RFC is successfully analysed”
(depicted in Figure §7.5).

!"#$%&'&()

*!'+,&)

*!'+,&)

Figure 7.5: Count measure example

• ConditionMeasure
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This type of measure checks certain condition, therefore, the icon added to the upper left
corner of the BaseMeasure’s shape is an ellipse with the checklist symbol inside (as
shown in Figure §7.1). This measure is connected to the BPD, as in the previous case,
through the connector appliesTo. The element ConditionMeasure inherits the
attributes of BaseMeasure (see Table §7.2).

As detailed in Section §6.4.3, ConditionMeasures can be subdivided into StateCondition
and DataPropertyCondition. Graphically, the difference between them is that in
the case of DataPropertyCondition, there is an envelope before the checklist sym-
bol inside the ellipse.

The StateConditionMeasure example “check if RFC under analysis” is depicted
in Figure §7.6.

!"#$%&'&()

*!'+,&)

*!'+,&)

Figure 7.6: State condition measure example

The DataPropertyConditionMeasure example “check if RFC with priority high”
is depicted in Figure §7.7.

Figure 7.7: DataProperty condition measure example

• DataMeasure

In this case, where the value of certain part of a dataObject is taken, the icon added is a
stick figure carrying an envelope (see the icon in Figure §7.1). Again, as in the previous
cases, the connection to the BPD is through the connector appliesTo. The element
DataMeasure inherits the attributes of BaseMeasure (see Table §7.2).

The DataMeasure example “number of Information Systems an RFC affects to” is
depicted in Figure §7.7.
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Figure 7.8: Data measure example

7.2.3 AggregatedMeasure

The AggregatedMeasure’s shape is obtained by superimposing three shapes of the
BaseMeasure as depicted in Figure §7.1. Inside the front rectangle (ruler) of this shape,
the value of attribute AggregationFunction is written (“Min”,“Max”, “Avg” or “Sum” ).

This AggregatedMeasure must be related to the SingleInstanceMeasure it ag-
gregates; this relationship is established through a connector called aggregates (see subsec-
tion §7.2.7 for further explanation).

The element AggregatedMeasure has the set of attributes depicted in Table §7.4.

Attribute Name Description/Usage

name: string The name of the AggregatedMeasure

scale: string This attribute identifies the domain for the
measure, i.e. a set of values with defined
properties, e.g. natural, integer, float, map,
[0..100]

unitOfMeasure: string The unit of the AggregatedMeasure,
e.g. seconds, hours or euros

aggregationFunction: string[0..1]
{ avg | max | min | sum }

This attribute defines the aggregation func-
tion applied to the BaseMeasure aggre-
gated in the AggregatedMeasure

Table 7.4: Attributes of AggregatedMeasures

The AggregatedMeasure example “ number of RFCs rejected in the last year” is de-
picted in Figure §7.9.

When the SingleInstanceMeasure aggregated is a BaseMeasure, then, this con-
nection can be omitted and the AggregatedMeasure inherits its links to the BPD as well as
its type (time-cyclic or linear-, count, stateCondition, dataPropertyCondition or data); in such a
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Figure 7.9: Aggregated measure example

case, the corresponding icon will be added again on the upper left corner of the AggregatedMeasure
shape and they take the name TimeAggregatedMeasure, CountAggregatedMeasure,
StateConditionAggregatedMeasure, DataPropertyConditionAggregatedMeasure
and DataAggregatedMeasure respectively. Figure §7.10 shows the previous AggregatedMeasure
example depicted following this simplification (a StateConditionAggregatedMeasure
is depicted in this case).

Figure 7.10: Aggregated measure example

For the case of TimeAggregatedMeasures the set of attributes of TimeMeasures
are inherited (see Table §7.3).

7.2.4 DerivedMeasure

As stated in Section §6.4.5, DerivedMeasures can be subdivided into Derived-

SingleInstanceMeasures and DerivedMultiInstanceMeasure.

In either cases, there will be as many links as measures combined to calculate the value.
These connectors are called uses (see §7.2.9 for more details).

There exists the possibility to add a formula with the corresponding mathematical function
that allows to calculate the value of the DerivedMeasure. It must be written inside its shape,
using variables representing the combined measures.

The set of attributes of DerivedMeasures are depicted in Table §7.5.

The shapes are different according to the previous mentioned subdivision.

• DerivedInstanceMeasure
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Attribute Name Description/Usage

name: string The name of the DerivedMeasure

scale: string This attribute identifies the domain for the DerivedMeasure, i.e.
a set of values with defined properties, e.g. natural, integer, float,
map, [0..100]

unitOfMeasure: string The unit of the DerivedMeasure, e.g. seconds, hours or euros

function: string[0..1] This attributes identifies the mathematical function applied to cal-
culate the value of the DerivedMeasure

Table 7.5: Attributes of DerivedMeasures

The shape depicting this DerivedInstanceMeasure is similar to the one used for
the BaseMeasure, but the ruler has up and in the middle a square with a plus symbol
inside, trying to convey the need to perform a mathematical function to obtain the value
of this measure (see Figure §7.1)

An example of DerivedInstanceMeasure is “percentage of time spent in activity
analyse RFC with respect to the duration of the process ”, and is depicted in Figure §7.11.

• DerivedProcessMeasure

This case is very similar to the previous one, but now, since these are ProcessMeasures,
the depiction is obtained by superimposing three of the previous shapes (the ones for the
DerivedInstanceMeasure).

An example of DerivedProcessMeasure is “percentage of approved RFCs with
respect to all the registered RFCs”, and is depicted in Figure §7.12.

7.2.5 Time Connector

A Time Connector is used to represent the point in the process where time starts and
ends to be measured. Each Time Connector has only one source and one target. The source
must be a TimeMeasure or an AggregatedTimeMeasure, and the target must be one of
the following elements: activity, pool, event or dataObject.

A Time Connector is depicted through a dashed line. Depending on the value of the
attribute conditionType, it acquires different forms: if conditionType = from, it is
decorated with the label “from” and an empty circle at the initial end, and it will be connected
to the flow element where the time starts to run. If conditionType = to it is decorated
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Figure 7.11: Derived instance measure example

with the label “to” and a filled circle at the initial end, and will be connected to the flow element
that closes the measured time period.

If a Time Connector’s target is the start of an activity or a pool, an empty circle must be
attached to the final end (the part connected to the flow element) and the label “start” appears
above the connector, near to the target; if, on the contrary, the Time Connector’s target is
the end 1 of an activity or a pool, a filled circle has to be added to the final end of the link and
the label “end” appears above the connector, near to the target. If any other state is indicated in
attribute state, its value appears above the Time Connector near to the target element.

There must be only two Time Connectors per TimeMeasure or AggregatedTimeMeasure,
one from and one to, except for the case where the target is a dataObject, that there can be

1with end we refer to an activity or a pool that has reached one of the following states: completed, compensated,
failed and terminated
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Figure 7.12: Derived process measure example

more than one from or more than one to connecting to the same dataObject, but with different
states.

Some examples of Time Connectors are depicted in Figures §7.3 , §7.4 , §7.11, and
§7.2.

7.2.6 Applies To

An Applies To is used to establish the connection between any BaseMeasure (except
TimeMeasure) or any AggregatedMeasure (except TimeAggregatedMeasure) and
an element of the business process. It is depicted through a dashed line. The label of this
connector changes depending on the kind of measure that acts as a source:
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Attribute Name Description/Usage

conditionType: string = from { from | to } This attribute is used to specify
if the Time Connector refers
to the start or end point of the
TimeMeasure/TimeAggregatedMeasure
connected

when: string { start | end | other} This attribute is used to specify if the Time

Connector points to the start or end of an ac-
tivity or a pool

state: string This attribute identifies the state the target
BP element of the Time Connector must
change to, If it is different from start or end
(corresponds to the changesToState in PPINOT
metamodel)

Table 7.6: Attributes of Time Connectors

CountMeasure or CountAggregatedMeasure In this case, the target can be an activ-
ity, a pool, an event or a dataObject. The same situation described in §7.2.5 related to the start or
the end of activities and pools can take place, and the way to proceed is exactly the same (empty
circle at the final end of the connector and the label “start” near to the target for the start case,
and filled circle at the final end of the connector and the label “end” near to the target for the end
case; if any other state is indicated in attribute state, its value appears above the Applies
To Connector near to the target element). There must be only one source and one target per
Applies To. There must be also only one Applies To per CountMeasure, except for
the case where the target is a dataObject, that there can be more than one Applies To con-
necting to the same dataObject, but with different states. An example of this case of Applies
To is depicted in Figure §7.5.

StateConditionMeasure or StateConditionAggregatedMeasure In this case,
the target can be an activity, a pool, an event or a dataObject. The label must be the value
of the attribute state, and appears above the connector, near to the target. There must be
only one source and one target. Furthermore there must be also only one Applies To per
CountMeasure/CountAggregatedMeasure. Two examples of this case of Applies
To are depicted in Figure §7.6 and Figure §7.10.
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DataPropertyConditionMeasure or DataPropertyConditionAggregatedMeasure
In this case the target must be a dataObject. Several label’s combinations are possible. One
label with the value of attribute restriction must appear under the connector, near to
the target. Furthermore, if the user wants to specify a state for the dataObejct to be mea-
sured, its value must appear above the connector, near to the target. There must be only one
source and one target per Applies To. There can be more than one Applies To per
DataPropertyConditionMeasure/DataPropertyConditionAggregatedMeasure,
but always connecting to the same dataObject with different states. An example of this case of
Applies To is depicted in Figure §7.7.

DataMeasure or DataAggregatedMeasure In this case the target must be a dataOb-
ject. Several label’s combinations are possible. One label with the value of attribute measuresData
must appear under the connector, near to the target. Furthermore, if the user wants to specify
a state for the dataObejct to be measured, its value will appear above the connector, near
to the target. There must be only one source and one target per Applies To. There can be
more than one Applies To per DataMeasure/ DataAggregatedMeasure, but always
connecting to the same dataObject with different states. An example of this case of Applies
To is depicted in Figure §7.8.

The set of attributes of the element Applies To are shown in Table §7.7

7.2.7 Aggregates

An Aggregates connector is used to establish the relationship between an AggregatedMeasure
and the InstanceMeasure it aggregates. Thus, there must be only one source and one target
per Aggregates, and the source must be an AggregatedMeasure and the target must be
an InstanceMeasure.

It is depicted by a solid line with an empty diamond at the initial end (the part connected to
the source, an AggregatedMeasure).

The element Aggregates has no attributes.

An example of Aggregates is depicted in Figure §7.9
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Attribute Name Description/Usage

when: string { start | end | other} This attribute is used to specify if the Applies To

Connector points to the start or end of an activity or a
pool

state: string This attribute identifies the state the target BP element
of the Applies To Connector must be in, If it is
different from start or end

restriction: string This attributes is used to specify the re-
striction a Dataproperty must fulfill if the
source of the Applies To Connector is
a DataPropertyConditionMeasure or a
DataPropertyConditionAggregatedMeasure

measuresData: string This attributes is used to specify the data content
whose value is obtained when the source of the
Applies To Connector is a DataMeasure or a
DataAggregatedMeasure

Table 7.7: Attributes of Applies To

7.2.8 IsGroupedBy

An isGroupedBy connector is used to group AggregatedMeasures by certain data
content. There must be only one source and one target per IsGroupedBy, and the source
must be an AggregatedMeasure and the target must be a dataObject.

This connector is depicted by a dashed line with an empty diamond at the initial end (the part
connected to the source- an AggregatedMeasure). It has an “isGroupedBy” label above it
(in the middle), and a label with the value of attribute dataProperty must appear above the
connector, near to the target. A label with the value of attribute state can appear under the
connector, near to the target, to indicate the sate the DataObject must be in to be taken into
account. There can be more that one isGroupedBy per AggregatedMeasure whenever the
target is always the same dataObject but with different states.

Table §7.8 represents the set of attributes of the isGroupedBy connector.

Figure §7.13 shows an example of isGroupedBy.
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Attribute Name Description/Usage

state: string

dataProperty: string This attribute is used to specify the property of the Dataobject used
to group the AggregatedMeasure that acts for source in the
IsGroupedBy Connector

Table 7.8: Attributes of IsGroupedBy

Figure 7.13: IsGropuedBy example corresponding to the CountAggregatedMeasure

“number of RFC registered per project”

7.2.9 Uses

An Uses connector allows to represent the MeasureDefinitions used to calculate a
DerivedMeasure. Thus, there must be only one source (always a DerivedMeasure) and
there can be several targets (SingleInstanceMeasures if the source is a DerivedSingle-
InstanceMeasure and MultiInstanceMeasures if the source is a DerivedMulti-
InstanceMeasure).

Uses connector’s depiction is a solid arrow. A label with the value of attribute variable
can appears above the connector, in the middle. This value makes reference to the variables
used in the formula (function specified in the DerivedMeasure).

Table §7.9 sums up the attributes of the connector Uses.

Figure §7.11 and Figure §7.12 show examples of Uses.
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Attribute Name Description/Usage

variable: string[0..1] This attribute identifies each of the MeasureDefinitions used
to calculate the value of the DerivedMeasure that acts for source
of the Uses Connector. This MeasureDefinitions are re-
ferred to by means of the variables used in the function of the
above mentioned DerivedMeasure

Table 7.9: Attributes of Uses

7.2.10 Connection Rules

Table §7.10 displays the different MeasureDefinitions and the BP elements and
shows how these objects can connect to one another through the presented Connectors.
The connector symbol in each cell indicates that the object listed in the row can connect to the
object listed in the column. This table summarizes the information presented in the previous
subsections (from Subsectiion §7.2.2 to Subsection §7.2.9.

7.3 DESIGN RATIONALE

Having presented the constructs of our graphical notation in Section §7.2, we now turn to
explain the design decisions we took when defining our graphical notation. As stated before,
we defined it attending to certain requirements or best practices established by several authors.
Concretely we took into account the twelve requirements set by Rumbaugh in [85] and the set of
nine principles for designing cognitively effective visual notations presented by Moody in [56].
Furthermore, we seek to develop a graphical notation consistent with BPMN 2.0 [68], since it
is conceived as an extension of BPMN and intended to be used together with it (in order to de-
fine PPIs together with the corresponding business process modelled in BPMN). Although we
tried to fulfill all of them, sometimes it was difficult because there exist contradictions between
the various authors. Tables §7.11 and §7.12 shows the correspondence between Rumbaugh’s
requirements and Moody’s principles, when possible, as well as their fulfillment by our nota-
tion. We use the following notation: A 3 sign means that our notation successfully addresses
the issue (principle or requirement); a ∼ sign indicates that it addresses it partially; a 7 sign
indicates that it does not contemplate the issue; and N/A means the issue is not applicable to
our proposal.

In order to satisfy the first two rows (semiotic clarity means that there should
be a 1:1 correspondence between semantic constructs and graphical symbols, and graphic
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7.3. DESIGN RATIONALE

Rumbaugh [85] Moody [56] PPINot Comments

1 Clear mapping concepts
to symbols

Semiotic Clarity 3 Deliberate symbols
deficit

2 No overloading of
symbols

Graphic Economy 3 We leave concepts off-
diagram to simplify

3 Uniform mapping
concepts to symbols

Perceptual 3

4 Distinction not too
subtle

Discriminability

5 Easy to draw by hand - ∼ Some symbols not so
easy to draw but intu-
itive

6 - Semantic Transparency 3

7 Looks good when
printed

- 3

8 Must fax & copy well.
No colours

- 3

Table 7.11: Compliance with requirements and principles by PPINOT notation (I)

economy means that the number of different graphical symbols should be cognitively manage-
able), in our notation, each of the key concepts (PPI, each type ofBaseMeasure, AgregatedMeasures,
DerivedMeasure, etc) was mapped to a distinct symbol. We only left without symbols those
concepts that, not being crucial for the understandability of the depictions, could raise the com-
plexity of it (for instance the scope).

Regarding the third row, taking into account that perceptual discriminability

refers to the fact that different symbols should be clearly distinguishable from each other; we
strived to select symbols that emphasize similarities between related concepts (e.g. between
DerivedSingleInstanceMeasure and DerivedMultiInstanceMeasure), whilst
using clearly distinct symbols for concepts clearly dissimilar (e.g. symbols for the different
types of BaseMeasures, time, data, etc.).

In order to accomplish the principle of semantic transparency (row 6), which aims
to use visual representations whose appearance suggests their meaning, we provide a corre-
spondence between the icons selected and the concepts they represent (e.g a ruler to represent
measures). Most of these icons are also easily drawn by hand, fulfilling thus the principle of
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CHAPTER 7. PPINOT GRAPHICAL NOTATION

Rumbaugh [85] Moody [56] PPINot Comments

9 - Visual Expressiveness ∼ Among the 8 possi-
ble visual variables, we
only use shape and tex-
ture

10 Consistent with past
practice

- N/A No past practice

11 Self consistent - 3

12 - Dual Coding 3 Text complements
graphics

13 Users can remember it - ∼
Subjective requirements

14 Common cases appear
simple

- ∼ Need for an experiment
to prove them

15 Suppressible details Manageable
Complexity

∼ Different levels of ab-
straction for PPIs

16 - Cognitive Fit 7 Only one dialect simple
enough to everyone and
every media

17 - Cognitive Integration N/A Only one type of dia-
gram

Table 7.12: Compliance with requirements and principles by PPINOT notation (II)

Rumbaugh in row 5, but in some cases (e.g. the DerivedMeasure), it is not so like that;
in these cases, the decision was made in favour of compliance with the semantic transparency
principle.

Our notation does not rely on shading, line thickness, colours, or any other distinction that
are subtle, confusing or that do not fax/copy well. With these decisions, we fulfill criteria from
rows 4, 5, 7 and 8 of Rumbaugh, but we leave partially uncovered the principle of visual
expressiveness from row 9 (use the full range and capacities of visual variables). We
considered it could be useful to allow the user to use these mechanisms (colours, shading, etc.)
to emphasize concepts of the business domain, not of the notation domain (following also the
BPMN recommendations).

Related to the consistency with past practice (row 10), since, to the best of our knowledge,
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there is no graphical notation for this role, many of the concepts used do not exist and is im-
portant to have new and clearly distinct symbols for new and clearly distinct concepts (criteria
from row 11). Anyway, we did take into account some concepts of BPMN, for example not
using the classical clock but an hourglass to depict TimeMeasures (since BPMN uses such
symbol for Timers).

Attending to the dual coding principle (row 12), in most cases, the text is used to com-
plement graphics and not to distinguish them (for instance in connectors from and to, The text
reinforces what we already expressed graphically by means of full and empty circles).

Regarding requirements from rows 13 and 14, they are somehow a bit subjective. Due to
this fact, an experiment has been conducted. More information in section §10.3.1

Relative to row 15 (being complexity manageable to include explicit mechanisms
for dealing with complexity, understanding this as the number of elements on a diagram), we
addressed it in some way (e. the user can decide wether to explicit the mathematical function
within the derivedMeasure or wether to model the measures an aggregatedMeasure
aggregates or not to show them); however, we did not delve into this detail yet: there exists,
thus, the possibility to overload a diagram with too much PPIs. For this issue we plan to extend
the notation with a new PPI-view, where only PPIs would appear (without the BPMN diagram),
and the relationships between them. We are also working on presenting the user those PPIs
interesting for them, i.e., to allow the user to group PPIs according to certain property (e.g. all
the PPIs defined for certain activity, or those regarding time) and only those PPIs will appear at
the diagram.

Finally, we do not provide different dialects depending on the audience the notation is ad-
dressed to (experts versus novices) or the media in which it is represented (whiteboard, com-
puter, etc), leaving thus uncovered the cognitive fit principle. We decided to use a stan-
dard notation, as it is done in BPMN. Furthermore, we do not include explicit mechanisms
to support integration of information from different diagrams (cognitive integration

principle) since there are not different views or diagrams in our approach nor in BPMN, pre-
serving thus the alignment with this notation we extend.

7.4 GUIDELINES

In this section we intend to provide a simple guide to assist the user in defining PPIs using
PPINOT graphical notation. The idea is to show the way to translate a definition of a PPI in
natural language to the one using our graphical notation.
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As stated in Section §6.1, in order to define good PPIs, is recommended that they satisfy the
SMART criteria. Having PPIs defined in natural language, this SMART criteria is not always
fulfilled. To be able to translate such PPI definition into the graphical notation (fulfilling thus
the aforementioned characteristics), the user will have to answer three simple questions: What
to measure?, How to measure? and When to measure?

1. What to measure?

This question is related to the elements of the process on which to perform the measure,
and the concept that needs to be measured over that element: time, repetitions, a certain
condition, etc. In most cases, this information can be obtained by identifying noun or
noun phrases.

2. How to measure?

Here the user has to establish the way of obtaining the measure, i.e. if the measure can
be performed directly over the elements of a process instance (taken from the execution
of the process), or they can be obtained by aggregating several instances or applying a
mathematical function.

3. When to measure?

Finally, it is necessary to specify the instances to be measured, the moment in time and/or
how often they must be measured. This implies to define, as stated before, a scope (using
filters).

Table 7.13: subset of PPIs defined for the RFC management process

Description Periodicity id

Average time of committee decision yearly PPI2

Percentage of corrective changes monthly PPI3

Number of RFCs per project yearly PPI8

We take several examples related to the PPIs defined for the Request for Change Manage-
ment process shown in Table §7.13 (that is an excerpt of Table §5.1).

• Example 1: PPI2 - Average time of committee decision

– What to measure? looking at the definition of the PPI, we can identify two noun
phrases: “time” and “committee decision”. Then, we can derive two facts: first,
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that we need to measure time; it is noteworthy that whenever time is measured,
a start (from) and an end (to) must be defined; the second fact is related to the
process element over which we want to measure time. Looking to the process, it
can be deduced that the committee decision is made during the activity "Analyse
in committee", thus the start and the end correspond to the start and the end of this
activity.

– How to measure? This means how to obtain the value from the process. Let’s see
which of the three possibilities (directly, aggregating or through mathematical func-
tion) is the one to choose in this case: If we need to measure the average, it implies
that more than one instance is taken into account. Moreover, it also indicates that we
must aggregate several instances (AggregatedMeasure) using the aggregation
function average.

– When to measure? Finally, we have to identify how many instances we have to
take into account when aggregating. This is defined in Table §7.13 through the
“periodicity’ =Yearly”. That is, we need to aggregate every instance whose start is
later or equal to the first of January and the end is before or equal to the thirty-first
of December, every year.

• Example 2: PPI8 - Number of RFCs per project

– What to measure? In this case, we have again three nouns: “number”, “RFCs” and
“project”. The first one represents the concept we need to measure, i.e. number
of times or repetitions. The second one is related to the element of the process
over which to perform the measure. This can be done in different ways: directly in
the start event (when receiving the request for change), over the dataObject “RFC
registered” or even over the start of the whole pool of the process (since whenever
the process is instantiated, a new RFC appears); we choose the first case, thus, the
element is the start event “Receive RFC”. Finally, the third noun does not correspond
to this question and can induce to an error; the explanation comes in next paragraph.

– How to measure? Since we need to count the number of times an RFC is received,
we have to aggregate several instances. Furthermore, this time we are not interested
in the average value as in the previous case, but in the total number; hence, we have
to use the aggregation function sum. Regarding the noun “project” , this indicates
we want to group the RFCs received according to the different project they belong
to. Therefore, this aggregation must be done grouping by the data content “project”
contained in the dataObject "RFC"

– When to measure? To delimit the number of instances we have to take into account
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when aggregating, we look again at the “periodicity” column in Table §7.13, this
time is “monthly”, what means that whenever a month ends, we must count the
number of RFC received in that period and group them by project.

• Example 3: PPI3 - Percentage of corrective changes

– What to measure? We can identify two noun phrases in the description: “per-
centage” and “corrective changes”. The first one is directly related to the second
question, since the fact of measuring a percentage implies to use a mathematical
function applied to two other measures to calculate it. The issue in this case is
to identify these two measures and follow the same process as in previous cases.
For this example these two measures can be defined as “number of RFCs received”
(this information is implied in the description of the PPI) and “number of corrective
RFCs received” (deduced from the second noun phrase). The first one is almost the
same as the preceding example, i.e. we measure “number of times of repetitions”
over the start event “Receive RFC”. In the second measure, we check which of the
RFCs received fulfill the “condition” of being a corrective change; this information
is contained in the data object "RFC received".

– How to measure? As stated in the previous question, a mathematical function must
be applied over the two mentioned measures. The mathematical function is a∗100

b ,
where a’ corresponds to “number of corrective RFCs received” (following the same
process as the two previous example, we get that this is a DataPropertyCondition-
AggregatedMeasure) and b to “number of RFCs received” (CountAggregatedMeasure)

– When to measure? Again, as in the first example, we have that “periodicity’ =Yearly”,
therefore, for both measures (a and b,) we have to aggregate the instances included
in the whole year and then apply the function to that values.

7.5 SUMMARY

In this chapter we have described PPINOT Graphical notation, our proposal on the graph-
ical definition of PPIs over BPMN models. With this proposal we address the problem of the
existing visual gap between BP models and PPI definitions. Furthermore it makes the defini-
tion of PPIs understandable for non-technical users. We have also described the principles that
our design decision making is based on. Finally, we have also presented a set of guidelines to
assist the user in the task of defining PPIs with our proposal. We summarise the problems we
overcome with this contribution by means of the Kiviat diagram depicted in Figure §7.14.
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Graphical Notation Contribution 

P1: Traceability 

P7: Tooling 
support 

P3: Expressiveness 

P4: Understandability 

P2: Ambiguity and 
incompleteness 

P5: Visual gap 

P8: Standard  
support 

P6: Automated 
design-time 

analysis 

 

Figure 7.14: Kiviat diagram for the problems overcome by PPINOT Graphical Notation
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PPI TEMPLATES AND L-PATTERNS

97

I believe scientists have a duty to share the excitement and pleasure of their work with the general public,
and I enjoy the challenge of presenting difficult ideas in an understandable way.

Antony Hewish (–)

I n this chapter we propose a novel mechanism to improve the definition of PPIs using
templates and L-PATTERNs based on PPINOT metamodel, introduced in Chapter §6.
The main benefits of this approach are that it is easy to learn, promotes reuse, reduces

ambiguities and the possibiity of missing information, is understandable to all stakeholders
and maintains traceability with the process model. Furthermore, since the translation to a
formal model based on Description Logics is straightforward (see Section §9.4), it makes it
possible to perform automated analysis on these PPI definitions and infer knowledge regarding
the relationships between them and to the process elements. Concretely, in Section §8.1, we
introduce this chapter. In Section §8.2, we present PPI templates for its definition, making use
of L-PATTERNs explained in Section §8.3. Finally, Section §8.5 summarises the chapter.



CHAPTER 8. PPI TEMPLATES AND L-PATTERNS

8.1 INTRODUCTION

According to Chapter §5, there not exists any notation that overcomes the problems de-
scribed and fulfill the established requirements. The main reason is they are commonly con-
sidered conflicting characteristics; especially understandability to non-technical users and auto-
mated analysis. This is why in practice, either PPIs are defined in an informal an ad-hoc way,
usually in natural language, with its well-known problems of ambiguity, lack of coherence,
traceability with the process, incompleteness (missing information), and not amenable to auto-
mated analysis; or they are defined from an implementation perspective, at a very low level, too
formal and/or close to the technical view, becoming thus hardly understandable to non-technical
users.

In the previous chapter, the graphical notation presented addresses this challenge, but there
are still some limitations to cope. The first one is, as outlined before, the visual scalability of
our notation: as PPIs depicted grows, the model readability decreases. The second limitation is
the learning curve it can represent to high-level managers or domain experts to get used to this
kind of graphical notation. In this chapter we make a proposal to improve the definition of PPIs,
that can complement PPINOT graphical notation, coping the aforementioned limitations. This
is a novel approach based on templates and L-PATTERNs, which has been successfully used in
the areas of requirements engineering [27, 28] and SLAs [84].

8.2 PPI TEMPLATES

The use of templates for the definition of PPIs helps to structure the information in a fixed
form, in such a way that ambiguity disappears, it serves as a guide to know what missing infor-
mation must be search and reuse is promoted.“In addition, filling blanks prewritten sentences,
L-PATTERNs, is easier and faster than writing the whole paragraph describing what need to be
measured in a process”. In this section, two templates for the definition of PPIs are described.
They cover all of the sorts of PPIs described in §6. The notation used is the following: words
between “<” and “>” must be properly replaced, words between “{” and “}” and separated by
| represents options; only one option must be chosen. Finally words between “[” and “]” are
optionals.
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8.2. PPI TEMPLATES

PPI–<id> <PPI descriptive name>

Process <process id>

Goals <strategic or operational goals the PPI is related to>

Definition The PPI is defined as

◦ <TimeMeasure>

◦ <CountMeasure>

◦ <ConditionMeasure>

◦ <DataMeasure>

◦ <DerivedMeasure>

◦ <AggregatedMeasure>

Target The PPI value must

◦ be greater than [or equal to] <lower bound>

◦ be less than [or equal to] <upper bound>

◦ be between <lower bound> and <upper bound> [inclusive]

◦ fulfill the following constraint: <target constraint>

Unit of measure <unit of measure of the PPI>

Scope The process instances considered for this PPI are described in the scope
<S–x>

Source <source from which the PPI can be taken>

Responsible { <role> | <department> | <organization> | <person>}

Informed { <role> | <department> | <organization> | <person>}

Comments <additional comments about the PPI>

Table 8.1: Template for PPI specification

8.2.1 PPI Template

Table §8.1 depicts the template for the definition of PPIs. It has been defined in order to
fulfill the SMART criteria for the definition of PPIs and is heavily based on the metamodel
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described in §6. Actually there exists a clear correspondence between the fields of this template
and the attributes of PPIs and measures described in the PPINOT metamodel. In the following
we briefly describe the meaning of the template fields:

• Identifier and descriptive name: every PPI must be uniquely identified by a number and
a descriptive name. In order to help rapid identification, PPIs identifiers start with PPI.

• Process: this field makes reference to the process for which the PPI is defined, and must
contain the process identifier.

• Goals: this field allows the user to establish the strategic or operational goal/s that the
PPI is related to. It can be fulfilled with an expression in natural language.

• Definition: this field uses an L-PATTERN that must be completed by the user. The
different L-PATTERNs depending on the kind of PPI will be presented in Section §8.3.

• Target: this field is used to define the target value to be reached. This field uses an
L-PATTERN that allows the user to define the three kinds of target values previously
defined: the simple target, where the L-PATTERN must be completed with the lower
bound and/or upper bound that make up the range within which the PPI value should be;
the composed target, where the user can complete the L-PATTERN by defining several
lower bound and/or upper bound (for the case of map values); and the custom target,
where the L-PATTERN must be completed with the restriction that the PPI value must
fulfill.

• Unit of measure: this field allows to define the unit of measure of the PPI (in the meta-
model, this is an attribute of the measureDefinition). Sometimes, there is no unit of
measure (e.g. percentages).

• Scope: this field corresponds to the attribute with the same name. It uses an L-PATTERN
that must be completed with a scope-pattern that will be described in section §8.2.2. As
a simplification, when it is a scope of the type last instances, can be completed directly
with the number of instances.

• Source of information: this field makes reference to the source where the required infor-
mation to obtain the PPI is gathered.

• Responsible and Informed: these fields corresponds to the analogous PPI attributes in
the metamodel.
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PPI–001 Average time of RFC analysis

Process Request for change (RFC)

Goals • BG–002: Improve customer satisfaction

• BG–014: Reduce RFC time–to–response

Definition The PPI is defined as the average of the duration of the Analyse RFC

activity

Unit of measure day

Target The PPI value must be less than or equal to one working day

Scope The process instances considered for this PPI are the last 100 ones

Source Event logs

Responsible Planning and quality manager

Informed CIO

Comments Most RFCs are created after 12:00.

Table 8.2: PPI specification example

• Comments: other information about the PPI that cannot be fitted in previous fields can
be recorded here.

An example of use of this PPI template is shown in Table §8.2. This table represents the
definition of the PPI “average time of RFC analysis” related to the business process of RFC
management introduced in Section §5.2.

8.2.2 Template and L-Pattern for the Scope

We have defined the scope as a filter that selects the process instances that are considered
for the computation of the PPI. Table §8.3 depicts the template for the definition of a scope. The
meaning of the template fields is the following:

• Identifier and descriptive name: the same as in PPI template, except scope identifiers
start with S.

• Conditions:this field allows to define state and/or temporal conditions over process in-
stances to be considered when calculating the PPI value. These conditions can be com-
bined using and, or and not. The user must complete the L-pattern according to the
desired conditions with:
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S–<id> <S descriptive name>

Conditions This scope includes process instances

◦ [not] the last <n> ones [and | or]

◦ [not] in state <state> [and | or]

◦ [not] that started { before | after } [or at] { <date> | <t> <unitT> ago }
[and | or]

◦ [not] that finished { before | after } [or at] { <date> | <t> <unitT> ago }

Periodicity The set of process instances is re–calculated

◦ daily { every <d> days | every day }

◦ weekly on <days of week>

◦ monthly on { <day of month> | the <nth> <day of week> }

◦ yearly on { <month>, <day of month> | the <nth> <day of week> of
<month> }

Comments <additional comments about the scope>

Table 8.3: Template for the Scope (S) specification

– the number of instances

– the state that process instances must be (or not be) in to take them into account, in
the case of a process state condition,

– the temporal condition related to the start of the process. Concretely, the user can
select instances that started “before«, “before or at”, “after” or “after or at” certain
point in time. This point in time can be a concrete date (that must be completed) or
a time window (defined by completing the time from now and the unit).

– the temporal condition related to the end of the process. The same conditions as in
the previous case but related to the end of the process can be selected.

• Periodicity: this fields indicates the periodicity with which the PPI is calculated. It is de-
fined using an L-PATTERN where the user has to chose between a daily, weekly, monthly
and yearly periodicity. If a weekly periodicity is selected, the day of the week must be
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completed, and for the case of monthly periodicity, whether to take into account the day
of the month (e.g. 3rd January) or the day of the week (e.g. third tuesday of the month)
must be selected. The user can also indicate the frequency of such periodicity (e.g. every
2 months, for a monthly periodicity) and when to finish taking such measure (e.g. ends
31-12-2014).

An example of use of this template is presented in Table §8.4.

S-1 Holidays period

Conditions This scope includes process instances in state completed and started after or at
01-08-2012 and ended before or at 31-08-2012 or started after or at 23-12-2012
and ended before or at 04-01-2013

Periodicity yearly

Table 8.4: Example of an scope definition

8.3 L-PATTERN CATALOGUE FOR PPIS

In this section we present a catalogue of L-PATTERNs for the definition field of the PPI tem-
plate. As stated before, L-PATTERNs are very used sentences in natural language that can be
parameterised and integrated into templates. We propose the use of L-PATTERNs, since filling
blanks in prewritten sentences is easier and faster than writing the whole paragraph describing
what need to be measured in a process.

As extensively explained in Chapter §6, a PPI can be defined over a time, a count, a con-
dition, a data, and a derived measure. Furthermore it can be defined at a single-instance or
multi-instance level. Attending to these two dimensions, several sorts of measures can be used
to define a PPI. In the following, the set of L-PATTERNs identified for these different sorts of
measures that define a PPI are described.

8.3.1 Time Measure

When the PPI measures time, the following L-PATTERN is defined. The user must complete
it with the point in the process where the PPI starts to count the time, and the point in the
process where the PPI stops. This two points can correspond, as stated in Section§6.4.1 with
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time instants where a BP element activity, pool, or dataObject changes to certain state, or a time
instant where certain event is triggered.

The PPI is defined as the duration between the time instant when {<BP element> <BP
element name> changes to state <state> | event <event name> is triggered} and the time

instant when {<BP element> <BP element name>changes to state <state> | event <event
name> is triggered}.

An example of the L-PATTERN used for the definition of PPI “duration of RFC analysis”
(using a time measure) is the following one:

The PPI is defined as the duration between the time instant when activity analyse RFC changes
to state active and the time instant when activity analyse RFC changes to state completed.

8.3.2 Count Measure

When the PPI counts the number of times something happens, the L-PATTERN used to
define the PPI is the following one. The user must complete the BP element and the state if the
PPI measures a change of state, and the event if the PPI measures the trigger of an event.

The PPI is defined as the number of times {<BP element> <BP element name> changes to
state <state> | event <event name> is triggered}.

An example of use of this L-PATTERN corresponding to the definition of PPI “RFC suc-
cessfully analysed” (that uses a count measure) is presented below:

The PPI is defined as the number of times activity analyse RFC changes to state completed.

8.3.3 Condition Measure

When the PPI measures the fulfillment of certain condition, depending on whether this
condition is referred to the state of a BP element or to a restriction of a dataObject, one of the
two following L-PATTERNs must be chosen. The user must fullfill the BP element and the state
in the first case, and the restriction, the state and the dataObject in the second one.

The PPI is defined as: <BP element> <BP element name> {is currently | has finished} in
state <state>.
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The PPI is defined as: dataObject <dataObject name> [in the state <state>] satifies:
<restriction on dataObject properties>.

An example of use of the first L-PATTERN corresponding to the definition of PPI “RFC
under analysis” (that uses a state condition measure) is presented below:

The PPI is defined as: activity analyse in committee is currently in state active.

An example of use of the second L-PATTERN corresponding to the definition of PPI “RFC
with priority high” (that uses a data property condition measure) is presented below:

The PPI is defined as the fulfillment of the priority=high over the dataObject RFC.

8.3.4 Data Measure

When the PPI measures the value of certain content of a dataObject, the following L-
PATTERN is used. The user must complete it with the data content and the dataObject.

The PPI is defined as the value of <data content> of <dataObject name>.

An example of use of this L-PATTERN corresponding to the definition of PPI “information
systems that an RFC affects to” (that uses a data measure) is presented below:

The PPI is defined as the value of information systems of RFC.

8.3.5 Derived Measure

When the PPI is calculated by applying a mathematical function over some other measures,
there appear two possible L-PATTERNs:

• one for the case of derived single-instance measures:

The PPI is defined as the mathematical function <mathematical function with variables
x1, ..., xn>, where <x1> is <definition of the corresponding {time measure | count

measure | condition measure | data measure | derived single-instance measure}>, ...,
<xn> is <definition of the corresponding {time measure | count measure | condition

measure | data measure | derived single-instance measure}>
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• one for the case of derived multi-instance measures:

The PPI is defined as the mathematical function <mathematical function with variables
x1, ..., xn...>, where <x1> is <definition of the corresponding {aggregated measure |

derived multi-instance measure}>, ..., <xn> is <definition of the corresponding
{aggregated measure | derived multi-instance measure}>

Table §8.5 shows another example of use of the PPI template, for a PPI defined by a derived
process measure, taking as starting point the same process. It refers to the scope definition S-1,
depicted in Table §8.4

PPI–005 Percentage of RFCs approved from registered

Process Request for change (RFC)

Goals • BG–002: Improve customer satisfaction

Definition The PPI is defined as the mathematical function (a/b)*100 where a is the
number of times dataObject RFC is in state approved and b is the number
of times dataObject RFC is in state registered

Unit of measure none

Target The PPI value must be greater than or equal to 90 %

Scope The process instances considered for this PPI are described in the analysis
period S-1

Source Event logs

Responsible Planning and quality manager

Informed CIO

Comments first values of this PPI are dated in 2007.

Table 8.5: PPI specification example (defined over a derived process measure)

8.3.6 Aggregated Measure

When the PPI value is calculated by aggregating one of the previous measures in several
process instances, the L-PATTERN varies according to the single instance measure that is ag-
gregated. In the following we describe all the possible L-PATTERNs. The parts that need to
be completed for the user in each L-PATTERN are those explained before in the corresponding
subsection. Furthermore, as stated in Section §6.4.6, in all the cases it is possible to group them
by certain data content, and hence the last part of the following L-PATTERNs is added.
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• Time aggregated measure:

The PPI is defined as the {sum | maximum | minimum | average} of the duration
between the time instant when {<BP element> <BP element name> changes to state

<state> | event <event name> is triggered} and the time instant when {<BP
element> <BP element name> changes to state <state> | event <event name> is

triggered} [and is grouped by <data content> of <dataObject> ] .

• Count aggregated measure:

The PPI is defined as the {sum | maximum | minimum | average} of the number of
times {<BP element> <BP element name> changes to state <state>, event <event

name> is triggered} [and is grouped by <data content> of <dataObject>].

An example of this L-PATTERN corresponding to the definition of PPI “number of RFCs
per project” is presented below:

The PPI is defined as the sum of the number of times event Receive RFC is triggered and
is grouped by project of RFC.

• Condition aggregated measure:

The PPI is defined as the {sum | maximum | minimum | average} of the number of
times {<BP element> <BP element name> {is currently, has finished} in state
<state>, the <restriction> over the dataObject <dataObject name> [in state
<state>] is fulfilled} [and is grouped by <data content> of <dataObject>].

• Data aggregated measure:

The PPI is defined as the {sum | maximum | minimum | average} of the value of <data
content> of <dataObject> [and is grouped by <data content> of <dataObject>].

• Derived aggregated measure:

The PPI is defined as the {sum | maximum | minimum | average} of the value of
<mathematical function over single-instance measures> [and is grouped by <data

content> of <dataObject>].
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Figure 8.1: Mapping: from the user view to the computer view

8.4 MAPPING PPI TEMPLATES AND L-PATTERNS TO PPINOT
METAMODEL

Figure §8.2 depicts the mapping from the PPI-template to PPINOT metamodel. It shows
that there exists a correspondence 1:1 between the fields identifier, name, goals, responsible,
informed and comments and the corresponding attributes with the same names in the class PPI.
The same happens with the field unit of measure and the corresponding attribute in class Mea-
sureDefinition. Furthermore, the first three options given for the target correspond to the class
SingleTarget and the last one to the class CustomTarget in PPINOT metamodel. Furthermore,
the information to be fulfilled by the user in these options corresponds to the lowerBound, up-
perBound and restriction attributes respectively. Regarding the mapping of the PPI definition,
there is also a direct correspondence between the options TimeMeasure, CountMeasure, Con-
ditionMeasure, DataMeasure, DerivedMeasure and AggregatedMeasure, and the classes with
the same name of PPINOT metamodel. The information that the user provides by fulfilling the
L-patterns, is mapped to a number of condition classes, together with their state and restriction
attributes, as well as to the BPElement class. Associations aggregates and aggregationFunction
as well as the class AggregationFunction are used to map the information fulfilled in the aggre-
gated measure L-Pattern. Finally, an association called uses and the class Variable is used to
map the information contained in the derived measure L-pattern. This last part of the mapping
is not contained in Figure §8.2 for the sake of simplicity and readability.

Regarding the definition of the scope, Figure §8.3 summarises the mapping between the
AP-template and the corresponding part of the PPINOT metamodel. On the one hand, the con-
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Figure 8.2: Mapping of PPI template to PPINOT metamodel

ditions in AP-template are translated to the corresponding classes in the metamodel; concretely,
the first condition corresponds to the class LastInstancessFilter, and the information fulfilled
by the user is mapped to the attribute numberOfInstances; the second condition corresponds to
the class ProcessStateFilter and the information fulfilled by the user is mapped to the attribute
processState; finally, the third and the fourth ones correspond to the class TimeFilter. Regard-
ing the information fulfilled by the user, in this case, there are several aspects to be fulfilled,
the berfore | after and or | at selection is mapped to an attribute called conditionType (whose
value is enumerated), then, if the user choose a date or a time t is mapped to the classes Ab-
soluteTimeDefinition and RelativeTimeDefinition, respectively. Finally, if the third condition is
selected, it is mapped to the value start of the attribute moment, and if it is the fourth condition
the chosen, to he value end.Note that all this information of the metamodel is not depicted in
Figure §8.3 for the sake of simplicity and readability. On the other hand, with respect to the
periodicity, it is mapped to the class Period, concretely, each option is mapped to one of its
subclasses Daily, Weekly, Monthly and Yearly, respectively, and the information fulfilled by the
user to the corresponding attributes.

It is noteworthy that every condition starts with an optional not and ends (except the last
one) with an optional and | or. This options are mapped to the class ComposedFilter and allow
to form any combination of the different filters (options) provided by using and, or and not.
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Figure 8.3: Mapping of AP template to PPINOT metamodel

8.5 SUMMARY

In this chapter we have presented a notation based on templates and L-PATTERNs that can
help to define PPIs while keeping the benefits from using natural language and avoiding early
formalization of PPIs. Concretely two templates, one for PPIs and one for the definition of
the scope have been presented. As previously stated, this notation is easy to learn, promotes
reuse, reduces ambiguities and the possibiity of missing information, is understandable to all
stakeholders and maintains traceability with the process model. Furthermore we have shown the
mapping to our PPINOT metamodel, that will allow a subsequent automated analysis on these
PPI definitions. We summarise the problems we overcome with this contribution by means of
the Kiviat diagram depicted in Figure §8.4.
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PPI-templates and L-patterns Contribution 

P1: Traceability 

P7: Tooling 
support 

P3: Expressiveness 

P4: Understandability 

P2: Ambiguity and 
incompleteness 

P5: Visual gap 

P8: Standard  
support 

P6: Automated 
design-time 

analysis 

 

Figure 8.4: Kiviat diagram for the problems overcome by PPI Templates and L-patterns
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9

AUTOMATED ANALYSIS OF PPIS

113

Technology does not drive change, it enables change.

Unknown source,

I n this chapter we deal with the automated analysis of PPIs. Until now, the effort on
this field has been driven to the development of techniques and tools to automatically
analyse BPs and PPIs at runtime (specially BAM techniques) and post mortem, i.e. using

the information obtained from those process instances already finished (e.g. techniques from
the fields of business intelligence, data warehousing and process mining); but little efforts have
been conducted to automatically analysed PPIs at design time. We propose here a set of analysis
operations, grouped in families, that allow to obtain, at design-time, information implicitly
contained in the PPI definitions. This information can assist business process analysts during
PPIs definition and business process evolution. Furthermore, we provide a formalisation of the
PPINOT metamodel using DL as well as the implementation of the aforementioned operation
analysis. Thanks to this formalisation, it is possible to use the power of existing DL reasoning
systems to automatically analysed PPIs.

The structure of this chapter is the following one: In Section §9.1, we introduce the main
issues addressed in this chapter. Then, Section §9.2.2 and Section §9.3 describe two families
of analysis operations, one for obtaining the relationships between PPIs and BP elements, and
the other for obtaining the relationships between PPIs themselves, respectively. In Section §9.4
we provide the formalisation of our approach using DL. Finally Section §9.5 summarises the
chapter.



CHAPTER 9. AUTOMATED ANALYSIS OF PPIS

9.1 INTRODUCTION

The automated analysis of PPIs can be defined as the computer-aided extraction of infor-
mation from PPI models and instances. This analysis allows to investigate properties of PPI
specifications. The analysis of PPIs is performed in terms of analysis operations, which take a
set of parameters as input and returns a result as output. In this chapter, we focus on two fam-
ilies of operations, namely: operations that obtain information about the relationship between
PPIs and the elements of a business process at design-time, and operations that obtain informa-
tion about the relationship between PPIs themselves at design-time. Each family of operations
includes two or more operations and for each of them, its definition, an example, and possible
practical applications are presented.

Furthermore, in this chapter, we also provide a formalisation of our approach by means
of DL. The goals of this formalisation are two. First, it helps eliminating ambiguities in the
metamodel as well as provides more semantics about some of the concepts and relationships.
Second, it facilitates the aforementioned automated analysis of the PPIs model by leveraging
reasoner services available for the formalism.

In this thesis, DL are used to formalise the PPINOT metamodel. We could have used some
other formalism, but we opted for DL as it serves our purpose by the following reasons. First,
the definition of a set of PPIs for a business process fits nicely into the way DLs express their
concepts and, hence, it provides a very natural way to describe the problem. Second, powerful
reasoning systems for DL like Racer [80], Hermit [81] and Pellet [71] have been developed,
allowing thus to build upon such standard DL reasoning services to automatically and efficiently
analyse PPIs. Finally, the fact that OWL [58], the industry standard and W3C recommendation
for the representation of ontologies, is based on DLs has caused the development of a variety
of software tools that facilitates working with DLs such as Protégé [37, 79] and its associated
OWL Plugin [73].

Note that we do not state that other fromalisms cannot be used to formalise the PPINOT
metamodel; however, a discussion of the appropriateness of other formalisms, although a rele-
vant research topic, are outside the scope of this dissertation.
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9.2 RELATIONSHIP BETWEEN PPIS AND BUSINESS PRO-
CESS ELEMENTS

The PPINOT metamodel puts a special emphasis on the relationship between PPIs and busi-
ness process elements. This enables a design-time analysis of the PPIs model together with the
business process model that can be materialised into two operations that are described next:

It is possible to obtain information about the way PPIs and business process elements influ-
ence each other. The possible operations are described below:

9.2.1 Operations for the relationship measured by

A BP element is measured by a PPI when the value of the PPI is calculated by measuring
some aspect of the execution of the BP element. For instance, let us say we have a PPI that
measures the average lifetime of an approved RFC and, hence, it can be defined as the average
of the duration between the time instant when the event Receive RFC is triggered and the time
instant when the end event Report RFC Approved is triggered. In this case, the elements mea-
sured by the PPI are the event Receive RFC and the event Report RFC Approved since the value
of the PPI is calculated by measuring the moment in which both events are triggered.

This relationship can be straightforwardly inferred from the measure definition of a PPI in
the PPINOT metamodel. If the measure definition is a base measure, then the elements mea-
sured by the PPI are those to which the condition used by the measure definition applies. If the
measure definition is an aggregated measure or a derived measure, then the elements measured
are those measured by the base measure that the aggregated or derived measure aggregates or
uses, respectively. Two analysis operations can be defined based on this relationship.

BP elements measured by a set of PPIs

This operation takes a set of PPIs and their corresponding BP model as input and returns the
set of business process elements that are measured by those PPIs.

MeasuredBPElement(PPI[1..∗], BP) : BPElement[0..∗]

This operation is useful when processes are instrumented to take the measures that are nec-
essary to calculate the PPIs. It provides information that helps process analysers and developers
to abstract away from other aspects of the PPIs and focus on the BP elements whose execu-
tion must be measured. Furthermore, if PPIs change, it can provide useful information about
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whether new BP elements should be instrumented.

PPIs that measure a given BPElement

This operation takes a set of PPIs, their corresponding BP model and a BP element as input
and returns the PPIs that are calculated by measuring the given BP element.

MeasureType(PPI[1..∗], BP, BPElement) : PPI[0..∗]

The information provided by this operation is useful to find out about which are the PPIs
that get affected if there is a BP element whose execution cannot be measured.

9.2.2 Operations for the relationship involved in

A BP element is involved in a PPI when it has an influence in the value of the PPI. For
instance, if we take the same example as before (the average lifetime of an approved RFC), the
elements involved in the PPI are all the elements that by taking more or less time to execute
make the average lifetime to be longer or shorter. In this case these elements are the element
where the time measure ends (event Report RFC Approved) and all the elements between that
element and the element where time starts to be counted (event Receive RFC), i.e. activity
Analyse in committee, activity Analyse RFC, activity Elevate decision to committee, activity
Analyse in committee and activity Approve RFC. Note that event Receive RFC is not included
since time starts counting when Receive RFC is triggered, which means it does not have any
influence on the duration of the RFC lifetime.

Unlike relationship measured by, the set of elements involved in a PPI cannot always be
directly inferred from the PPINOT metamodel since there are many factors that can make a BP
element to have an influence in the value of a PPI. For example, the type of an RFC may have
an influence on the lifetime of an approved RFC since some activities may take more time if the
RFC corresponds to an adaptive change than if it corresponds to a corrective change.

Nevertheless, it is possible to leverage the definition of the PPI and the control flow of the
business process to make a design-time estimation of the BP elements that have an influence on
the PPI. This estimation can be later refined by means of techniques similar to those described
in [? ] to find out relationships between PPIs such as:

• Knowledge of domain experts can be used to determine possible domain-specific influ-
ences of a BP element in a PPI.
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Measure type Elements involved

Time (1) The element where time starts and ends to be measured unless the state
considered are end or start respectively and (2) Every BP element between
the element where time starts to be measured and the element where it ends
(except for data objects since they do not consume time).

Count (1) The element that is being counted and (2) the XOR gateways that have
taken the execution path to that element.

Condition (1) The element used in the condition and (2) if the condition involves a data
object, the activities that can write in it.

Data (1) The data object being measured and (2) the activities that can modify the
data object.

Aggregated (1) The elements involved in the measure that it aggregates and (2) if it
groups by some value, the data object that provides it.

Derived The elements involved in the measures used in the mathematical function
applied to calculate the value.

Table 9.1: BP elements involved in a PPI

• Data mining techniques can be applied to the data collected during the execution of the
process. For instance, an analysis of the executions of a process may conclude that the
content of the RFC have an influence on the previous PPI if the likelihood of having a
longer average lifetime changes depending on the type of RFC.

Obtaining automatically a design-time estimation of the BP elements that have an influence
on a PPI is useful because of the following reasons. First, it is not necessary to have execution
data available, which is an advantage because sometimes it is not possible to have execution
data, either because it is very costly to obtain or because it refers to business process or PPIs
that are being designed and, hence, have not been executed yet. Second, although domain
experts can determine possible domain-specific influences of a BP element in a PPI without
execution data, this task is error prone, specially when the number of PPIs or elements are high.
Therefore, this automated estimation can be used as an input or a complement for domain ex-
perts to determine domain-specific influences. Finally, if the design-time estimation is obtained
automatically, it helps the modeller of PPIs to quickly analyse different configurations of PPIs
in order to find one that covers the most relevant BP elements.

Table §9.1 summarises the elements involved in a PPI. Like relationship measured by, the
elements involved in a PPI depends on the type of its measure definition as detailed next:
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• In a time measure, the elements that have an influence on the PPI are those that can make
the measure longer or shorter, i.e. the elements that are executed between the start and
the end of the time measure. This includes the elements at the start or at the end if they
some of the time of its execution is included in the time measure.

• In a count measure, the elements that have an influence on the PPI are those that take the
execution path to the element whose execution is being counted.

• In a condition measure, the elements that have an influence on the PPI are the element
used in the condition and if the condition involves a data object, the activities that can
write in it.

• In a data measure, the value of a data object used by the process is measured. Therefore,
the elements that have an influence on the PPI are the data itself and all of the activities
that can modify the data.

• In an aggregated or derived measure, the elements that have an influence on the PPI are
those who have an influence on the measures that are aggregated or used by each of them
respectively. Furthermore, if the aggregated measure groups results by some value, the
data object that provides it have also an influence on the PPI.

Regardless on whether the relationship is inferred at design-time or refined using one of the
aforementioned techniques the following analysis operations can be defined.

BP elements involved in a PPI

This operation takes a set of PPIs and the corresponding BP model as input and returns the
set of business process elements involved in that PPI, i.e, it allows to answer the question Given
a PPI, which are the elements of the process model that it assesses?.

InvolvedBPElement(PPI[1..∗], BP) : BPElement[0..∗]

Related with this operation other similar operations can be defined that returns:

• The BP elements that are not involved in any PPI:

NotInvolvedBPElement(PPI[1..∗], BP) : BPElement[0..∗]

• The BP elements that are involved in all of the PPIs:

InvolvedInAllBPElement(PPI[1..∗], BP) : BPElement[0..∗]
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The information provided by these operations is very useful when a PPI must be replaced
with others (maybe because it is very costly to obtain its value) in order to assure that every
element of the business process that was taken into consideration before is taken into consider-
ation in the new case. It is also useful to find out which are the elements in a business process
that are not involved with any PPI. This would mean that those elements are not being taken
into consideration by the current set of PPIs and, hence, that it may be convenient to introduce
or modify a PPI to cover them.

PPIs associated to a BP element

This operation is the inverse of the previous one. It takes a set of BP elements, the BP model
that contains those BP elements and the PPIs model defined for that BP as input and returns the
set of PPIs that are associated to those BP elements.

AssociatedPPI(BPElement, BP, PPI[1..∗]) : PPI[0..∗]

As an example, the PPIs that are used to assess the activity Analyse RFC are the following
PPIs:

• PPI5 because it directly measures the average duration of that activity.

• PPI6 because it measures the number of RFCs with state in analysis, which is the state
in which RFCs are while the activity Analyse RFC is being executed. Therefore, this
number may be influenced by the throughput of this activity amongst other reasons.

• PPI9 because it measures the average lifetime of a RFC and, hence, the duration of activity
Analyse RFC has an influence on it.

This operation allows to answer the question given a particular business process element,
which are the PPIs associated to them?. The information obtained in this operation can help in
assisting during the evolution of business processes. For instance, if part of the business process
evolves and is modified (e.g., an activity is deleted), this analysis allows to identify which PPIs
will be affected and may be updated.

9.3 RELATIONSHIPS BETWEEN PPIS

One of the problems that appear when defining PPIs and setting their target values is that
they are often conflicting and improving one of them may worsen other. Therefore, finding

119



CHAPTER 9. AUTOMATED ANALYSIS OF PPIS

relationships between PPIs is very appealing since it helps to detect this conflicts and, hence,
to understand better the consequences of trying to optimise one PPI or another. The PPINOT
metamodel enables a design-time analysis of these relationships based on the following opera-
tions.

9.3.1 PPIs associated to the same, a subset or a superset of the elements
of other PPI

These operations are derived from the operation PPIs associated to a BP element, explained
in the previous section. They take a PPI, the set of PPIs defined by a business process and the
corresponding BP model as inputs and returns the set of PPIs that are associated to either:

• the same elements as the given PPI:

PPISameElements(PPI, PPI[1..∗], BP) : PPI[0..∗]

• a subset of the elements of the given PPI:

PPISubsetElements(PPI, PPI[1..∗], BP) : PPI[0..∗]

• a superset of the elements of the given PPI:

PPISupersetElements(PPI, PPI[1..∗], BP) : PPI[0..∗]

The information provided by these operations can be useful to find out about possible redun-
dancies amongst the PPIs defined for a business process. For instance, many PPIs associated to a
superset of the elements of a given PPI could be an indicator that the PPI is providing redundant
information since there are many PPIs associated to the same BP elements. Nevertheless, these
operations just provides hints and it is always the task of the PPI modeller to decide whether an
indicator provides redundant information or not.

9.3.2 Time-related PPIs that include other time-related PPIs

This operation takes a time-related PPI (i.e. a PPI defined by means of a time measure or an
aggregation of time measures), the PPIs model and the corresponding BP model as inputs and
returns the set of time-related PPIs that are included in it.

IncludedTimeMeasures(PPI, PPIs, BP) : set < PPI >
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A time-related PPI p1 is included in another time-related PPI p2 if the fragment of the
process measured by p1 is contained in the fragment of the process measured by p2. This can
happen in three cases:

1. if both of them are defined over time measures and p2 is contained in p1.

2. if p1 is defined over an aggregated measure that aggregates a time measure and p2 is
defined over a time measure and p2 is contained in p1.

3. if p1 and p2 are defined over aggregated measures that aggregate a time measure and p2

is contained in p1.

For instance, a PPI defined as the duration between the time instant when the event Receive
RFC is triggered and the time instant when the end event Report RFC Approved is triggered
includes a PPI defined as the duration between the time instant when activity Analyse RFC starts
and the time instant when activity Analyse RFC ends since the process fragment measured by
the latter PPI (activity Analyse RFC) is contained in the process fragment measured by the
former (the whole process).

The information provided by this operation may be useful to find redundant time-related
PPIs. Furthermore, it can be used to set dependencies between PPIs since an increase in the
value of a PPI included by other PPI may cause an increase in the value of the latter.

9.3.3 PPIs that depends on other PPI

This operation takes a PPI, the PPIs model and the corresponding BP model as inputs and
returns the set of PPIs that depends directly or inversely with the given PPI.

DependsDirectlyOn(PPI, PPIs, BP) : set < PPI >

DependsInverselyOn(PPI, PPIs, BP) : set < PPI >

A PPI P1 depends directly on another PPI P2 if any of these conditions hold:

• P1 is defined as an aggregation of the measure that defines P2

• P1 is defined as a derived measure that is calculated as a mathematical function of the
measure that defines P2 and the changes in the latter affects the other measure in the same
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direction (positively). For instance, if PercentRequestsApproved = RequestsApproved
RequestRegistered ×

100, then PercentRequestsApproved is calculated positively from Requests Approved and
is calculated negatively from Requests Registered.

• P1 is a time-related PPI that includes P2.

• P1 depends directly on another PPI P3 and this PPI depends directly on P2

• P1 depends inversely on another PPI P3 and this PPI depends inversely on P2

Similarly, a PPI P1 depends inversely on another PPI P2 if any of these conditions hold:

• P1 is defined as a derived measure that is calculated as a mathematical function of the
measure that defines P2 and the changes in the latter affects the other measure in the
opposite direction (negatively).

• P1 depends directly on another PPI P3 and this PPI depends inversely on P2

• P1 depends inversely on another PPI P3 and this PPI depends directly on P2

The information provided by this operation is useful to build graphs of dependencies be-
tween PPIs so that the analyst can visually analyse the dependencies between the PPIs that have
been defined. It can also be used in what-if analyses to evaluate the impact trying to improve a
PPI may have on the others and, hence, to identify potentially conflicting PPIs.

9.4 FORMALISING THE PPINOT METAMODEL USING DE-
SCRIPTION LOGICS

This section introduces a formalisation of the PPINOT Metamodel using DL, whose two
main goals are, as stated before, on the one hand to help eliminating ambiguities in the meta-
model as well as to provide more semantics about some of the concepts and relationships, and
on the other hand, to facilitate an automated analysis of the PPIs model by leveraging reasoner
services available for the formalism.

9.4.1 Mapping the PPINOT Metamodel into DL

The mapping of the PPINOT metamodel into DL involves defining a DL knowledge base
that includes the classes and relations of the metamodel as axioms of its TBox. In particular, we
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must create one DL concept for each class of the metamodel (keeping the same names) and set
in the knowledge base the hierarchies that appear in the metamodel using the concept inclusion
axiom (e.g. BaseMeasure v InstanceMeasure v MeasureDe f inition).

The directed associations in the metamodel are mapped into roles of the TBox whose
domain is the DL concept corresponding to the class of the metamodel that acts as source,
and whose range is the DL concept corresponding to class that acts as target. The cardi-
nality restrictions of the associations are mapped as concept inclusion axioms to the source
class. For instance, the cardinality restriction: “each Condition appliesTo at most one BPEle-
ment” is mapped into the following axiom: Condition v≤ 1appliesTo.BPElement. In ad-
dition, we have created inverse roles for most of the roles to make the formulation of some
analysis operations easier. For example, roles isUsedBy, isAggregatedBy, isFromFor and
isUsedInCondition have been defined as the inverse roles of isDe f inedOver, aggregates,
f rom and appliesTo respectively. Finally, we introduce a new DL role relatesTo as a super-
role of the roles that relate measures with conditions (i.e. f rom v relatesTo, to v relatesTo,
when v relatesTo and so on).

9.4.2 Automated Analysis of PPIs using DL

An advantage of formalising the definition of PPIs using DL is the possibility to automate
the analysis operations described in Sections §9.2.2 and §9.3 by means of DL reasoners. DL
reasoners are software tools that implement several operations on the ontologies in an efficient
manner by using several heuristics and techniques. Some examples of such operations are:

• satis f iability(C): It determines whether a description of the concept C is not contradic-
tory with the KB.

• subsumes(A, B): It determines whether concept A subsumes concept B, i.e., whether
description of A is more general than description of B.

• individuals(C): It finds all individuals that are instances of concept C.

• realization(i): It finds all concepts to which the individual i belongs.

On the basis of these operations and the mapping of the metamodel to DL described above,
the analysis operations detailed in Sections §9.2.2 and §9.3 can be formulated so that DL rea-
soners can be used to implement them. Specifically, the approach we follow to formalise these
operations in DL is to define the relationship as a new role in the knowledge base and, then to
formulate the operations in terms of DL reasoning operations.
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Operations for the relationship measured by

This relationship is formalised in DL by defining a new role in the KB (measuredBy),
whose domain is BPElement and whose range is PPI so that measuredBy(e, p) means that a
BP element e is measured by PPI p.

To give semantics to the relationship in terms of the elements defined in the KB we use
the fact that the relationship measured by can be inferred from the measure definition of a PPI.
The idea is to introduce a new role measures with domain MeasureDe f inition and range
BPElement that relates measure definitions with BP elements and, then, use this new role in
the definition of measuredBy as follows:

measures− ◦ de f inition− v measuredBy

Finally, role measures is used to relate each measure definition with the BP elements used
in the definition. In the KB, this can be formalised using the composition of roles as follows:

relatesTo ◦ appliesTo v measures

measuresData ◦ data v measures

aggregates ◦measures v measures

isGroupedBy ◦ data v measures

uses ◦ re f ersTo ◦measures v measures

The first two axioms define role measures for base measures, the next two axioms define it
for aggregated measures and the last axiom defines it for derived measures. Note that in both
aggregated and derived measures role measures is defined recursively based on the measure
definitions they aggregate or compose.

Based on role measuredBy, the operations for this relationship can be easily formulated as
follows:

• The BP elements measured by a set of PPIs P are those elements e that have a role
measuredBy(e, p), where p ∈ P. In DL, this can be expressed as the result of

individuals(∃measuredBy.P).

• Similarly, the PPIs that measure a given BPElement e is equivalent to the result of

individuals(∃measuredBy−.{e}).
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Operations for the relationship involved in

Like in relationship measured by, the elements involved in a PPI P are determined by its
definition, which is expressed in the metamodel by means of a measure definition. Therefore the
approach we follow with this relationship is very similar to the one followed with relationship
measured by.

Specifically, we define two new roles in the KB, namely: role involvedIn whose domain
is BPElement and whose range is PPI so that involvedIn(e, p) means that a BPElement e
is involved in a PPI p, and role inv whose domain is also BPElement, but whose range is
MeasureDe f inition. Finally, the following axiom formalises the relationship between them
by stating that the elements involved in a PPI are those involved in its measure definition:

inv ◦ de f ines− v involvedIn

Consequently, the definition of role involvedIn can be reduced to the definition of role
inv. However, this relationship is more complex than relationship measured by and, hence, we
cannot define role inv in a generic way, but for each measure definition. In particular, we add
an axiom that represent the BP elements involved in a measure definition m for each measure
definition m in the KB. This axiom may vary depending on the type of the measure definition
(i.e. time, count, condition, data, aggregated or derived) as detailed in Table §9.1. Next we
detail each of the possible cases.

Time measure According to Table §9.1 the elements involved for a time measure tm are
∃inv.{tm} ≡ ElemStarttm t ElemEndtm t ElemPathtm, where:

• ElemStarttm is the element where time starts to be measured unless the state in which
the measure starts is an end state. In that case, ElemStarttm is empty: ElemStarttm ≡
∃appliesTo−.(∃ f rom−.{tm} u ¬∃state.EndState)

• ElemEndtm is the element used in the condition that specifies when time ends to be
measured unless the state specified by the condition is a start state, in which case it is
empty: ElemEndtm ≡ ∃appliesTo−.(∃to−.{tm} u ¬∃state.StartState)

• ElemPathtm is the BP elements that succeeds the start and precedes the end: ElemPathtm ≡
∃succ.(∃appliesTo−.(∃ f rom−.{tm})) u ∃prec.(∃appliesTo−.(∃to−.{tm}))
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Count measure In this case, the elements involved for a count measure cm are: ∃inv.{cm} ≡
ElemCountcm t InvolvedXorcm, where:

• ElemCountcm is the element that is being counted: ElemCountcm ≡ ∃appliesTo−.(∃when−.{cm})

• InvolvedXorcm corresponds to every gateway that precedes the element that is being
counted: InvolvedXorcm ≡ XorGateway u ∃prec.(∃appliesTo−.(∃when.−{cm}))

Condition measure The elements involved for a condition measure cm are: ∃inv.{cm} ≡
ElemCondcm t ElemWriterscm, where:

• ElemCondcm is the element whose condition is being evaluated:

ElemCondcm ≡ ∃appliesTo−.(∃meets−.{cm}).

• ElemWriterscm correponds to every activity that can modify, i.e., write the data object
whose state is being evaluated if there is any: ElemWriterscm ≡ ∃dataOutput.(DataObjectu
ElemCondcm)

Data measure The elements involved in a data measure dm are: ∃inv.{dm} ≡ DataMeasureddm∪
ElemWritersdm, where:

• DataMeasureddm is the data object that is being measured:

DataMeasureddm ≡ ∃data−.(∃measuresData−.{dm}).

• ElemWritersdm is the activities that could have modified that data object ElemWriterscm ≡
∃dataOutput.DataMeasureddm

Aggregated measure The elements involved in an aggregated measure am are: ∃inv.{am} ≡
∃inv.{bm} t InvolvedDataam, where:

• ∃inv.{bm} is the elements involved in the base measure that the aggregated measure
aggregates (i.e. bm ∈ ∃aggregates−.{am}).

• InvolvedDataam is the data that the aggregated measure groups by if there is any: InvolvedDataam ≡
∃data−.(∃isGroupedBy−.{am})
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Derived measure Finally, for a derived measure dm, the elements involved will be those
elements involved in each of the measures used in the mathematical function applied to cal-
culate the value. Let d1, ...,dn be the first, ..., nth measure definition used to calculate dm
({d1, . . . ,dn} ∈ ∃isUsedToCalculate.{dm}), then, the elements involved in the derived mea-
sure are the union of the elements involved in these measures: ∃inv.{dm} ≡ ∃inv.{d1}t · · · t
∃inv.{dn}.

These definitions have two limitations regarding time measures and count measures that are
worth mentioning. The first one is the definition regarding time measures considers all of the
elements between the first occurrence of the element that starts the time measure and the last
occurrence of the element that ends the time measure. However, if the time measure is cyclic,
it only should include the elements until the first occurrence of the element that ends the time
measure. The consequence is that if the time measure is cyclic, then the definition may include
more involved elements than it should (i.e. those between the first and the last occurrence of
the element that ends the time measure). However, from a practical point of view, this only
affects when the time measure is defined in a loop since in other cases the first and the last
occurrence of the element that ends the time measure coincides. The second limitation is that
in count measures we consider every preceding gateway and we do not exclude those opening
gateways that were already closed with another one (that is, for instance, a splitting gateway
with its corresponding merge).

Both limitations could be solved using another formalism such as Petri nets to analyse the
control flow of the business process and including the result of the analysis in the KB. For
instance, Petri nets could be used to obtain the process fragment between the first occurrence
of the element that starts the time measure and the first occurrence of the element that ends it.
However, the specific mechanism on how to do so is out of the scope of this paper.

Like relationship measured by, operations for relationship involved in can be formulated
based on role involvedIn as follows:

• Operation InvolvedBPElement, which returns the BP elements that are involved in a set
of PPIs P can be formulated as individuals(∃involvedIn.P)

• Operation NotInvolvedBPElement, which returns the BP elements that are not involved
in any PPI of the set of PPIs P can be formulated as individuals(¬(∃involvedIn.P))

• Operation InvolvedInAllBPElement, which returns the BP elements that are involved
in all of the PPIs included in a set of PPIs P can be formulated as

individuals(∃involvedIn.{p1} ∩ . . . ∩ ∃involvedIn.{pn}), where p1, . . . pn ∈ P.

127



CHAPTER 9. AUTOMATED ANALYSIS OF PPIS

• Operation AssociatedPPI, which returns the PPIs in which a given BP element e is in-
volved can be formulated as individuals(∃involvedIn−.{e}).

Operations to identify PPIs associated to the same, a subset or a superset of the elements
of other PPI

The last three operations related to the involved in relationship are classified outside the
previous subsection because they allow to extract information regarding the relationships be-
tween PPIs. As described above, they returns the PPIs associated to the same, a subset or
a superset of the elements of a given PPI p must be done in three steps. First, a concept
InvolvedBPElementq that represents all the BP elements that are involved by a PPI q
(InvolvedBPElementq ≡ ∃involvedIn.{q}) is defined for each PPI q included in the KB.
This allows the DL reasoner to classify all these concepts by using DL operation subsumes.
Then, this classification is used to obtain the concepts that are equivalent or a subset or a su-
perset to the concept InvolvedBPElementp depending on whether we are defining operation
PPISameElements, PPISubsetElements or PPISupersetElements, respectively. In each
case, the result is a set of InvolvedBPElementp1 , . . . , InvolvedBPElementpn concepts. The
final step is to obtain the PPIs p1, . . . , pn associated to those InvolvedBPElement concepts.
These are the resulting PPIs.

Operation Included Time-related PPIs

In order to implement this operation, we define a new role in the KB called inlcudes,
whose domain is MeasureDe f inition and whose range is also MeasureDe f inition so that
includes(m1,m2) means that a measure definition m2 is included in a measure definition m1.
According to the definition of the inclusion relationships given in Section §9.3.2, we define a
set of inference rules1 that allow to obtain the corresponding inclusion relationships.

Let m1, m2, n1 and n2 be four measure definitions, c1, c2, c3 and c4 four timeInstantCon-
ditions, and e1, e2, e3, and e4 four BP elements, then, the three inference rules corresponding
to the three possible cases of inclusions are:

1Rules are expressed using a syntax close to the Semantic Web Rules Language (SWRL).
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f rom(?m1, ?c1), appliesTo(?c1, ?e1),

f rom(?m2, ?c2), appliesTo(?c2, ?e2), succeeds(?e2, ?e1),

to(?m1, ?c3), appliesTo(?c3, ?e3),

to(?m2, ?c4), appliesTo(?c4, ?e4), precedes(?e4, ?e3) −→ includes(?m1, ?m2)

aggregates(?m1, ?n1), f rom(?n1, ?c1), appliesTo(?c1, ?e1),

f rom(?m2, ?c2), appliesTo(?c2, ?e2), succeeds(?e2, ?e1),

to(?n1, ?c3), appliesTo(?c3, ?e3),

to(?m2, ?c4), appliesTo(?c4, ?e4), precedes(?e4, ?e3) −→ includes(?m1, ?m2)

aggregates(?m1, ?n1), f rom(?n1, ?c1), appliesTo(?c1, ?e1),

aggregates(?m2, ?n2), f rom(?n2, ?c2), appliesTo(?c2, ?e2),

succeeds(?e2, ?e1),

to(?n1, ?c3), appliesTo(?c3, ?e3),

to(?n2, ?c4), appliesTo(?c4, ?e4), precedes(?e4, ?e3) −→ includes(?m1, ?m2)

Furthermore, we also define another role, called inlcudesPPI, whose domain and range
are PPI and that establish the inclusion relationship between two PPIs, i.e., analogously to
includes(m1,m2), includesPPI(p1, p2) means that a PPI p2 is included in a PPI p1. We
finally define an inference rule that allows to obtain the inclusion relationship between PPIs:

isDe f inedOver(?p1, ?m1),

isDe f inedOver(?p2, ?m2),

includes(?m1, ?m2) −→ includesPPI((?p1, ?p2)

Where p1 and p2 are two PPIs.

Operation Depends on PPIs

As stated in Section §9.3.3, a PPI P1 depends directly on another PPI P2 if one of the five
conditions indicated hold. In order to implement this operation, the task is twofold:

1. We define roles aggregates, includes and isCalculatedPositively as subroles of dependsDirectlyOn
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(by using the inclusion axiom: e.g aggregates v dependsDirectlyOn ). By doing this
we cover the first three conditions.

2. To deal with the last two conditions, first, we define the roles dependsDirectlyOn and
dependsInverselyOn, with MeasureDe f inition as domain and ranges, so that
dependsDirectlyOn(m1,m2) means that a measure definition m1 depends directly on
m2 and the same for dependsIndirectlyOn(m1,m2) but with the inverse dependency.
Then, we also define the role dependsDirectlyOnPPI, that is analogous to dependsDirectlyOn
but between PPIs. Finally, we define the following inference rules:

dependsInverselyOn(?m1, ?m2),

dependsInverselyOn(?m2, ?m3) −→ dependsDirectlyOn(?m1, ?m3)

dependsInverselyOn(?m1, ?m2),

dependsDirectlyOn(?m2, ?m3) −→ dependsInverselyOn(?m1, ?m3)

isDe f inedOver(?p1, ?m1),

isDe f inedOver(?p2, ?m2),

dependsDirectlyOn(?m1, ?m2) −→ dependsDirectlyOnPPI(?p1, ?p2)

For the implementation of the inverse dependency, according to the three conditions, we
proceed as follows

1. To deal with the first condition, we define the role isCalculatedNegatively as sub-
role of dependsInverselyOn (by using the inclusion axiom: isCalculatedNegatively v
dependsInverselyOn .

2. The rest of conditions are implemented by defining the role dependsInverselyOnPPI
(that analogously to dependsDirectlyOnPPI, defines the inverse relationship between
PPIs) and the following inference rules:

dependsDirectlyOn(?m1, ?m2),

dependsInverselyOn(?m2, ?m3) −→ dependsInverselyOn(?m1, ?m3)

isDe f inedOver(?p1, ?m1),

isDe f inedOver(?p2, ?m2),

dependsInverselyOn(?m1, ?m2) −→ dependsInverselyOnPPI(?p1, ?p2)
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9.5 SUMMARY

In this chapter, we have presented the automated analysis of PPIs at design-time by means of
analysis operations that allow to investigate properties of their definitions. Concretely we have
presented two families of analysis operations: those that provide information about the relation-
ships between PPIs and BP elements; and those that provide information about the relationships
between the PPIs themselves. For each analysis operations, we have provided its definition, an
example, and possible practical applications. Furthermore, in order to facilitate this automated
analysis, we have also proposed a formalisation of the PPINOT metamodel using Description
Logics (DL). We have described the mapping of such metamodel to a DL Knowledge Base (KB),
as well as the way the different analysis operations are implemented using this formalism. This
mapping can also be used to implement other new analysis operations.

We summarise the problems we overcome with this contribution by means of the Kiviat
diagram depicted in Figure §9.1.

Design Time Analysis Contribution 

P1: Traceability 

P7: Tooling 
support 

P3: Expressiveness 

P4: Understandability 

P2: Ambiguity and 
incompleteness 

P5: Visual gap 

P8: Standard  
support 

P6: Automated 
design-time 

analysis 

 

Figure 9.1: Kiviat diagram for the problems overcome by the catalogue of automated analysis
operations
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EVALUATING THE APPROACH WITH

PPINOT TOOL SUITE
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Before software can be reusable it first has to be usable.

Ralph Johnson (1955–),
American Computer Scientist

I n order to be able to exploit the results of the work presented in the previous chapters, it
is necessary to provide the user with tool support The goal of this chapter is to present
PPINOT tool suite, an easy-to-use tool suite that provides support to the phases of design

and instrumentation of the PPIM lifecycle, overcoming the problems that existing proposals
have. Concretely, it provides both, a graphical and a template-based editor, as well as an
analyser component that provides support for the automated analysis presented in this thesis.
In addition, a mechanism to extract the information required to calculate PPI values from an
open source BPMS has been developed. This tool serves as a proof of concepts of our approach.
Furthermore, we present the real scenarios where our approach has been applied in order to
show its applicability.

The remainder of this chapter is structured as follows: Section §10.1 introduces the chapter,
focusing on the presentation of PPINOT tool. In Section §10.2 we describe the tool and its
structure, as well as the way it works, its inputs and outputs, providing some details regarding
the implementation. The set of real scenarios where our approach was applied together with an
experiment conducted to evaluate its usability are presented in Section §10.3. Finally in Section
§10.4, we summarize the main points of the chapter.



CHAPTER 10. EVALUATING THE APPROACH WITH PPINOT TOOL SUITE

10.1 INTRODUCTION

In the previous chapters we have presented a novel approach for the definition and design-
time analysis of PPIs. In order to make these results available to users, a software tool support
was desirable. To address this issue and as a proof of concepts, we present in this chapter
PPINOT tool. It is a prototype tool that allows the graphical definition of PPIs together with
their corresponding BPs, based on the PPINOT metamodel, and their subsequent automated
analysis, previously explained. We can highlight the following PPINOT tool features:

BPMN 2.0 compliant. PPIs can be defined over BP diagrams (BPDs) previously modelled us-
ing the de facto standard BPMN 2.0.

Graphical definition of PPIs. PPINOT supports the graphical definition of PPIs using a graph-
based graphical notation that is easily understandable by non-technical users, at the same
time that it is supported by a metamodel that assures the precise and complete definition
of PPIs.

Automated analysis of PPIs. The aforementioned metamodel support allows to automatically
formalise PPI definitions using Description Logics, enabling, inter alia, to obtain infor-
mation about the way PPIs and BP elements influence each other. Concretely, two kinds
of analysis operations are supported in the current version of PPINOT: (I) BPElements in-
volved, that allows to answer the question Given a PPI P, Which are the process model’s
elements involved?, this information is very useful in many scenarios, like for instance
when a PPI must be replaced with others (maybe because it is very costly to obtain its
value) and it is necessary to assure that every element of the BP that was measured be-
fore is measured in the new case; and (II) PPIs associated to BPElement, that allows to
answer the question Given a BPElement E, Which are the PPIs associated or applied to
them?, this information can assist during the evolution of BPs, e.g. if a part of the BP
has evolved and is modified, for instance if an activity is deleted, this analysis allows to
identify which PPIs will be affected and should be updated.

Template-based definition of PPIs. PPIs can be defined by fulfilling templates written in struc-
tured natural language, where the user only has to properly introduce the missing infor-
mation, assisted by linguistic patterns.

PPI definition mapping Graphical definition of PPIs can be mapped to their corresponding
templates in natural language.
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PPI values computation Taking as starting point any the aforementioned PPI definitions, PPINOT
also provides the possibility to extract the information required to calculate PPI values
from Activiti, an open source BP management platform, and to create reports with these
values.

10.2 PPINOT TOOL SUITE: DEFINITION AND STRUCTURE

The structure of PPINOT is depicted in the component model of Figure §10.1. One part
of this tool, the PPINOT Graphical Editor and the PPINOT Analyser, has been implemented
as an extension of the ORYX platform. Concretely we have provided a new stencil set with
the shapes and connectors of the PPI graphical notation (PPINOT Graphical Editor), that ex-
tends the existing one of BPMN. In addition, a new plugin called PPINOT analyser has been
developed. It supports the formalisation of PPI graphical definitions to DL, and the subsequent
analysis. Furthermore, it has been designed as a reusable component so that it can be integrated
into other environments than Oryx without any change. In the following we describe the way
this part of PPINOT works.

A business process diagram (BPD) is defined in Oryx [20]. Then, the set of PPIs is defined
over such BPD using the PPINOT Oryx Stencilset (as depicted in Figure §10.2). An xml file
containing all this information (BPD + PPIs) is obtained from Oryx (through the PPINOT Ser-
vice) and mapped to OWL using the PPINOT ontology described in [22]. This is done by the
XML2OWL Mapper and produces the OWL file BP +PPIs Ontology, which is the target file of
the DL reasoner (in this case HermiT) used by the PPI Analyser, so the proper DL operations
are executed on the PPI definitions of this OWL file to infer the information required. Finally,
an OWL file containing the information required (elements involved in a PPI definition or PPIs
associated to a given BP element) is automatically generated (PPIAnalysisOntology).

Furthermore, an editor for the definition of PPIs using templates has been developed. This
is the PPINOT Templates Editor Component. In this case, the tool provides a template of PPI
where, depending on the selection that the user performs in the different fields, the correspond-
ing linguistic patterns are shown, and within these patterns, the user must fulfill the blanks ac-
cording to her objective. In addition, this component is also able to read the XML file produced
by the PPINOT Graphical Editor in order to show the corresponding PPI template.

Finally, the XML that contains the information of the PPIs and the associated BP, is the
input for the PPINOT Instrumenter, that allows to gather from Activiti the required information
to compute their values. Finally, these values are shown by the PPINOT Reporter.

135



CHAPTER 10. EVALUATING THE APPROACH WITH PPINOT TOOL SUITE

Figure 10.1: PPINOT component model

This tool suite can be tested following the instructions described at http://www.isa.
us.es/PPINOT.

In the following, we present some details (those that we consider most interesting) related
to some of the components that constitute PPINOT tool Suite.

10.2.1 PPINOT Graphical Editor

We integrated PPINOT graphical notation (already presented in Chapter §7) into the web-
based editor ORYX as a result of a collaboration stay with the BPT group at the HPI Potsdam.
We developed an extension allowing the user to depict PPIs over the BPMN diagrams using our
PPINOT Notation.

Oryx was born in Hasso Plattner Institute in 2006 as an open source and extensible platform
for business process management. Since Sept 30, 2011, the Oryx Online system was discontin-
ued and people from academia were redirected to the BPM academic initiative solutions. One
of this solutions is the open source one called Signavio Core Components, specifically designed
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Figure 10.2: PPINOT screenshot

to be easily extendable. In order to support the modelling of PPIs using our graphical notation
together with BPMN diagrams we developed an extension of the BPMN stencil set (provided
in these Signavio Core Components) by adding the new shapes and connectors previously ex-
plained. This is done by implementing a JSON file and a set of SVG and pictures files (one of
each them per defined stencil). For every stencil, a set of properties (attributes) and rules (e.g.
connection, morphing, cardinality) is defined.

This tool can be accessed via the website http://labs.isa.us.es:8081/backend/
poem/repository. It runs in everyone’s browser1).

10.2.2 PPINOT Template Editor

We have developed a PPI template editor using the Concrete Editor (http://concrete-editor.
org). In order to support our PPI templates, its metamodel written in a Json style was provided
as input for the Concrete Editor and produced the template editor shown in Figure§10.3. Once

1Firefox browser must be used. This is a limitation imposed by ORYX web editor
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the PPI template is defined, it can be saved as a json file, that can be translated to the an XML
in order to be analysed or used by the instrumenter to compute PPI values.

Figure 10.3: PPINOT screenshot

10.2.3 PPI Analyser

This component has been developed as several plugins for Oryx. In its current version, the
whole set of operation is not implemented yet, but a subset of it. Concretely the operations
related to the relationships between PPIs and BPs. The user select the elements that act as
input from the set presented by the plugin and thanks to several libraries, the proper answer is
provided.

We plan to implement the rest of operations, as well as to make this implementation inde-
pendent from Oryx, so that it can be used in any environment, taking as starting point the XML
file that contains the information related to the BP and the PPIs defined for it.

10.3 REAL APPLICATION SCENARIOS

In order to show the applicability of our proposal, in this section we present an experiment
conducted to evaluate the understandability of PPINOT graphical notation, and a set of case
studies where this notation have been applied with satisfactory results.
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10.3.1 Experiment

With the objective of demonstrating the usability of our proposal, in the following we show
the experiment we conducted where we investigate if the graphical notation is easy to under-
stand and easy to use.

First we collected a set of three process models from practice of different levels of difficulty.
We took the reference for these models from[87], and they were translated and slightly modified.
Then we defined a set of six PPIs for every process model (the material used for the experiment
can be seen in Appendix §C). Then, following the process described in[52], we construct a
questionnaire that measured the following variables:

• Theory: Students made a self-assessment of theoretical knowledge in business process
field and the BPMN notation on a five point ordinal scale,

• Practice: Students made a self-assessment of practical experience in business process
field and the BPMN notation on a five point ordinal scale,

• BPMN previous knowledge test: A test with 17 questions was proposed to the students.
First 5 questions were related to general BPMN concepts; then the students were asked
to model some situations using BPMN in 4 questions; finally, two process models were
provided and four questions related to each of them were asked.

• Perceived: For each model students made an assessment of the perceived difficulty of the
model,

• Score: For each model and for each PPI, students answered a closed question. In half
of the questions we gave the subject a PPI modelled and she had to select the correct
definition from three possible proposed answers, and in the other half, the subject was
provided a description in natural language and she had to choose one of the three PPI’s
models proposed; from the answers we calculated SCORE as the sum of correct answers
to serve as an operationalization of understandability.

• Time: For each question, students annotated the time consumed in answering (specifying
hour, minute and second).

The questionnaire was filled out in class settings at two different masters (MSC) of the
university of Seville by 68 students in total. At the time of the experiment, students were
following or completing courses of BPMN. The motivation for the students was that they were
informed that the questionnaire would be a good exam preparation.
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Results

• Analysis of comprehensibility of PPINOT graphical notation

An average of 82.72 correct answers was obtained. That is a sign of the good understand-
ability of the notation. In particular, for the type of questions where a PPI model had to be
selected (type one from now), the average of correct answers was 76.84, while for the type
of questions where a PPI definition had to be selected (type two from now), the average
of correct answers was 88,60. From these results it can be deduced the fact that natural
language is more ambiguous and leads to errors, when using it, it is necessary to define
very precisely what has to be graphically represented (this is quite similar to the eternal
problem of understanding customer preferences during the requirements elicitation).

• Impact of individual variables such as BPMN previous knowledge or difficulty of the
process model

Figure §10.4 shows that there exist some differences in the number of correct answers de-
pending on the previous level of BPMN knowledge, although they are not very significant
to stablish the imposibility of understanding PPINOT notation without a high knowledge
of BPMN. (Low level: 6 students, medium level: 22, high level: 35, 5 students did not
fulfilled the BPMN test)

Regarding the influence of the complexity of the process on the number of correct an-
swers, and thus on the understandability of the notation, Figure §10.5 reflects the results
obtained. The percentage of correct answers decreases as the complexity of the process
model increases, although the average of percentage of correct answers for the medium
to complex process model case is still high (71,81%)

10.3.2 Case studies

Our PPINOT graphical notation presented in this paper has been or is being used in several
real scenarios in order to model their internal PPIs.

IT Department of the Andalusian Health Service

One of the scenarios where our proposal has been applied, and actually the initial motivat-
ing scenario for our research, is the IT Department of the Andalusian Health Service. The main
factor that made this organisation to be interested in our proposal was the existing partial view
of the different departments/roles in charge of, on the one hand, the modelling and execution
of such a process, and on the other hand the definition and consecution of goals and its asso-
ciated indicators. To address this issue, from the set of processes defined for the IT Service
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Figure 10.4: Correct answers in % according to the previous BPMN knowledge

Management (ITSM) of this organisation, we focused on the Request For Change (RFC) man-
agement process (the one introduced in Section §5.2 as motivating scenario). Concretely, we
were provided with two separate documents, the process model on he one hand, and a docu-
ment containing the definition of the associated PPIs in natural language (see Table §5.1) on the
other hand: nobody had the comprehensive view of both worlds and it was really complicated
to maintain the coherence across them, since changes in one document were not reflected in
the other and vice-versa, thus leading to inconsistencies between them. We refined the RFC
management process model and graphically modelled its associated PPIs using PPINOT tool.
We needed to refine our PPINOT metamodel several times until being able to define the whole
set of PPIs.

Another limitation they have to deal with is the high number of suppliers they have. This
makes it more difficult to obtain the appropriate information required for the definition of PPIs.
To cope this limitation, we provided them our PPI-templates and L-patterns. In this way, the
different suppliers can gather the required information simply fulfilling the blanks, and using
natural language, taking advantage of the underpinning metamodel. We are still waiting the re-
sults from this experience, in order to refine t PPI-templates and L-patterns if ot were necessary.

Information and Communication Service of the University of Seville

The second scenario takes place in the Information and Communication Service of the Uni-
versity of Seville. In this case, a process orientation was to be adopted in this organisation,
and, apart from their business process modelling, they also required a definition and modelling
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Figure 10.5: Correct answers in % according to the difficulty of the process model

of PPIs. A set of four processes have been modelled (user management process, process or the
personal information management, process of the management of incidents sending emails, pro-
cess of the management of incidents receiving emails) and their corresponding PPIs are being
modelled using PPINOT Graphical Notation (aproximately 5 PPIs per process). Furthermore,
we plan to refine within the context of this scenario our PPI templates.

ITIL

The Information Technology Infrastructure Library (ITIL) is a set of good practices for IT
service management that focuses on aligning IT services with the needs of the business. It
describes procedures (or processes), tasks and checklists to allow the organisation to establish
a baseline form which it can plan, implement, and measure. In this context, for two of these
processes, Incidents Management and Changes Management, their PPIs have been modelled
using PPINOT. Concretely, for the Changes Management process, a set of 10 metrics are
defined in ITIl; they have been refined and translated to PPINOT graphical Notation, obtaining
15 measures that define 8 PPIs. For the case of the Incidents Management process, from the set
of 10 metrics defined in ITIL, 16 PPIs defined by 24 measures.

Academic case studies

Finally, this tool suite has been used in two universities: Universidad de Sevilla and Hasso
Plattner Institute (Univeristät Potsdam).

First, it has been used in two courses of two masters (MSc) of the University of Seville,
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the Information Technology and Communication Management (ITCM) MSc, and the Software
Engineering and Technology MSc. In the first one, a set of 40 students were asked to modell at
least two PPIs for a real Business Process (modelled in BPMN) using PPINOT. In the second
one, it was a set of 25 students who used our graphical editor for their classes. We used the
feedback we obtained during these teaching activities in order to refine our approach, to make
it affordable for final users.

Second, PPINOT Graphical Editor and Analyser are being used by the Business Process
Technology research group and their students in the Hasso Plattner Institute of Potsdam Uni-
versity. They are being used in both, teaching and research activities.

10.4 SUMMARY

In this chapter we have presented PPINOT tool suite, an easy-to-use tool suite for the defi-
nition and automated analysis of PPIs. PPINOT satisfies the necessity of a tool that, on the one
hand, fills the visual gap between BPs and their corresponding PPIs by allowing the modelling
of such PPIs together with the corresponding BP, while also allowing a definition of such PPIs
in a structured natural language by means of templates and patterns; and on the other hand, au-
tomates the error-prone and tedious task of analyse PPIs. Furthermore, a mechanism to extract
the PPI values from an open source BPMS has been developed. Another aspect covered in this
chapter is the evaluation of our approach based on the real scenarios where it has been applied.
We have also presented the results obtained in an experiment conducted in order to measure its
usability.

We summarise the problems we overcome with this contribution by means of the Kiviat
diagram depicted in Figure §10.6.
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Tool Support Contribution 

P1: Traceability 

P7: Tooling 
support 
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P4: Understandability 
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P6: Automated 
design-time 
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Figure 10.6: Kiviat diagram for the problems overcome by PPINOT Tool Suite
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All progress is precarious, and the solution of one problem
brings us face to face with another problem.

Martin Luther King Jr. (1929 – 1968),
US civil rights leader and clergyman

11.1 CONCLUSIONS

In this dissertation we have shown that:

We provide solutions to improve both the design and the

instrumentation phase of the PPIM lifecycle.

In this dissertation we have presented a set of techniques and tools to define, represent and
automatically analyse, at design-time, PPIs. These contributions are the result of an extensive
analysis of a variety of PPIs defined by different organisations, a careful study of the related
literature and the application of the knowledge gained in previous experiences with the auto-
mated analysis in other areas like feature models and SLAs. Our main results are a metamodel
for the definition of PPIs, PPINOT metamodel; a graphical notation and a set of templates and
L-PATTERNs based on this metamodel that make available to non-technical users the definition
of PPIs at the right level of abstraction they require; two families of analysis operations, that
leverages the benefits of DL reasoners to extract information at design-time from the definition
of PPIs; and a software tool suite that provides support to the previous techniques.
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With these contributions we overcome most of the problems identified at the beginning of
this dissertation (Chapter §5). We summarise this information in Figure §11.1 by providing the
whole picture of the Kiviat diagrams presented in the previous chapters.

P1: Traceability 

P7: Tooling 
support 

P3: Expressiveness 

P4: Understandability 

P2: Ambiguity and 
incompleteness 

P5: Visual gap 

P8: Standard  
support 

P6: Automated 
design-time 
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C1. PPINOT metamodel 

C2. PPINOT graphical notation 

C3. PPI templates & patterns 

C4. Analysis operations 

C5. PPINOT tool 

Figure 11.1: Kiviat diagram for the problems overcome by the set of contributions presented in
this dissertation

To show the feasibility of our approach, we have presented its application to several real
scenarios, the results of an experiment conducted and the interest of several institutions in our
PPINOT tool. These results support the success of our dissertation in providing a solid back-
ground for the definition, representation and automated support for the design-time analysis of
PPIs, contributing to the progress of the discipline and leading it to a new level of maturity.

11.2 SUPPORT FOR RESULTS

Some of the results shown in this thesis have been already published in scientific forums.
Figure §11.2 summarises these publications, grouping them by two dimensions: type and topic.
Five types are defined: book, journal, conferences, tool-demos and workshops. Furthermore
some types of publications have a quality level associated, JCR for journals, and CORE and
MAS (Microsoft Academic Search) rankings for conferences. Regarding the topic dimension,
three lines are depicted, the first one for those publications related to the metamodel and the
automated analysis approach, the second one for those elated to the graphical notation and the
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tool suite, and the third one for those related to the templates approach.
Publications 

Figure 11.2: Publications grouped by type and topic

11.3 DISCUSSION, LIMITATIONS AND EXTENSIONS

We next discuss some of the decisions that we have made in this dissertation highlighting
its main limitations and possible extensions.

• PPINOT metamodel expressiveness. The metamodel presented in this dissertation was
designed to allow the definition of all the possible PPIs. Nevertheless, we left without
consideration those PPIs related to resources. This was initially motivated by the lack
of support of resource definition in BPMN. However, due to the need identified in the
related works and the real scenarios, and based on the knowledge acquired in this context
in our research group, we claim the definition of such kind of PPIs can benefit from the
techniques for the PPI definition and automated analysis presented in this dissertation.

Extension: Extend the PPINOT metamodel and graphical notation and the analysis op-
erations as well as the supporting tool to deal with resource-aware PPIs.

• Performance of DL as the formal foundation. The formalisation of PPINOT meta-
model is carried out by using DL. However, the usage of this formalism in real life tools
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can bring the disadvantage of a low performance, since this is the main reason why DL
reasoners are criticised.

Extension: Look for another kind of formalism for the metamodel that overcome this
problem without loosing the advantage of allowing an automated analysis at design
time.

• Tool support. The contributions presented in this paper have been implemented into
PPINOT tool, supporting the definition and automated design-time analysis of PPIs. Nev-
ertheless this tool presents some limitations to be overcome:

– the automatic generation of PPI templates from their corresponding graphical rep-
resentations and viceversa.

– the syntactical validation of PPI models.

– the implementation of the rest of analysis operations that are not supported yet.

– the improvement of the user web interface for the analysis feature.

Extension: Extend the current Tool suite with the aforementioned features.

Figure §11.3 illustrates by means of the Kiviat diagrams we used along the whole disser-
tation, how these extensions would completely overcome those problems already com-
mented.

11.4 OTHER FUTURE WORK

In addition to the aforementioned extensions to our work, we also identify a number of open
research topics to be explored in our future research, namely:

• Green PPIs. The sustainability of organisations’ business activities is gaining increasing
importance. In this context, energy-related metrics called Green Performance Indicators
(GPIs) are being defined to monitor the energy consumption level of such activities. Ex-
tending our PPINOT metamodel to allow the definition of this GPIs in the context of
process-oriented organisations will certainly be part of our research work.

• Automated Analysis post-mortem. In this dissertation we have presented several fam-
ilies of operations to automatically analysed PPI definitions at design time. This infor-
mation could be improved by using knowledge obtained during the BP execution. In this
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Figure 11.3: Kiviat diagram for the problems overcome by the catalogue of automated analysis
operations

way, we could leverage the features of our approach and apply it to a post-mortem auto-
mated analysis, taking also advantage of the existing solutions using process mining and
other business intelligence techniques.

• Configurable PPIs. Some business processes recur in similar form from one company
to another, and it does not make sense that every time a company engages in modelling
and re-designing one of these BPs, it did so “from scratch”. In order to deal with this
variability configurable BPs are used. “A configurable process model is a model that
captures multiple variants of a business process in a consolidated manner” [83]. This
context could highly benefit from our approach in order to provide PPI definitions and
automated analysis operations for these configurable BPs. To do so, an extension of our
techniques and tools to define configurable PPIs is required.

• PPIs in the context of web services and their SLAs. The negotiation of non-functional
properties between web service provider and consumer can be agreed a priori by specify-
ing SLAs. WS-agreement is a protocol for the specification of these SLAs. Nevertheless,
it does not provide complete specifications of these agreements, but templates with blanks
to be fulfilled. Within these templates there exists a section where metrics are defined.
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For the case of complex web services, such as Amazon Web Services (S3, EC2, etc.), this
metrics section becomes quite complex to be specified. We believe that the use of our ap-
proach in this context for the definition of this metrics section could be very appropriate.

• Integration of PPINOT Tool into a BPMS. The integration of the PPI definition and
automated design-time analysis support into a BPMS will certainly bring great benefits,
among which we can highlight the comprehensive support of the PPI lifecycle inside the
BPM lifecycle.
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A.1 DESCRIPTION LOGICS

DL are logics that serve primarily for formal description of concepts, roles (relations be-
tween the concepts) and individuals (instances of the concepts)1. Semantically, they are found
on predicate logic, but their language is formed so that it would be enough for practical mod-
eling purposes and also so that the logic would have good computational properties such as
decidability.

Knowledge representation systems based on DL consist of two components: TBox and
ABox. The TBox describes terminology, i.e., the ontology in the form of concepts and property
definitions and their relationships, while the ABox contains assertions about individuals using
the terms from the ontology.

“The basic form of declaration in a TBox is a concept definition, that is, the definition of a
new concept in terms of other previously defined concepts” [61]. For example, a DerivedMultiInstanceMeasure
can be defined as a DerivedMeasure that is a MultiInstanceMeasure by writing this declaration:

DerivedMultiInstanceMeasure ≡ DerivedMeasure u MultiInstanceMeasure

“Such a declaration is usually interpreted as a logical equivalence, which amounts to pro-
viding both sufficient and necessary conditions for classifying an individual as a DerivedMul-
tiInstanceMeasure. In DL knowledge bases, therefore, a terminology is constituted by a set of
concept definitions of the above form.

However, there are some important common assumptions usually made about DL termi-
nologies:

• only one definition for a concept name is allowed;

1Sometimes OWL terms classes, properties and objects will be used to refer to DL terms concepts, roles and
individuals, respectively.
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• definitions are acyclic in the sense that concepts are neither defined in terms of themselves
nor in terms of other concepts that indirectly refer to them.

This kind of restriction implies that every defined concept can be expanded in a unique way
into a complex expression containing only atomic concepts by replacing every defined concept
with the right-hand side of its definition.

In particular, the basic task in constructing a terminology is classification, that consists in
placing a new concept expression in the proper place in a taxonomic hierarchy of concepts.

The ABox contains extensional knowledge about the domain of interest, that is, assertions
about individuals, usually called membership assertions” [61]. For example,

DerivedMeasure u MultiInstanceMeasure(PERCENTAGE−OF− RFCS−
APPROVED)

states that the individual PERCENTAGE-OF-RFCS-APPROVED is a MultiInstanceMea-
sure of type DerivedMeasure. Given the above definition of DerivedMultiInstanceMeasure, one
can derive from this assertion that PERCENTAGE-OF-RFCS-APPROVED is an instance of the
concept DerivedMultiInstanceMeasure. Similarly,

isCalculatedUsing(PERCENTAGE−OF− RFCS− APPROVED, RFCs−
APPROVED)

specifies that PERCENTAGE-OF-RFCS-APPROVED is calculated using RFCs-APPROVED.
Assertions of the first kind are also called concept assertions, while assertions of the second kind
are also called role assertions.

“The basic reasoning task in an ABox is instance checking, which verifies whether a given
individual is an instance of (belongs to) a specified concept. Although other reasoning services
are usually considered and employed, they can be defined in terms of instance checking. Among
them we find knowledge base consistency, which amounts to verifying whether every concept
in the knowledge base admits at least one individual; realization, which finds the most specific
concept an individual object is an instance of; and retrieval, which finds the individuals in the
knowledge base that are instances of a given concept. These can all be accomplished by means
of instance checking” [61]. Hence, a distinguished feature in DL is the emphasis on reasoning
as a central service, allowing thus to infer implicitly represented knowledge from the knowledge
that is explicitly contained in the knowledge base.
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A.1.1 Description Languages

“Elementary descriptions are atomic concepts and atomic roles. Complex descriptions can
be built from them inductively with concept constructors” [2]. There are many varieties of
Description Languages, and they are distinguished by the constructors they provide. We focus
on the family of AL-languages. The language AL (attributive language) allows for atomic
negation, concept intersection, universal restrictions and limited existential quantification. More
expressive languages can be obtained by adding further constructors and axioms to AL. In the
following we list the possible extensions:

F : Functional properties

E : Full existential qualification

U : Concept union

C : Complex concept negation

H : Role hierarchy

R : Limited complex role inclusion axioms; reflexivity and irreflexivity; role disjointness

O : Nominals

I : Inverse properties

N : Cardinality restrictions

Q : Qualified cardinality restrictions

(D) : Use of datatype properties, data values or data types.

Of interest for us is the abbreviation S , that stands for ALC logic with transitive role. This
is the basis for the logics of OWL.

A.2 OWL

The Web Ontology Language (OWL) is a knowledge representing scheme designed specif-
ically for use on the semantic web; it exploits existing web standards (XML and RDF), adding
the familiar ontological primitives of object and frame based systems, and the formal rigor of
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Table 1. The abstract/DL syntax and model-theoretic semantics of OWL DL constructs 

OWL DL abstract syntax DL syntax Model-theoretic semantics 

Descriptions (C)   
A       (URI reference) 
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n R≥  
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Data Ranges (D)   
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Datatype Properties (U)   
U      (URI reference) U  I I I

DU ⊆ ∆ × ∆  

Class Axioms   
8#2//1 A *?2-,'2#* 1C >>> nC 7*

@A4'B2#.(,8#2//./1 1C >>> nC 7*

C'/D!'(,8#2//./1 1C >>> nC 7*
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1
I I I
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1
I I
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I I
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Property Axioms   
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I I I
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I I I
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I I I
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Figure A.1: DL summary

DL. As exemplified in Table §A.1 and Table §A.2 2 3, OWL consists a rich set of knowledge

2In both tables and in Chapter §9 a syntax commonly used for DLs [3] is utilised
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representation constructs that can be used to formally specify PPI-domain knowledge, which in
turn can be exploited by DL reasoners for purposes of inferencing, i.e., deductively inferring
new facts from knowledge that is explicitly available [6]. As stated in [6], the logical basis of
the language means that reasoning services can be provided in order to make OWL described
resources more accessible to automated processes thereby allowing one to infer implicitly repre-
sented knowledge from the knowledge that is explicitly contained in the knowledge base. From
a formal point of view, “OWL can be seen to be equivalent to a very expressive DL, with an
OWL ontology corresponding to a DL terminology (TBox) whereas instance data pertaining to
the ontology making up the assertions (ABox)”.

3note that this tables are no complete, but contain only those elements useful for us during the development of
this thesis work

159



APPENDIX A. DL IN A NUTSHELL

A
xiom

D
L

Syntax
E

xam
ple

Sub
class

C
1 v

C
2

B
aseM

easurev
InstanceM

easurev
M

easureD
efinition

E
quivalentclass

C
1 ≡

C
2

M
easureD

efinition
≡

InstanceM
easuret

P
rocessM

easure

D
isjointw

ith
C

1 v
¬

C
2

InstanceM
easurev

¬
P

rocessM
easure

Sam
e

Individual
x

1 ≡
x

2

D
ifferentfrom

x
1 v
¬

x
2

P
P

I1
v
¬

P
P

I2

Sub
property

P
1 v

P
2

indirectlyA
ggregatesv

aggregates

E
quivalentproperty

P
1 ≡

P
2

Inverse
P

1 ≡
P
−2

isD
efinedO

ver≡
isU

sedB
y −

Transitive
property

P
+
v

P
indirectlyA

ggregates
+
v

indirectlyA
ggregates

Functionalproperty
>
v
≤

1P
>
v
≤

1isD
efinedO

ver

Inverse
functionalproperty

>
v
≤

1P
−

>
v
≤

1isU
sedB

y −

Table
A

.1:O
W

L
D

L
(class

and
property)axiom

s
and

facts

160



A.2. OWL

Constructor DL Syntax Example

Intersection C1 u · · · u Cn MeasureDe f inition u DataMeasure

Union C1 t · · · t Cn TimeMeasure t DataMeasure

Complement ¬C ¬DerivedMeasure

One of x1 t · · · t xn PPI1t PPI3t PPI8

All values from ∀P.C ∀isDe f inedOver.MeasureDe f inition

Some values ∃P.C ∃isUsedBy.PPI v aggregates

Has value P.x isUsedBy.PPI1

Max cardinality ≤ nP ≤ 1appliesTo

Min cardinality ≥ nP ≥ 1isCalculated

Table A.2: OWL class constructors
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PPI DEFINITIONS FOR THE RFC
MANAGEMENT PROCESS
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B.1 PPI SPECIFICATION ACCORDING TO PPINOT META-
MODEL

In the following we present the specification of the 9 PPIs contained in Table §5.1 using a
HUTN-like1 notation.

PPI{
i d e n t i f i e r : PPI1
name : RFCs c a n c e l l e d from RFCs r e g i s t e r e d
r e l a t e d T o : RFCManagement
g o a l s : Improve c u s t o m e r s a t i s f a c t i o n
d e f i n i t i o n : DerivedMult i InstanceMeasure {

f u n c t i o n : ( a / b )*100
u s e s : a . r e f e r s T o : AggregatedMeasure {

s c a l e : f l o a t
un i tOfMeasu re : RFC
a g g r e g a t i o n F u n c t i o n : sum
a g g r e g a t e s : CountMeasure{

when : TimeInstantCondi t ion {
c h a n g e s T o S t a t e : c a n c e l l e d
a p p l i e s T o : d a t a O b j e c t RFC

}
}

}
u s e s : b . r e f e r s T o : AggregatedMeasure {

s c a l e : f l o a t
un i tOfMeasu re : RFC
a g g r e g a t i o n F u n c t i o n : sum
a g g r e g a t e s : CountMeasure{

when : TimeInstantCondi t ion {
c h a n g e s T o S t a t e : r e g i s t e r e d
a p p l i e s T o : d a t a O b j e c t RFC

}
}

}
}
t a r g e t . upperBound : 4
scope : ComposedFilter {

And [
P r o c e s s S t a t e F i l t e r . p r o c e s s S t a t e : f i n i s h e d

1HUTN is the Human-Usable Textual Notation defined by the OMG in [66].
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T i m e f i l t e r . p e r i o d i c i t y : Weekly . dayOfWeek : F r i d a y
]

}
r e s p o n s i b l e : P l a n n i n g and Q u a l i t y Manager
i n f o r m e d : CIO

}

PPI{
i d e n t i f i e r : PPI2
name : Average t ime of commi t t ee d e c i s i o n
r e l a t e d T o : RFCManagement
g o a l s : Reduce RFC time−to−r e s p o n s e
d e f i n i t i o n : AggregatedMeasure {

s c a l e : i n t
un i tOfMeasu re : day
a g g r e g a t i o n F u n c t i o n : a v e r a g e
a g g r e g a t e s : TimeMeasure{

from : TimeInstantCondi t ion {
c h a n g e s T o S t a t e : a c t i v e
a p p l i e s T o : a c t i v i t y Ana lyse i n Committee

}
t o : TimeInstantCondi t ion {

c h a n g e s T o S t a t e : comple t ed
a p p l i e s T o : a c t i v i t y Ana lyse i n Committee

}
}

}
t a r g e t . upperBound : one day
scope : ComposedFilter {

And [
P r o c e s s S t a t e F i l t e r . p r o c e s s S t a t e : f i n i s h e d
T i m e f i l t e r . p e r i o d i c i t y : Weekly . dayOfWeek : F r i d a y

]
}
r e s p o n s i b l e : P l a n n i n g and Q u a l i t y Manager
i n f o r m e d : CIO

}

PPI{
i d e n t i f i e r : PPI3
name : C o r r e c t i v e RFCs from approved RFCs
r e l a t e d T o : RFCManagement
g o a l s : Improve c u s t o m e r s a t i s f a c t i o n
d e f i n i t i o n : DerivedMult i InstanceMeasure {

f u n c t i o n : ( a / b )*100
u s e s : a . r e f e r s T o : AggregatedMeasure {

s c a l e : i n t
un i tOfMeasu re : RFC
a g g r e g a t i o n F u n c t i o n : sum
a g g r e g a t e s : ConditionMeasure {

meets : DataPropertyCondit ion {
r e s t r i c t i o n : t y p e o f change = c o r r e c t i v e
s t a t e s C o n s i d e r e d : approved
a p p l i e s T o : d a t a O b j e c t RFC

}
}
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}
u s e s : b . r e f e r s T o : AggregatedMeasure {

s c a l e : i n t
un i tOfMeasu re : RFC
a g g r e g a t i o n F u n c t i o n : sum
a g g r e g a t e s : Coun t tMeasure {

when : TimeInstantCondi t ion {
c h a g e s T o S t a t e : t r i g g e r e d
a p p l i e s T o : e v e n t r e p o r t RFC approved

}
}

}
}
t a r g e t : S i m p l e T a r g e t . upperBound : 2
scope : ComposedFilter {

And [
P r o c e s s S t a t e F i l t e r . p r o c e s s S t a t e : f i n i s h e d
T i m e f i l t e r . p e r i o d i c i t y : Weekly . dayOfWeek : F r i d a y

]
}
r e s p o n s i b l e : P l a n n i n g and Q u a l i t y Manager
i n f o r m e d : CIO
comments : v a l u e s up t o 5 \% a r e r e a s o n a b l e

}

PPI{
i d e n t i f i e r : PPI4
name : P e r f e c t i v e RFCs from approved RFCs
r e l a t e d T o : RFCManagement
g o a l s : Improve c u s t o m e r s a t i s f a c t i o n
d e f i n i t i o n : DerivedMult i InstanceMeasure {

f u n c t i o n : ( a / b )*100
u s e s : a . r e f e r s T o : AggregatedMeasure {

s c a l e : i n t
un i tOfMeasu re : RFC
a g g r e g a t i o n F u n c t i o n : sum
a g g r e g a t e s : ConditionMeasure {

meets : DataPropertyCondit ion {
r e s t r i c t i o n : t y p e o f change = p e r f e c t i v e
s t a t e s C o n s i d e r e d : r e g i s t e r e d
a p p l i e s T o : d a t a O b j e c t RFC

}
}

}
u s e s : b . r e f e r s T o : AggregatedMeasure {

s c a l e : i n t
un i tOfMeasu re : RFC
a g g r e g a t i o n F u n c t i o n : sum
a g g r e g a t e s : Coun t tMeasure {

when : TimeInstantCondi t ion {
c h a g e s T o S t a t e : t r i g g e r e d
a p p l i e s T o : e v e n t r e p o r t RFC approved

}
}

}
}
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t a r g e t : S i m p l e T a r g e t . upperBound : 4
scope : ComposedFilter {

And [
P r o c e s s S t a t e F i l t e r . p r o c e s s S t a t e : f i n i s h e d
T i m e f i l t e r . p e r i o d i c i t y : Weekly . dayOfWeek : F r i d a y

]
}
r e s p o n s i b l e : P l a n n i n g and Q u a l i t y Manager
i n f o r m e d : CIO

}

PPI{
i d e n t i f i e r : PPI5
name : Average t ime of RFC a n a l y s i s
r e l a t e d T o : RFCManagement
g o a l s : Reduce RFC time−to−r e s p o n s e
d e f i n i t i o n : AggregatedMeasure {

s c a l e : i n t
un i tOfMeasu re : day
a g g r e g a t i o n F u n c t i o n : a v e r a g e
a g g r e g a t e s : TimeMeasure{

from : TimeInstantCondi t ion {
c h a n g e s T o S t a t e : a c t i v e
a p p l i e s T o : a c t i v i t y Ana lyse RFC

}
t o : TimeInstantCondi t ion {

c h a n g e s T o S t a t e : comple t ed
a p p l i e s T o : a c t i v i t y Ana lyse RFC

}
}

}
t a r g e t : s i m p l e T a r g e t . upperBound : two days
scope : ComposedFilter {
And [

L a s t I n s t a n c e s F i l t e r . n u m b e r O r I n s t a n c e s : 100
T i m e f i l t e r . p e r i o d i c i t y : Weekly . dayOfWeek : f r i d a y

]
}
r e s p o n s i b l e : P l a n n i n g and Q u a l i t y Manager
i n f o r m e d : CIO

}

PPI{
i d e n t i f i e r : PPI6
name : Number o f RFCs i n a n a l y s i s
r e l a t e d T o : RFCManagement
g o a l s : Improve c u s t o m e r s a t i s f a c t i o n . Reduce RFC time−to−r e s p o n s e
d e f i n i t i o n : AggregatedMeasure {

s c a l e : i n t
un i tOfMeasu re : RFC
a g g r e g a t i o n F u n c t i o n : sum
a g g r e g a t e s : ConditionMeasure {

meets : S t a t e C o n d i t i o n {
s t a t e : a c t i v e
a p p l i e s T o : a c t i v i t y a n a l y s e RFC

}
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}
}
t a r g e t : 2 RFCs
scope : ComposedFilter {
And [

P r o c e s s S t a t e F i l t e r . p r o c e s s S t a t e : a c t i v e
T i m e f i l t e r . p e r i o d i c i t y : Weekly . dayOfWeek : f r i d a y

]
}

r e s p o n s i b l e : P l a n n i n g and Q u a l i t y Manager
i n f o r m e d : CIO

}

PPI{
i d e n t i f i e r : PPI7
name : Number o f RFCs p e r t y p e o f change
r e l a t e d T o : RFCManagement
g o a l s :
d e f i n i t i o n : AggregatedMeasure {

s c a l e : map
un i tOfMeasu re : RFC
a g g r e g a t i o n F u n c t i o n : sum
a g g r e g a t e s : CountMeasure{

when : TimeInstantCondi t ion {
c h a n g e s T o S t a t e : r e g i s t e r e d
a p p l i e s T o : d a t a O b j e c t RFC

}
}
isGroupedBy : t y p e o f change

}
t a r g e t : ComposedTarget [

c o r r e c t i v e −20 RFCs
e v o l u t i v e −30 RFCs
p e r f e c t i v e −20 RFCs

]
scope : ComposedFilter {

And [
P r o c e s s S t a t e F i l t e r . p r o c e s s S t a t e : f i n i s h e d
T i m e f i l t e r . p e r i o d i c i t y : Monthly . dayOfMonth : 25

]
}
r e s p o n s i b l e : P l a n n i n g and Q u a l i t y Manager
i n f o r m e d : CIO
comments : t h e i d e a l s i t u a t i o n i s t h a t c o r r e c t i v e RFCs t e n d t o z e r o

}

PPI{
i d e n t i f i e r : PPI8
name : Number o f RFCs p e r p r o j e c t
r e l a t e d T o : RFCManagement
g o a l s :
AggregatedMeasure {

s c a l e : map
un i tOfMeasu re : RFC
a g g r e g a t i o n F u n c t i o n : sum
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a g g r e g a t e s : CountMeasure{
when : TimeInstantCondi t ion {

c h a n g e s T o S t a t e : r e g i s t e r e d
a p p l i e s T o : d a t a O b j e c t RFC

}
}
isGroupedBy : p r o j e c t

}
t a r g e t : ComposedTarget [

RR .HH−50 RFCs
Diraya−60 RFCs
Pharma−1 RFCs

]
scope : ComposedFilter {

And [
P r o c e s s S t a t e F i l t e r . p r o c e s s S t a t e : f i n i s h e d
T i m e f i l t e r . p e r i o d i c i t y : Monthly . dayOfMonth : 25

]
}
r e s p o n s i b l e : P l a n n i n g and Q u a l i t y Manager
i n f o r m e d : CIO

}

PPI{
i d e n t i f i e r : PPI9
name : Average l i f e t i m e of an RFC
r e l a t e d T o : RFCManagement
g o a l s : Reduce RFC time−to−r e s p o n s e
d e f i n i t i o n : AggregatedMeasure {

s c a l e : f l o a t
un i tOfMeasu re : day
a g g r e g a t i o n F u n c t i o n : a v e r a g e
s a m p l i n g F r e q u e n c y :
a g g r e g a t e s : TimeMeasure{

from : TimeInstantCondi t ion {
c h a n g e s T o S t a t e : t r i g g e r e d
a p p l i e s T o : e v e n t Rece ive RFC

}
t o : T i m e I n s t a n c e C o n d i t i o n {

c h a n g e s T o S t a t e : comple t ed
a p p l i e s T o : poo l RFC management

}
}

}
t a r g e t : 3
scope : ComposedFilter {

And [
P r o c e s s S t a t e F i l t e r . p r o c e s s S t a t e : f i n i s h e d
T i m e f i l t e r . p e r i o d i c i t y : Monthly . dayOfMonth : 25

]
}
r e s p o n s i b l e : P l a n n i n g and Q u a l i t y Manager
i n f o r m e d : CIO

}
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B.2 PPINOT GRAPHICAL REPRESENTATION

In this section we show the graphical representation of the 9 PPIs contained in Table §5.1
using the PPINOT graphical notation described in Chapter §7. Concretely, Figure §B.1 depicts
the PPINOT graphical representation for PPIs from 1 to 4, and Figure §B.2 for PPIs from 5 to
8.

Figure B.1: PPINOT Graphical Representation of PPIs 1 to 4

B.3 PPI AND SCOPE TEMPLATES

In this section we show the definition of the 9 PPIs contained in Table §5.1 using the PPI
templates described in Chapter §7.
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Figure B.2: PPINOT Graphical Representation of PPIs 5 to 8
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PPI–001 RFCs cancelled from RFCs registered

Process Request for change (RFC)

Goals • BG–002: Improve customer satisfaction

Definition The PPI is defined as the mathematical function (a/b)*100 where a is the
sum of the number of times dataObject RFC changes to state cancelled
and b is the sum of the number of times dataObject RFC changes to state
registered

Unit of measure none

Target The PPI value must be less than or equal to four %

Scope The process instances considered for this PPI are described in the scope
S-1

Source Event logs

Responsible Planning and quality manager

Informed CIO

Comments

Table B.1: PPI template for PPI1 from Table §5.1

S-1 Finished instances

Conditions This scope includes process instances in state finished

Periodicity weekly on Friday

Table B.2: S-1 scope definition
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PPI–002 Average time of committee decision

Process Request for change (RFC)

Goals • BG–014: Reduce RFC time–to–response

Definition The PPI is defined as the average of the duration between the time in-
stants when the Analyse in Committee activity changes to state active
and when the Analyse in Committee activity changes to state completed

Unit of measure day

Target The PPI value must be less than or equal to one working day

Scope The process instances considered for this PPI are described in the scope
S-1

Source Event logs

Responsible Planning and quality manager

Informed CIO

Comments

Table B.3: PPI template for PPI2 from Table §5.1
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PPI–003 Corrective RFCs from RFCs approved

Process Request for change (RFC)

Goals • BG–002: Improve customer satisfaction

Definition The PPI is defined as the mathematical function (a/b)*100 where a is the
sum of the fulfillment of restriction type of change = corrective over the
dataObject RFC in state approved and b is the sum of the number of times
event Report RFC approved is triggered

Unit of measure none

Target The PPI value must be less than or equal to two %

Scope The process instances considered for this PPI are described in the scope
S-1

Source Event logs

Responsible Planning and quality manager

Informed CIO

Comments values up to 5 % are reasonable

Table B.4: PPI template for PPI3 from Table §5.1
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PPI–004 Perfective RFCs from RFCs approved

Process Request for change (RFC)

Goals • BG–002: Improve customer satisfaction

Definition The PPI is defined as the mathematical function (a/b)*100 where a is
the number of times dataObject RFC in state approved satisfies: type of

change = perfective and b is the sum of the number of times dataObject
RFC changes to state approved

Unit of measure none

Target The PPI value must be less than or equal to four %

Scope The process instances considered for this PPI are described in the scope
S-1

Source Event logs

Responsible Planning and quality manager

Informed CIO

Comments

Table B.5: PPI template for PPI4 from Table §5.1
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PPI–005 Average time of RFC analysis

Process Request for change (RFC)

Goals • BG–014: Reduce RFC time–to–response

Definition The PPI is defined as the average of the duration between time instants
when the Analyse RFC activity changes to state active and when the Anal-

yse RFC activity changes to state completed

Unit of measure day

Target The PPI value must be less than or equal to two working days

Scope The process instances considered for this PPI are described in the scope
S-2

Source Event logs

Responsible Planning and quality manager

Informed CIO

Comments Most RFCs are created after 12:00.

Table B.6: PPI template for PPI5 from Table §5.1

S-2 Last 100 instances

Conditions This scope includes process instances, the last 100 ones

Periodicity weekly on Friday

Table B.7: S-2 scope definition
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PPI–006 Number of RFCs in analysis

Process Request for change (RFC)

Goals • BG–002: Improve customer satisfaction

• BG–014: Reduce RFC time–to–response

Definition The PPI is defined as the number of times activity Analyse RFC is cur-
rently in state active

Unit of measure RFC

Target The PPI value must be less than or equal to two RFCs

Scope The process instances considered for this PPI are described in the scope
S-3

Source Event logs

Responsible Planning and quality manager

Informed CIO

Comments

Table B.8: PPI template for PPI6 from Table §5.1

S-3 Active instances

Conditions This scope includes process instances in state active

Periodicity weekly on Friday

Table B.9: S-3 scope definition
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PPI–007 Number of RFCs per type of change

Process Request for change (RFC)

Goals

Definition The PPI is defined as the sum of the number of times dataObject RFC

changes to state registered and is grouped by type of change of RFC

Unit of measure RFC

Target The PPI value must fulfill the following consraint:

• for type of change = corrective must be less than or equal to twenty
RFCs

• for type of change = evolutive must be less than or equal to thirty RFCs

• for type of change = perfective must be less than or equal to twenty
RFCs

Scope The process instances considered for this PPI are described in the scope
S-4

Source Event logs

Responsible Planning and quality manager

Informed CIO

Comments the ideal situation is that corrective RFCs tend to zero

Table B.10: PPI template for PPI7 from Table §5.1

S-3 Finished instances every month

Conditions This scope includes process instances in state finished

Periodicity monthly on 25th

Table B.11: S-4 scope definition

177



APPENDIX B. PPI DEFINITIONS FOR THE RFC MANAGEMENT PROCESS

PPI–008 Number of RFCs per project

Process Request for change (RFC)

Goals

Definition The PPI is defined as the sum of the number of times dataObject RFC

changes to state registered and is grouped by project of RFC

Unit of measure RFC

Target The PPI value must fulfill the following consraint:

• for project = RR.HH must be less than or equal to fifty RFCs

• for project = Diraya must be less than or equal to sixty RFCs

• for project = Pharma must be less than or equal to one RFCs

Scope The process instances considered for this PPI are described in the scope
S-4

Source Event logs

Responsible Planning and quality manager

Informed CIO

Comments

Table B.12: PPI template for PPI8 from Table §5.1
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PPI–009 Average lifetime of an RFC

Process Request for change (RFC)

Goals • BG–014: Reduce RFC time–to–response

Definition The PPI is defined as the average of the duration between time instants
when the Receive RFC event is triggered and when the RFC manage-

ment pool changes to state completed

Unit of measure day

Target The PPI value must be less than or equal to three working days

Scope The process instances considered for this PPI are described in the scope
S-4

Source Event logs

Responsible Planning and quality manager

Informed CIO

Comments Most RFCs are created after 12:00.

Table B.13: PPI template for PPI9 from Table §5.1

179



APPENDIX B. PPI DEFINITIONS FOR THE RFC MANAGEMENT PROCESS

180



C

EXPERIMENT MATERIAL
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This appendix contains the original material provided to the participants of our experiment
described in Section §10.3.1.

C.1 THEORY AND PRACTICE SELF-ASSESSMENT

In this section we show the self-assesment the experiment participants had to fulfill.

Por favor, responda a las siguientes cuestiones: 

 

1. Según  su propio criterio, ¿cómo clasificaría sus conocimientos teóricos en el ámbito de los 

procesos de negocio y de la notación BPMN? 

! Nulo 

! Bajo 

! Medio 

! Alto 

! Excelente 

 

 

2. Según su propio criterio, ¿cómo evaluaría su nivel de experiencia práctica en el ámbito del 

modelado de procesos de negocios y de la notación BPMN? 

! Nulo 

! Bajo 

! Medio 

! Alto 

! Excelente 

  

C.2 PPINOT GRAPHICAL NOTATION POSTER

Figure §C.1 shows the poster of our PPINOT Graphical notation that was provided to the
experiment participants for them to take it as reference during the PPI questionnaire.
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C.3 BPMN QUESTIONNAIRE

The BPMN questionnaire provide to the experiment participants consists of the set of ques-
tions shown in the following.

!!

!"#$%&'()*!#+*),!-()!-),.'!/0!-()!!"#$%&'#(!)**)+,(1&2)+')(-./0!/12!!
(--"3442,)5-&6)2/../+'7/,84%&2)+')'4$9:+2:'54;7<4!

=>?@ABC!DEFGD!HG!FIJAK!

>CA>GIBCD!HG!FIJA!

=>#5%!)'!%5!*&0),)+2&5!)+-,)!-5,)5!9!'#$",/2)'/K!!

!
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=>#5%)'!'/+!%5'!,)8%5'!*)!2/+)L&M+!2#5+*/!#'5./'!0%#N/'!*)!.)+'5N)'K!!
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!

!

!

!

!

!

!

!
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C.4 PPI QUESTIONNAIRE

In this section, we present all the material relative to the PPI questionnaire (three process
models, and six questions per process related to PPIs). 

Proceso 1: Desarrollo de un artículo de investigación 

 

Observe el siguiente modelo BPMN hasta entender el proceso de negocio que representa. 

 

 
 

 

Dado el proceso de negocio anterior, procedemos a  definir una serie de indicadores (PPIs). 

Marque la respuesta correcta (sólo una) en cada pregunta: 
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Por favor, escriba la hora de inicio (indicando h/m/s): _________________________ 

 

1. Necesitamos medir el número de artículos enviados a conferencia en el último año 

(suponemos “analysisPeriod = último año” en todos los casos). ¿Cuál de los siguientes 

casos representa tal PPI? 

 

 

a.     b.     c.

  

 

  

                                                                  

 

 

Por favor, escriba la hora de fin (indicando h/m/s): _________________________ 
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Por favor, escriba la hora de inicio (indicando h/m/s): _________________________ 

 

2. ¿Cuál de las tres descripciones de PPI corresponde a la siguiente representación 

gráfica? 

 

 
 

a. Tiempo mínimo de duración del proceso. 

b. Número de artículos escritos en el menor tiempo posible.  

c. Tiempo mínimo empleado por el autor en escribir un artículo. 

 

 

Por favor, escriba la hora de fin (indicando h/m/s): _________________________ 
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Por favor, escriba la hora de inicio (indicando h/m/s): _________________________ 

 

 

3. Cuál de las siguientes figuras representa gráficamente el siguiente PPI: “Tiempo 

medio transcurrido desde que el autor finaliza el proceso de escritura del artículo, hasta 

que se inicia el envío del mismo”. 

 

a.  

 
 

b.  
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c.    

 
 

 

Por favor, escriba la hora de fin (indicando h/m/s): _________________________ 
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Por favor, escriba la hora de inicio (indicando h/m/s): _________________________ 

 

4. Señale la figura que representa el PPI: “porcentaje del tiempo de duración del proceso 

empleado por el autor en escribir el artículo”. 

a.  

 
b.  
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c.  

 
 

 

Por favor, escriba la hora de fin (indicando h/m/s): _________________________ 
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Por favor, escriba la hora de inicio (indicando h/m/s): _________________________ 

 

 

5. Dada la siguiente representación gráfica de PPI, señale su descripción correcta: 

 

 
a. Número de artículos revisados por el tutor. 

b. Número de artículos que están siendo enviados para ser revisados. 

c. Tiempo que tarda el tutor en revisar el artículo. 

 

 

Por favor, escriba la hora de fin (indicando h/m/s): _________________________ 
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Por favor, escriba la hora de inicio (indicando h/m/s): _________________________ 

 

6. ¿Cómo definiría el PPI representado en la figura que se muestra a continuación? Elija 

la respuesta correcta. 

 

 
 

a. Tiempo medio transcurrido desde que el autor comienza a escribir el artículo hasta que 

termina de realizar todas las correcciones. 

b. Tiempo medio transcurrido desde que el autor comienza a escribir el artículo hasta que 

ha realizado el envío a la conferencia. 

c. Tiempo medio de duración del proceso “desarrollo de un artículo” completo. 

 

 

Por favor, escriba la hora de fin (indicando h/m/s): _________________________ 

 

 

 

7. Según su propio criterio, ¿cómo calificaría la dificultad de este modelo de proceso? 

! Muy fácil 

! Fácil 

! Normal 

! Bastante complejo 

! Muy complejo 
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Proceso 2: Alquiler de película en un videoclub 

 

Observe el siguiente modelo BPMN hasta entender el proceso de negocio que representa 

 

 
 

 

Dado el proceso de negocio anterior, procedemos a  definir una serie de indicadores (PPIs). 

Marque la respuesta correcta (sólo una) en cada pregunta: 

 

  

Por favor, escriba la hora de inicio (indicando h/m/s): _________________________ 

 

1. Señale la figura que mejor representa el PPI: “Tiempo que tardó el videoclub en 

registrar la entrega del DVD la última vez que fui”. 

 

a.    

                   

 

 

b.                 

 
 

c.                

 

 

Por favor, escriba la hora de fin (indicando h/m/s): _________________________ 
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Por favor, escriba la hora de inicio (indicando h/m/s): _________________________ 

 

2. Dada la siguiente representación gráfica de PPI, señale su descripción correcta: 

 

 
 

 

a. Tiempo total empleado por el videoclub en verificar la tarjeta de socio. 

b. Tiempo medio empleado por el videoclub en verificar la tarjeta de socio. 

c. Tiempo medio empleado por el videoclub en verificar la tarjeta de socio y registrar la 

entrega del DVD. 

 

Por favor, escriba la hora de fin (indicando h/m/s): _________________________ 
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Por favor, escriba la hora de inicio (indicando h/m/s): _________________________ 

 

3. ¿Cuál de las siguientes representaciones gráficas se corresponde con el PPI 

“Porcentaje de DVDs devueltos fuera de plazo con respecto al total entregados a 

socios”? 

 

a.  

  
b.  
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c. 

 
 

Por favor, escriba la hora de fin (indicando h/m/s): _________________________ 
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Por favor, escriba la hora de inicio (indicando h/m/s): _________________________ 

 

4. ¿Cómo definiría el PPI representado en la figura que se muestra a continuación? Elija 

la respuesta correcta. 

 

 
 

a. Porcentaje de DVDs devueltos fuera de plazo con respecto al total entregados a socios. 

b. Porcentaje de DVDs recibidos con respecto al total entregados a socios. 

c. Porcentaje de DVDs no devueltos con respecto al total entregados a socios. 

 

 

Por favor, escriba la hora de fin (indicando h/m/s): _________________________ 
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Por favor, escriba la hora de inicio (indicando h/m/s): _________________________ 

 

5. ¿Cuál de los siguientes casos representa el PPI “Número de DVDs alquilados por 

socio”? 

 

a.       b.

  

      c. 

 
 

Por favor, escriba la hora de fin (indicando h/m/s): _________________________ 
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Por favor, escriba la hora de inicio (indicando h/m/s): _________________________ 

 

6. ¿Cuál de las tres descripciones de PPI corresponde a la siguiente representación 

gráfica? 

 

 
 

a. Número de películas para mayores de 18 años  solicitadas. 

b. Número de películas para mayores de 18 años devueltas. 

c. Número de películas entregadas, agrupadas por edad recomendada. 

 

 

Por favor, escriba la hora de fin (indicando h/m/s): _________________________ 

 

 

 

7. Según su propio criterio, ¿cómo calificaría la dificultad de este modelo de proceso? 

! Muy fácil 

! Fácil 

! Normal 

! Bastante complejo 

! Muy complejo 
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Proceso 3: Compra de tickets online 

 

Observe el siguiente modelo BPMN hasta entender el proceso de negocio que representa 

 

 
 

 

 

Dado el proceso de negocio anterior, procedemos a definir una serie de indicadores (PPIs). 

Marque la respuesta correcta (sólo una) en cada pregunta: 

 

 

 

 

 

 

 

Por favor, escriba la hora de inicio (indicando h/m/s): _________________________ 

1. ¿Qué estamos midiendo en el proceso de acuerdo con la siguiente figura? Elija la 

respuesta correcta. 
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Por favor, escriba la hora de inicio (indicando h/m/s): _________________________ 

1. ¿Qué estamos midiendo en el proceso de acuerdo con la siguiente figura? Elija la 

respuesta correcta. 

 

 
 

a. Tiempo medio que se tarda en mostrar los teatros. 

b. Número de veces aproximado que muestra los teatros. 

c. Tiempo medio que tarda en mostrar los cines. 

 

 

Por favor, escriba la hora de fin (indicando h/m/s): _________________________
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C.4. PPI QUESTIONNAIRE

Por favor, escriba la hora de inicio (indicando h/m/s): _________________________ 

 

2. ¿Cuál de las siguientes figuras representa al PPI “Tiempo mínimo transcurrido desde 

que el usuario accede al sistema hasta que finaliza la compra”? 

 

a.  

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

205



APPENDIX C. EXPERIMENT MATERIAL

b. 

 
 

c. 

 
 

Por favor, escriba la hora de fin (indicando h/m/s): _________________________ 
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C.4. PPI QUESTIONNAIRE

Por favor, escriba la hora de inicio (indicando h/m/s): _________________________ 

 

3. Señale la figura que mejor representa el PPI: “Porcentaje de compras realizadas con 

respecto al total de accesos a tickets.com”. 

 

a.  

 

  

b.  
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c.  

 

 

 

 

 

 

Por favor, escriba la hora de fin (indicando h/m/s): _________________________
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C.4. PPI QUESTIONNAIRE

Por favor, escriba la hora de inicio (indicando h/m/s): _________________________ 

 

4. ¿Cuál de las tres descripciones de PPI corresponde a la siguiente representación 

gráfica? 

 

 
 

 

a. Porcentaje de musicales con respecto al número de obras de teatro vistas. 

b. Porcentaje de musicales con respecto al número de obras de teatro seleccionadas. 

c. Porcentaje de musicales con respecto al número de obras de teatro mostradas. 

 

 

Por favor, escriba la hora de fin (indicando h/m/s): _________________________
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Por favor, escriba la hora de inicio (indicando h/m/s): _________________________ 

 

5. ¿Cuál de las tres descripciones de PPI corresponde a la siguiente representación 

gráfica? 

 

 
 

a. Número máximo de ofertas mostradas por tickets.com. 

b. Número máximo de tickets de la oferta seleccionados en un acceso. 

c. Número máximo de tickets de oferta que se pueden comprar. 

 

 

Por favor, escriba la hora de fin (indicando h/m/s): _________________________ 
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C.4. PPI QUESTIONNAIRE

Por favor, escriba la hora de inicio (indicando h/m/s): _________________________ 

 

6. ¿Cuál de los siguientes casos representa el PPI “Número de usuarios que están 

seleccionando una película de cine en este momento”? 

 

a.  

 
b.  
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c.  

 
 

 

Por favor, escriba la hora de fin (indicando h/m/s): _________________________ 

 

 

 

 

7. Según su propio criterio, ¿cómo calificaría la dificultad de este modelo de proceso? 

! Muy fácil 

! Fácil 

! Normal 

! Bastante complejo 

! Muy complejo 
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ACRONYMS
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BAM Business Activity Monitoring.

BP Business Process.

BPD Business Process Diagram.

BPEL Business Process Execution Language.

BPM Business Process Management.

BPMN Business Process Model and Notation.

BPMS Business Process Management System.

CPM Corporate Performance Management.

DL Description Logics.

EPC Event-driven Process Chain.

GUI Graphical User Interface.

IT Information Technology.

KB Knowledge Base.

KPI Key Performance Indicator.

L-PATTERN Linguistic Pattern.

MDA Model Driven Architecture.



Acronyms

PPI Process Performance Indicator.

PPIM PPI Management.

PPM Process Performance Management.

SLA Service Level Agreement.

SOA Servie Oriented Architecture.

UML Unified Modeling Language.
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