
Journal of International Technology and Information Management Journal of International Technology and Information Management 

Volume 25 Issue 3 Article 6 

10-1-2016 

Prediction And Recommendations On The It Leaners' Learning Prediction And Recommendations On The It Leaners' Learning 

Path As A Collective Intelligence Using A Data Mining Technique Path As A Collective Intelligence Using A Data Mining Technique 

Seong-Yong Hong 

Juyun Cho 

Yonghyun Hwang 

Follow this and additional works at: https://scholarworks.lib.csusb.edu/jitim 

 Part of the Business Intelligence Commons, Communication Technology and New Media Commons, 

Computer and Systems Architecture Commons, Data Storage Systems Commons, Digital 

Communications and Networking Commons, E-Commerce Commons, Information Literacy Commons, 

Management Information Systems Commons, Management Sciences and Quantitative Methods 

Commons, Operational Research Commons, Science and Technology Studies Commons, Social Media 

Commons, and the Technology and Innovation Commons 

Recommended Citation Recommended Citation 
Hong, Seong-Yong; Cho, Juyun; and Hwang, Yonghyun (2016) "Prediction And Recommendations On The 
It Leaners' Learning Path As A Collective Intelligence Using A Data Mining Technique," Journal of 
International Technology and Information Management: Vol. 25 : Iss. 3 , Article 6. 
Available at: https://scholarworks.lib.csusb.edu/jitim/vol25/iss3/6 

This Article is brought to you for free and open access by CSUSB ScholarWorks. It has been accepted for inclusion 
in Journal of International Technology and Information Management by an authorized editor of CSUSB 
ScholarWorks. For more information, please contact scholarworks@csusb.edu. 

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by CSUSB ScholarWorks

https://core.ac.uk/display/132339105?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1
https://scholarworks.lib.csusb.edu/jitim
https://scholarworks.lib.csusb.edu/jitim/vol25
https://scholarworks.lib.csusb.edu/jitim/vol25/iss3
https://scholarworks.lib.csusb.edu/jitim/vol25/iss3/6
https://scholarworks.lib.csusb.edu/jitim?utm_source=scholarworks.lib.csusb.edu%2Fjitim%2Fvol25%2Fiss3%2F6&utm_medium=PDF&utm_campaign=PDFCoverPages
http://network.bepress.com/hgg/discipline/1326?utm_source=scholarworks.lib.csusb.edu%2Fjitim%2Fvol25%2Fiss3%2F6&utm_medium=PDF&utm_campaign=PDFCoverPages
http://network.bepress.com/hgg/discipline/327?utm_source=scholarworks.lib.csusb.edu%2Fjitim%2Fvol25%2Fiss3%2F6&utm_medium=PDF&utm_campaign=PDFCoverPages
http://network.bepress.com/hgg/discipline/259?utm_source=scholarworks.lib.csusb.edu%2Fjitim%2Fvol25%2Fiss3%2F6&utm_medium=PDF&utm_campaign=PDFCoverPages
http://network.bepress.com/hgg/discipline/261?utm_source=scholarworks.lib.csusb.edu%2Fjitim%2Fvol25%2Fiss3%2F6&utm_medium=PDF&utm_campaign=PDFCoverPages
http://network.bepress.com/hgg/discipline/262?utm_source=scholarworks.lib.csusb.edu%2Fjitim%2Fvol25%2Fiss3%2F6&utm_medium=PDF&utm_campaign=PDFCoverPages
http://network.bepress.com/hgg/discipline/262?utm_source=scholarworks.lib.csusb.edu%2Fjitim%2Fvol25%2Fiss3%2F6&utm_medium=PDF&utm_campaign=PDFCoverPages
http://network.bepress.com/hgg/discipline/624?utm_source=scholarworks.lib.csusb.edu%2Fjitim%2Fvol25%2Fiss3%2F6&utm_medium=PDF&utm_campaign=PDFCoverPages
http://network.bepress.com/hgg/discipline/1243?utm_source=scholarworks.lib.csusb.edu%2Fjitim%2Fvol25%2Fiss3%2F6&utm_medium=PDF&utm_campaign=PDFCoverPages
http://network.bepress.com/hgg/discipline/636?utm_source=scholarworks.lib.csusb.edu%2Fjitim%2Fvol25%2Fiss3%2F6&utm_medium=PDF&utm_campaign=PDFCoverPages
http://network.bepress.com/hgg/discipline/637?utm_source=scholarworks.lib.csusb.edu%2Fjitim%2Fvol25%2Fiss3%2F6&utm_medium=PDF&utm_campaign=PDFCoverPages
http://network.bepress.com/hgg/discipline/637?utm_source=scholarworks.lib.csusb.edu%2Fjitim%2Fvol25%2Fiss3%2F6&utm_medium=PDF&utm_campaign=PDFCoverPages
http://network.bepress.com/hgg/discipline/308?utm_source=scholarworks.lib.csusb.edu%2Fjitim%2Fvol25%2Fiss3%2F6&utm_medium=PDF&utm_campaign=PDFCoverPages
http://network.bepress.com/hgg/discipline/435?utm_source=scholarworks.lib.csusb.edu%2Fjitim%2Fvol25%2Fiss3%2F6&utm_medium=PDF&utm_campaign=PDFCoverPages
http://network.bepress.com/hgg/discipline/1249?utm_source=scholarworks.lib.csusb.edu%2Fjitim%2Fvol25%2Fiss3%2F6&utm_medium=PDF&utm_campaign=PDFCoverPages
http://network.bepress.com/hgg/discipline/1249?utm_source=scholarworks.lib.csusb.edu%2Fjitim%2Fvol25%2Fiss3%2F6&utm_medium=PDF&utm_campaign=PDFCoverPages
http://network.bepress.com/hgg/discipline/644?utm_source=scholarworks.lib.csusb.edu%2Fjitim%2Fvol25%2Fiss3%2F6&utm_medium=PDF&utm_campaign=PDFCoverPages
https://scholarworks.lib.csusb.edu/jitim/vol25/iss3/6?utm_source=scholarworks.lib.csusb.edu%2Fjitim%2Fvol25%2Fiss3%2F6&utm_medium=PDF&utm_campaign=PDFCoverPages
mailto:scholarworks@csusb.edu


Prediction And Recommendations On The It Leaners' Learning Path As A Collective Intelligence Using A Data Mining Techniique S Yong Hong, J Cho & Y Hwang 

© International Information Management Association, Inc 2016  ISSN: 1941-6679-On-Line Copy 99 

PREDICTION and RECOMMENDATIONS on the 

IT LEANERS' LEARNING PATH as a 

COLLECTIVE INTELLIGENCE USING a DATA 

MINING TECHNIIQUE 

Seong-Yong Hong 

Korea Advanced Institute of Science and Technology (KAIST), South Korea,  

Juyun Cho 

Colorado State University, Pueblo, CO, USA 

Yonghyun Hwang 

University of California, Irvine, CA, USA 

 

ABSTRACT 

With the recent advances in computer technology along with pervasive internet 

accesses, data analytics is getting more attention than ever before. In addition, 

research areas on data analysis are diverging and integrating lots of different fields 

such as a business and social sector. Especially, recent researches focus on the data 

analysis for a better intelligent decision making and prediction system. This paper 

analyzes data collected from current IT learners who have already studied various 

IT subjects to find the IT learners’ learning patterns. The most popular learning 

patterns are identified through an association rule data mining using an arules 

package running under R studio. Experimental results are used to recommend the 

IT learning path to rudimentary IT learners. It is expected that our research 

promotes IT learning field and results in a platform of IT learning helpful to IT 

learners. 

KEYWORDS: IT learners’ learning path, data mining, association rule, R package 

INTRODUCTION 

Big data-based convergence research has been actively formed recently and 

considered as an important research in many areas such as a defense, medical, 

education, and business field, which requires a new discovery and the creation of a 

new knowledge. The advancement in the IT (Information Technology) has the 

biggest influence on the changes of a human society, and the amount of data 

generated in our daily lives contains enormous amount of information 

unimaginable. According to the IDC (International Data Corporation), the total 
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amount of digital information created in the world in 2011 was about 1.8 Zetta bytes 

(1012 Giga bytes). IDC predicted that the total amount of digital information would 

be reaching to 35.2 Zetta bytes in 2020. The characteristics of big data can be 

summarized as 5 V’s - 1) Volume: data size is big, 2) Variety: various types of data 

exists such as text, audio, video, and graph, 3) Velocity: data grows continuously, 

4) Variability: the structure of data changes, and 5) Value: organization can gain 

business value from big data (Abbasi, Sarker, & Chiang, 2016; Fan & Bifet, 2013). 

Due to the nature of big data, data storage and processing structure should be 

provided at the same time. 

The main purpose of processing and mining big data is to create a new value. 

Interpreting new knowledge and meaning obtained from big data can be applied to 

various areas such as organizations’ decision-making as well as customized services 

for individuals. In the age of big data, using a data mining technique, our paper 

conducts a research and proposes the way to predict IT learners’ learning pattern 

and then recommend the learning path later.  

 

RELATED RESEARCH 

There are a lot of research field related to big data. Due to the idiosyncrasy of big 

data mentioned in the introduction section, both data processing and analysis must 

be applied to big data in real-time. Some of big data mining researches pursue a 

human-centered computing technology such as creation of new knowledge, 

prediction, or recommendation through a machine learning or data mining 

algorithm. 

BIG DATA PLATFORM TECHNOLOGY 

Big data platform technology includes handling, collecting, processing, and 

analyzing various types of data (McKinsey Global Institute, 2011). Many storage 

systems and databases are used in data analytics including VoltDB (Buckle, 2012; 

Lasota, Deniziak, & Chrobot, 2016; Stonebraker & Weisberg, 2013; Technical 

Overview, 2016), SAP HANA (Färber et al., 2012), Vertica (Lamb et al., 2012), 

Greenplum (Waas, 2009), and IBM Netezza (Atriwal, Nagar, Tayal, & Gupta, 2016; 

Singh & Leonhardi, 2011). The most widely known technology that helps to handle 

large-data would be a distribution data process framework of the Map-Reduce 

method, such as Apache Hadoop (Borthakur et al, 2011). Dryad is a framework that 

enables processing parallel data by forming the data channel between programs in 

a graph type. Developers who use Map/reduce framework should write Map and 

Reduce functions; thus, if using Dryad, they need to make a graph which processes 

the corresponding data (Isard, et al., 2007). Apache Pig provides a high-standard 

data processing structure, allowing large data processing through combination 
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(Olston et al., 2011; Sharma & Singh, 2016). Apache Hive helps to analyze large 

data by using the query language called HiveQL for data source, such as HDFS or 

HBase. Architecture is divided into Map-Reduce-oriented execution, metadata 

information for a data storage, and an execution part that receives a query from user 

or applications for execution (Thusoo et al., 2009).  

Big data analysis technology can be classified into the following five areas. 1) Data 

collection and integration technology: Technology that collects existing data on the 

distributed web or newly generated data in real-time and that integrates/stores data 

later. 2) Data preprocessing technology: Technology that changes heterogeneous 

formatted data or unstructured data into structured data or refined data by filtering 

unnecessary data. 3) Data storage and management technology: Technology that 

stores huge amount of data in real-time generated in various ways and that supports 

and manages distributed storage structure through computer networks. 5) Data 

analysis technology: Technology that extracts, predicts, and recommends new 

knowledge using algorithms such as data mining, learning machine, artificial 

intelligence, and statistical process for massive data. 6) Data visualization 

technology: UX (User Experience)-based Info-Graphics technology that helps 

recognize analyzed data easily and quickly. 

BIG DATA INTEGRATED SOLUTION 

The world class corporations such as Intel, Oracle, IBM, Microsoft, HP, SAS, SAP, 

Google, and EMC have been trying to occupy the big data market through a big 

data analysis platform. Hadoop, which is an open software framework developed 

by Doug Cutting and Mike Cafarella in 2005 to implement Google’s MapReduce 

algorithm, has been researched and used more than any other platforms. The big 

data analysis platform technology based on Hadoop has been improved and is 

moving to a big data infra technology with the aid of cloud computing infrastructure 

and is continued to grow quickly together with an analysis package ‘R’. Hadoop 

provides various features including 1) a massive distributed computing support 

framework for massive data processing and analysis, 2) a distributed database, 

‘HBase’, 3) ‘Hive’ for Hadoop data query language, 4) an interactive script 

environment ‘Pig’ for data processing, 5) a clustering and cooperation filtering, 6) 

a machine learning library, ‘Mahout’, which provides an algorithm to recognize 

similarities, 7) ‘SQOOP’ for the function of exchanging input/output through 

RDBMS, 8) a workflow environment, ‘Oozie’ for adjusting complex data 

processing tasks, and finally 9) a document-oriented database, ‘Cassandra’. As 

shown, Hadoop is becoming an integrated solution for big data processing and 

management. 

COLLECTIVE INTELLIGENCE 

Collective Intelligence is an active field of research that predates the web (O’reilly, 
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2007). Web 2.0 is a term that has generated passionate emotions, ranging from being 

dismissed as marketing jargon to being anointed as the new or next generation of 

the Internet. It is widely regarded that harnessing collective intelligence is the key 

or core component to Web 2.0 applications (Karahan & Roehrig, 2016; Rogers et 

al., 2007). Scientists from the fields of sociology, mass behavior, and computer 

science have made importance contributions to this field. When a group of 

individuals collaborate or compete with each other, intelligence or behavior that 

otherwise did not exist suddenly emerges; this is commonly known as collective 

intelligence (Mataric, 1993; Wolpert & Tumere, 1999). As users interact on the web 

and express their opinions, they influence others. Their initial circle of influence is 

the group of individuals that most interact with. Because the web is a highly 

connected network of sites, this circle of influence grows and may shape the 

thoughts of everybody in group (Oyalabu, 2012). 

YouTube is a good example that shows how a collective intelligence is utilized. 

YouTube. In October 2006, Google bought YouTube for $1.65 billion. In its 20 

months of existence, YouTube had grown to be one of the busiest sites on the 

Internet, dishing out 100 million video views a day (Falch, Henten, Tadayoni, & 

Windekilde, 2009). It ramped from zero to more than 20 million unique user visits 

a day, with mainly viral marketing spread from person to person; similar to the way 

the pandemic flu spreads. In YouTude’s case, each time a user uploaded a new 

video, she was easily able to invite others to view this video. As those others viewed 

this video, other related videos popped up as recommendations, keeping the user 

further engaged. Ultimately, many of these views also became submitters and 

uploaded their own videos as well. As the number of videos increased, the site 

became more and more attractive for new users to visit (Gill et al., 2007). 

A recommendation made by a friend or person of influence can have a big impact 

on other users within the same group. Moreover, a review or comments about a 

user’s experience with a particular provider or service is contextually relevant for 

the other users inquiring about that topic, especially if it’s within the context of 

similar use (Ma et al., 2008). Recommender systems attempt to suggest items 

(books, movies, music, news, images, peer friend, learning contents, etc.) that are 

likely to interest the users. Typically, recommender systems are based on 

collaborative filtering, which is a technique that automatically predicts the interest 

of an active user by collecting rating information from other similar users or items 

(Jiang et al., 2012; Ma et al., 2011). Adding the ability for users to add tags, 

keywords or labels provided by a user to classify items of interest such as articles, 

items being sold, pictures, videos, podcasts, and so on is a powerful technique to 

solicit information from the user. Tags can also be generated by professional editors 

or by an automated algorithm that analyzes content (Eck et al., 2008; Suchanek & 

Gunawardena, 2008). These tags are used to classify data, bookmark sites, connect 

people with each other, aid users in their searches, and build dynamic navigation in 
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your application, of which a tag cloud is one example (Caldarola & Rinaldi, 2016; 

Kaser & Lemire, 2007). Figure 1 shows a tag cloud showing popular tags at 

www.flicker.com, a popular photography site. In a tag cloud, tags are displayed 

alphabetically, with the size of the font representing the frequency of occurrence. 

The larger the font of the tag, the more frequently it occurs (Bateman et al., 2008). 

 

Figure 1: Tag cloud shows popular tags. 

 

R-BASED DATA ANALYSIS 

Various programs have been used for big data analysis. Although programs can be 

written using a general programming language for big data analysis, an objected-

oriented language or function-based language is widely used due to the recent 

advancement of software. Instead of creating directly a complex algorithm such as 

Statistics and data mining, various programs that provide existing algorithms or 

data structure as a form of functions, packages, or libraries that can be used easily 

and quickly are being developed (Alzola & Harrell, 2002). In this paper, we 

employed a script-based open source ‘R’, which is generally used for statistical data 

analysis and processing. ‘R’ was developed under the influence of a statistical 

language ‘S’ developed by AT & T and is broadly used for big data mining (Ihaka, 

1998). ‘R’ provides various analysis algorithms, graphic functions, and a GUI 

environment. ‘R’ is also flexible with program languages such as Java, C, and 

Python and works well with commercial databases for data management.  
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PREDICTION OF IT LEARNER’S LEARNING PATH 

The ultimate goals of processing and utilizing big data are 1) to extract meaningful 

information from raw data, 2) to predict changes of information, and 3) to 

recommend users to make a good decision. In this research, we studied a way to 

predict how IT learners change their learning path. For this purpose, we used an 

associative analysis technique with the collective intelligence viewpoint. 

THE STRUCTURE OF IT LEARNERS' DATA 

According to the 2016 Google search trends (http://www.google.com/trends), the 

top 10 most searched IT terms are: ‘SQL’, ‘HTML’, ‘Java’, ‘CSS’, ‘JavaScript’, 

‘Python’, ‘PHP’, ‘.NET Framework’, ‘C#’ and ‘C’. The top 10 keywords were 

utilized as IT learner’s subjects in our research. Figure 2 illustrates interest changes 

of keyword search on the five software technologies (SQL, Java, Python, HTML, 

PHP) from 2004 to 2016.  

 

Figure 2: Interest changes of search keyword on the software technology areas 

The numbers insie the box on the right side represent search interest relative to the 

highest point on the chart for the given region and time. For example, a value of 

100 is the peak popularity for the term and a value of 50 means that the term is half 

as popular. Google Trends provides a time series index of the volume of queries 

users enter into Google in a given Geographic area. The query index is based on 

query share: the total query volume for the search term in question within a 

particular geographic region divide by the total number of queries in that region 

during the time period being examined. The maximum query share in the time 

period specified is normalized to be 100, and the query share at the initial data being 

http://www.google.co/
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examined is normalized to be zero (Carneria & Mylonakis, 2009; Choi & Varian, 

2012).  

For an association rule mining, we can define every subject item as a set of I = {i1, 

i2, i3 … im} and all of learners’ learning transactions as a set of T = {t1, t2, t3 ... tn} as 

shown in table 1. A rule is defined as an implication of the form X → Y where X 

and Y belongs to I, and X ∩ Y is an empty set. The binary number 1 in the table 

means that the learning happens and zero means the leaning was not happened. If 

we apply an association rule mining to Table 1 for an association analysis, we can 

easily find the association from one subject to another. For example, the result of 

association from ‘HTML’ to ‘CSS’ (HTML→CSS) allows us to predict that 

likelihood of ‘HTML learners will learn ‘CSS’ 

 

T i1 i2 i3 i4 i5 i6 i7 i8 i9 i10 

t1 1 0 1 0 1 1 0 0 1 1 

t2 0 1 1 0 0 0 1 0 1 0 

t3 1 1 0 1 1 1 1 0 0 0 

t4 1 1 1 0 0 1 0 1 1 1 

t5 1 1 1 0 1 0 0 1 0 1 

......           

tn bit bit bit bit bit bit bit bit bit bit 

Table 1: Learning transaction storage structure 

 

To explain the association between subjects represented as a binary number form, 

we can use support and confidence as shown in formula 1 and 2 respectively, where 

N is the total number of transactions, n(X U Y) is the number of occurrence of X or 

Y, n(X) is the number of occurrence of X, and n(Y) is the number of occurrence of 

Y. 

 

Support: S (X → Y) = n(X U Y)/N                (1) 

Confidence: C (X → Y) = n(X ∩ Y)/n(X)     (2) 

 

 

As shown in the formula, the support is the ratio of item X or Y over all transactions, 

and the confidence is the ratio of item X and Y over the number of items X. For 
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example, if the number of IT learners who studied HTML or CSS is 400 and the 

number of total transactions is 1000, the support S (HTML → CSS) is 400/1000 = 

0.40. This means that the probability that IT learners will study either HTML or 

CSS is 0.40. Likewise, if the number of IT leaners who studied HTML and CSS is 

200 and the number of IT learners who studied HTML only is 300 then the 

confidence C (HTML → CSS) is 200/300 = 0.66. This means the probability that 

IT learners will study the CSS is 0.66 given that IT learners have already studied 

HTML. The higher confidence in a given association rule X → Y, means more 

possibility that a transaction, which contains item X will contain item Y. 

The lift is a calculated value of dividing the confidence (C (X → Y)) by the support, 

S (Y). 

 

Lift(X, Y) =   C (X → Y)/S(Y)               (3) 

 

That is, the lift measures the improvement rate of confidence over item Y. 

Therefore, lift value greater than 1 indicates that the occurrence of X has a positive 

effect on Y or that X is positively correlated with Y. Lift value less than 1 indicates 

that the occurrence of X has a negative effect on the occurrence of Y or that X is 

negatively correlated with Y. A lift value near 1 or equals to 1 indicates that the 

occurrence of X has almost no effect on the occurrence of Y or that X and Y have 

zero correlation. 

ASSOCIATION RULE DATA MINING BASED ON R 

This research analyzed and experimented IT learners’ data by utilizing an 

association rule mining technique, which is provided by R analysis tool. Apriori 

algorithm, which is a widely used search algorithm for association rules was used 

to find frequent item sets without calculating the Support for all item sets (Agrawal 

& Srikant, 1994; Srikant & Agrawal, 1995). Figure 3 explains an UML class 

diagram, which implements the Apriori algorithm as an arules package included in  

Hahsler, Grün, Hornik, and Buchta (2009) described the detail of this diagram. 
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Figure 3: Arules package UML class diagram (Source: Hahsler, Grün, Hornik, 

& Buchta, 2009) 

 

The arules package implements a transaction data association rule mining algorithm 

as a functional unit. This package was introduced by Agrawel, Imielinski, and 

Swami in 1993 and provides various functions for association rule mining analysis 

using Apriori function as a main one. The arules package also provides a R-

extension package, arulesViz, for the UX-based various visualizations of 

association rule mining results (Hahsler & Chelluboina, 2011). The arulesViz 

package can illustrate mining results as different graph forms such as Scatter plot, 

Matrix-based plot, Grouped matrix-based plot, Network graph-based plot, Parallel 

coordinates plot, and Double decker plot. Utilizing these graph functions has been 

an active research topic. 

EXPERIMENT RESULT AND DISCUSSION 

We conducted a survey to ask IT learners which subjects they have studied among 

the most searched top 10 IT courses (‘SQL’, ‘HTML’, ‘Java’, ‘CSS’, ‘JavaScript’, 

‘Python’, ‘PHP’, ‘.NET Framework’, ‘C#’ and ‘C’). Survey participants must either 

take a college course of a subject or familiar with the subject through the self-study 

to claim that they have studied the subject. The survey was conducted for 6 months 

until we collected data from 100 IT learners. Table 2 shows the first 20 IT learners 

survey results. 
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IT 

Learners  

IT Courses Studied 

 

1 {SQL, HTML, JavaScript} 

2 {SQL, HTML, Java, CSS, JavaScript, Python, PHP, C#}  

3 {SQL, CSS, PHP, C} 

4 { SQL, Java, JavaScript, PHP, .NET Framework, C#} 

5 {SQL, HTML, CSS, JavaScript, PHP, .NET Framework, C#} 

6 {SQL, CSS, JavaScript, Python, PHP, .NET Framework, C#} 

7 {HTML} 

8 {HTML, CSS, .NET Framework, C#} 

9 {SQL, HTML, .NET Framework} 

10 {HTML, CSS, JavaScript, .NET Framework, C#} 

11 {SQL, HTML, Java, PHP, C#, } 

12 { SQL, HTML, , Python, PHP, .NET Framework, C#} 

13 {Java, JavaScript, Python, PHP, C#} 

14 {Java , Python, PHP, .NET Framework, C#, C } 

15 {SQL, HTML, Java, CSS, JavaScript, Python, PHP, C#} 

16 {JavaScript, .NET Framework, C} 

17 {HTML, CSS, Python, PHP, .NET Framework} 

18 {SQL, .Python, NET Framework} 

19 {SQL, Java, CSS, C#} 

20 {HTML, CSS, JavaScript, Python, .NET Framework, C#} 

Table 2: IT learner’s data items 
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We converted the IT learners’ transaction data into binary mapping data. Table 3 

shows a corresponding conversion result of the table 2 which contains columns for 

the top 10 most searched subjects and rows for individual IT learners. The binary 

mapping data were analyzed by arules package in R to find association rules with 

the apriori algorithm. 460 association rules were generated, and table 4 describes 

the summary of quality measures. The first 2 pages and the last page of 460 

association rules are described in the Appendix A. According to the table 4, an 

association rule {.NET, C} => {HTML} has the minimum support (0.1020) which 

means the probability that IT learners, study {.NET Framework and C language} 

or HTML is low. Whereas, an association rule {} => {Python} has the maximum 

support (0.5300) which means the probability that IT leaners who study Python is 

high, i.e., Python is the most popular subject to IT leaners among 10 subjects. 

 

IT 

Learne

rs 

SQ

L 

HTM

L 

Jav

a 

CS

S 

JavaScr

ipt 

Pyth

on 

PH

P 

.NET 

Framew

ork 

C

# 

C 

1 1 1 0 0 1 0 0 0 0 0 

2 1 1 1 1 1 1 1 0 1 0 

3 1 0 0 1 0 0 1 0 0 1 

4 1 0 1 0 1 0 1 1 1 0 

5 1 1 0 1 1 0 1 1 1 0 

6 1 0 0 1 1 1 1 1 1 0 

7 0 1 0 0 0 0 0 0 0 0 

8 0 1 0 1 0 0 0 1 1 0 

9 1 1 0 0 0 0 0 0 1 0 

10 0 1 0 1 1 0 0 0 1 1 

11 1 1 1 0 0 0 1 0 1 0 

12 1 1 0 0 0 1 1 1 1 0 

13 0 0 1 0 1 1 1 0 1 0 
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14 0 0 1 0 0 0 1 1 1 1 

15 1 1 1 1 1 1 1 0 1 0 

16 0 0 0 0 1 0 0 1 0 1 

17 0 1 0 1 0 1 1 1 0 0 

18 1 0 0 0 0 1 0 1 0 0 

19 1 0 1 1 0 0 0 0 1 1 

20 0 1 0 1 1 1 0 1 1 0 

Table 3 Binary mapping data for IT learners’ data items 

 

Also, an association rule {SQL} => {Python} or vice versa has a 0.28 support 

which is the highest value among non-empty left-hand side association rules. This 

indicates that the likelihood that IT learners who study either SQL or Python is high.  

Measures Support Confidence Lift 

Min 0.1020  

{.NET, C} => 

{HTML} 

0.4126  

{HTML, JavaScript} 

=> {.NET} 

0.8453  

{.NET, C} =>  

{HTML} 

1st. 

Quarter 

0.1200 0.4805 0.9615 

Median 0.1290 0.5000 0.9899 

Mean 0.1583 0.4986 0.9902 

3rd Quarter 0.1432 0.5146  1.0199  

Max 0.5300 

{} =>  

{Python} 

0.5942 

{SQL, .NET} =>  

{Python} 

1.1567 

{JavaScript, C#} => 

{CSS} 

Table 4: Summary of quality measures 

An association rule {HTML, JavaScript} => {.NET} has a minimum confidence 
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(0.4126) which means probability that IT learners study .Net Framework is low 

given that the IT learners have studied HTML and JavaScript. Whereas, an 

association rule {SQL, .NET} => {Python} has the maximum confidence (0.5942) 

which means the probability that IT learners study Python is high given that the IT 

learners have studied SQL and .NET. An association rule {.NET, C} => {HTML} 

has the minimum lift (0.8453). This means studying .NET Framework and C 

language has negatively correlated with studying HTML. There is no wonder why 

this association rule also has a minimum support (0.1020) as shown in the table 4. 

Whereas, an association rule {JavaScript, C#} => {CSS} has a highest lift value 

(1.1567) which means left hand side and right hand side are positively related, more 

specifically the probability that IT learners study CSS when they study JavaScript 

and C# is increased by 15.67. 

According to the table 5, the order from the most studied subject to the least studied 

subject is as follows: Python, JavaScript, SQL, HTML, C#, C, PHP, CSS, 

Java, .NET. This table also indicates that 53.0% of the participants studied Python, 

51.6% of the participants studied JavaScript, 51.4% of the participant studied SQL 

and so on. Another indication is that differences of the Support between subjects 

are very minimal. The difference between rule number 1 and 10 is only 0.048 (0.53 

- 0.482 = 0.048), and the average Support is 0.5035 which indicates that in average, 

more than 50% of IT learners studied all 10 subjects. This proves that all subjects 

we selected are popular to IT learners. 

# Association Rule Support Confidence Lift 

1 {} => {Python} 0.53 0.53 1 

2 {} => {JavaScript} 0.516 0.516 1 

3 {} => {SQL} 0.514 0.514 1 

4 {} => {HTML} 0.507 0.507 1 

5 {} => {C#} 0.506 0.506 1 

6 {} => {C} 0.504 0.504 1 

7 {} => {PHP} 0.497 0.497 1 

8 {} => {CSS} 0.496 0.496 1 

9 {} => {Java} 0.483 0.483 1 

10 {} => {.NET} 0.482 0.482 1 

Table 5: Order of popularity  
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We identified 38 association rules that left-hand side has a positive effect on the 

right-hand side (Lift > 1.0) among the total of 99 rules that has an only one subject 

on the left side. These rules are shown in Table 6. First 4 rules indicate that the 

likelihood of IT learners study SQL (0.5283), HTML (0.5113), CSS (0.4981) 

and .NET Framework (0.4962) is high in this order given that IT leaners have 

already studied Python. Based on this information, we can recommend IT learners 

who have studied Python the next good subjects to study are SQL, HTML, CSS 

and .NET. From the rule number 5 and 6, we can recommend IT learners who have 

already studies JavaScript, to study CSS and HTML as next subjects. We can draw 

an IT learners’ learning path as shown in figure 4 using the information given in 

table 6. Each learning path indicates the next most to least preferable subject from 

top to bottom, clock-wise in that order. We notice that CSS is positively correlated 

with 8 other subjects (JavaScript, Python, HTML, SQL, C#, C, PHP, and .Net 

Framework). This implies that if IT learners study CSS they can be recommended 

to study variety of subjects. PHP is also positively correlated with 6 subjects (SQL, 

HTML, C, C#, CSS, and .NET Framework). Another noticeable item is that Java 

has a positive effect on only one subject, .Net Framework. C and C# have a positive 

effect on 2 (CSS and PHP) and 3 subjects (HTML, PHP, and CSS) respectively. 

 

# Association Rule Support Confidence Lift 

1 {Python} => {SQL} 0.280 0.5283 1.0278 

2 {Python} => {HTML} 0.271 0.5113 1.0085 

3 {Python} => {CSS} 0.264 0.4981 1.0040 

4 {Python} => {.NET} 0.263 0.4962 1.0295 

5 {JavaScript} => {CSS} 0.276 0.5349 1.0783 

6 {JavaScript} => 

{HTML} 

0.269 0.5213 1.0282 

7 {SQL} => {Python} 0.280 0.5447 1.0278 

8 {SQL} => {PHP} 0.264 0.5136 1.0334 

9 {SQL} => {CSS} 0.255 0.4961 1.0002 

10 {HTML} => {Python} 0.271 0.5345 1.0085 

11 {HTML} => 0.269 0.5306 1.0282 
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{JavaScript} 

12 {HTML} => {PHP} 0.262 0.5168 1.0398 

13 {HTML} => {C#} 0.261 0.5148 1.0174 

14 {HTML} => {CSS} 0.255 0.5030 1.0140 

15 {C#} => {HTML} 0.261 0.5158 1.0174 

16 {C#} => {PHP} 0.256 0.5079 1.0220 

17 {C#} => {CSS} 0.255 0.5060 1.0200 

18 {C} => {CSS} 0.255 0.5040 1.0160 

19 {C} => {PHP} 0.253 0.5000 1.0060 

20 {PHP} => {SQL} 0.264 0.5312 1.0334 

21 {PHP} => {HTML} 0.262 0.5271 1.0398 

22 {PHP} => {C} 0.256 0.5151 1.0220 

23 {PHP} => {C# } 0.253 0.5091 1.0060 

24 {PHP} => {CSS} 0.251 0.5050 1.0182 

25 {PHP} => {.NET} 0.241 0.4849 1.0060 

26 {CSS} => {JavaScript} 0.276 0.5565 1.0784 

27 {CSS} => {Python} 0.264 0.5323 1.0042 

28 {CSS} => {HTML} 0.255 0.5141 1.0160 

29 {CSS} => {SQL} 0.255 0.5141 1.0002 

30 {CSS} => {C#} 0.255 0.5140 1.0160 

31 {CSS} => {C} 0.255 0.5141 1.0201 

32 {CSS} => {PHP} 0.251 0.5060 1.0182 

33 {CSS} => {.NET} 0.240 0.4829 1.0039 

34 {Java} => {.NET} 0.235 0.4865 1.0094 
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35 {.NET} => {Python} 0.263 0.5456 1.0295 

36 {.NET} => {PHP} 0.241 0.5000 1.0060 

37 {.NET} => {CSS} 0.240 0.4980 1.0039 

38 {.NET} => {Java} 0.235 0.4876 1.0094 

Table 6: Association rules that have a positive effect 
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Figure 4: IT Learners’ learning path 

Python 

SQL 

HTML 

CSS 

.NET 

JavaScript 
CSS 

HTML 

SQL 

Python 

PHP 

CSS 

HTML 

Python 

 JavaScript 

PHP 

 C# 

CSS 

C#  

HTML 

CSS 

PHP 

C 
PHP 

CSS 

PHP 

SQL 

 HTML 

C 

 C# 

CSS 

.NET 

CSS 

JavaScript 

 Python  

HTML 

 SQL 

C# 

C PHP .NET 

Java PHP 

.NET  Python 

PHP 

CSS Java 



Journal of International Technology and Information Management  Volume 25, Number 3 2016 

© International Information Management Association, Inc 2016 116 ISSN: 1941-6679-On-Line Copy 

Figure 5 shows a multi-level IT learners’ learning path which enables us to 

recommend the sequence of subjects that rudimentary IT learners can study. Based 

on this information, we create table 7 that shows some possible study sequence of 

subjects. Every recommended sequence starts with Python because Python has a 

highest Support value (0.53) among 10 subjects. 

  

 

 
 

 

 

 

 

 
 

 

 

 

   

 

 

 
 

 

 

 

 

 

 

 

 

 
 

 

 

 

 
 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

Figure 5: IT Learners’ multi-level learning path 
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# Recommended Possible Learning Path 

1 Python => SQL => PHP => HTML => JavaScript => CSS => C#; .NET => 

Java; C 

2 Python => SQL => PHP => HTML => JavaScript => CSS => C; .NET => 

Java; C# 

3 Python => SQL => PHP => HTML => JavaScript => CSS => .NET => Java; 

C#; C 

4 Python => SQL => PHP => C => CSS => HTML;  JavaScript; .NET => 

Java; C#; 

5 Python => SQL => PHP => C => CSS => C# => JavaScript; .NET => Java; 

C#; 

6 Python => SQL => PHP => C => CSS =>.NET => Java; C#; 

HTML=>JavaScript 

7 Python => SQL => PHP => C# => JavaScript => CSS; .NET => Java; C; 

HTML 

8 Python => HTML => JavaScript => CSS => SQL => PHP => C; .NET => 

Java; C# 

9 Python => HTML => PHP => C => CSS => JavaScript; .NET => Java; C#; 

SQL 

10 Python => HTML => C# => CSS => .NET => Java; JavaScript; C#; SQL; 

PHP 

11 Python => HTML => CSS => PHP => .NET => Java; JavaScript; C; C#; 

SQL; HTML 

12 Python => CSS => JavaScript; HTML => PHP => C; .NET => Java; C#; 

SQL 

13 Python => CSS => HTML => JavaScript; SQL => PHP => C; .NET => Java; 

C# 

14 Python => CSS => SQL => PHP => HTML => JavaScript; C; .C#; NET => 

Java 
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15 Python => CSS => C# => HTML => PHP => C; JavaScript; SQL; .NET => 

Java 

16 Python => CSS => PHP => HTML => .NET => Java; C; JavaScript; SQL; 

C# 

17 Python => .NET => PHP => C => CSS => HTML => JavaScript; SQL; C#; 

Java 

18 Python => .NET => CSS => C# => HTML => PHP => C; SQL; JavaScript; 

Java 

19 Python => .NET => Java => PHP => C => CSS; SQL; JavaScript; C# => 

HTML 

Table 7: Recommended learning path 

 

Figure 6 illustrates a grouped matrix for 460 association rules. The bigger the circle 

is, the higher correlation is represented between left-hand side and right-hand side 

subjects. Figure 7 shows a grouped matrix for 85 association rules. The 85 

association rules were generated by a pruning algorithm provided by R, which 

removes some of associations that provide little power. A pruning process reduces 

the complexity and improves predictive accuracy. 
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Figure 6: Grouped matrix before pruning 

Figure 7: Group matrix after pruning 
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Also, we visualized the 85 association rules using arulesViz as shown in figure 8.   

Figure 8: IT course association graph 

 

CONCLUSION 

Using the top 10 most searched IT subjects obtained from Google search trends, we 

collected and stored IT learners’ learning propensity as a binary mapping data, We 

analyzed the binary data using a data mining technique with an association rule 

algorithm implemented in R package to suggest a way to predict and recommend 

IT learner’s learning path from a collective intelligence viewpoint. To find out the 

learning path we utilized the Support, Confidence and Lift values. We found that 

all of the 10 subjects were studied by more than 50% of IT leaners with a very 

minimal variance in a Support value. Among the 10 subjects, Python was the most 

studied by IT learners, followed by JavaScript, SQL, HTML, C#, PHP, CSS, Java, 

and .NET. We identified 38 association rules that tell us the probability that IT 

learners study a subject given that they have already studied a particular subject. 

By utilizing these rules, we came up with IT learner’s learning path and 

recommended some possible sequences of subjects for rudimentary IT learners. As 

a result of this research, it is expected that more useful knowledge and a better 

decision making on the learning process would be provided to IT learners. 
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We think further studies on the changes of popularity of the top 10 most searched 

IT subjects would be interesting. In particular, finding which subjects still remains 

popular and which subjects become unpopular, and what are the factors that make 

these changes might also be an interesting research topic. In addition, finding IT 

learners’ learning propensity in developed, developing, and under developed 

countries, and comparing them each other might be a good future research topic. 
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Appendix A 

460 ASSOCIATION RULES 

1 {} 

=

> {Python} 0.53 0.53 1 

2 {} 

=

> {JavaScript} 

0.51

6 0.516 1 

3 {} 

=

> {SQL} 

0.51

4 0.514 1 

4 {} 

=

> {HTML} 

0.50

7 0.507 1 

5 {} 

=

> {CSharp} 

0.50

6 0.506 1 

6 {} 

=

> {C} 

0.50

4 0.504 1 

7 {} 

=

> {PHP} 

0.49

7 0.497 1 

8 {} 

=

> {CSS} 

0.49

6 0.496 1 

9 {} 

=

> {Java} 

0.48

3 0.483 1 

10 {} 

=

> {NET} 

0.48

2 0.482 1 

11 {SQL} 

=

> {Python} 0.28 

0.54474

7 

1.02782

5 

12 {Python} 

=

> {SQL} 0.28 

0.52830

2 

1.02782

5 

13 {CSS} 

=

> {JavaScript} 

0.27

6 

0.55645

2 

1.07839

5 

14 {JavaScript} 

=

> {CSS} 

0.27

6 

0.53488

4 

1.07839

5 

15 {HTML} 

=

> {Python} 

0.27

1 

0.53451

7 

1.00852

2 

16 {Python} 

=

> {HTML} 

0.27

1 

0.51132

1 

1.00852

2 

17 {HTML} 

=

> {JavaScript} 

0.26

9 

0.53057

2 1.02824 

18 {JavaScript} 

=

> {HTML} 

0.26

9 

0.52131

8 1.02824 

19 {C} 

=

> {Python} 

0.26

4 0.52381 0.98832 
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20 {Python} 

=

> {C} 

0.26

4 

0.49811

3 0.98832 

21 {PHP} 

=

> {SQL} 

0.26

4 

0.53118

7 

1.03343

8 

22 {SQL} 

=

> {PHP} 

0.26

4 

0.51361

9 

1.03343

8 

23 {CSS} 

=

> {Python} 

0.26

4 

0.53225

8 

1.00426

1 

24 {Python} 

=

> {CSS} 

0.26

4 

0.49811

3 

1.00426

1 

25 {JavaScript} 

=

> {SQL} 

0.26

4 

0.51162

8 

0.99538

5 

26 {SQL} 

=

> {JavaScript} 

0.26

4 

0.51361

9 

0.99538

5 

27 {NET} 

=

> {Python} 

0.26

3 

0.54564

3 

1.02951

5 

28 {Python} 

=

> {NET} 

0.26

3 

0.49622

6 

1.02951

5 

29 {JavaScript} 

=

> {Python} 

0.26

3 0.50969 

0.96167

9 

30 {Python} 

=

> {JavaScript} 

0.26

3 

0.49622

6 

0.96167

9 

31 {PHP} 

=

> {HTML} 

0.26

2 

0.52716

3 

1.03976

9 

32 {HTML} 

=

> {PHP} 

0.26

2 

0.51676

5 

1.03976

9 

33 {PHP} 

=

> {Python} 

0.26

2 

0.52716

3 

0.99464

7 

34 {Python} 

=

> {PHP} 

0.26

2 0.49434 

0.99464

7 

35 {CSharp} = > {HTML} 

0.26

1 

0.51581

3 

1.01737

7 

36 {HTML} 

=

> {CSharp} 

0.26

1 

0.51479

3 

1.01737

7 

37 {CSharp} = > {SQL} 

0.25

8 

0.50988

1 

0.99198

7 

38 {SQL} 

=

> {CSharp} 

0.25

8 

0.50194

6 

0.99198

7 

39 {C} 

=

> {PHP} 

0.25

6 

0.50793

7 

1.02200

5 
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40 {PHP} 

=

> {C} 

0.25

6 

0.51509

1 

1.02200

5 

41 {C} 

=

> {SQL} 

0.25

6 

0.50793

7 

0.98820

3 

42 {SQL} 

=

> {C} 

0.25

6 

0.49805

5 

0.98820

3 

43 {C} 

=

> {CSS} 

0.25

5 

0.50595

2 

1.02006

5 

44 {CSS} 

=

> {C} 

0.25

5 

0.51411

3 

1.02006

5 

45 {CSharp} = > {CSS} 

0.25

5 

0.50395

2 

1.01603

3 

46 {CSS} 

=

> {CSharp} 

0.25

5 

0.51411

2 

1.01603

3 

47 {CSS} 

=

> {HTML} 

0.25

5 

0.51411

3 

1.01402

9 

48 {HTML} 

=

> {CSS} 

0.25

5 

0.50295

9 

1.01402

9 

49 {CSS} 

=

> {SQL} 

0.25

5 

0.51411

3 1.00022 

50 {SQL} 

=

> {CSS} 

0.25

5 

0.49610

9 1.00022 

51 {HTML} 

=

> {SQL} 

0.25

5 

0.50295

9 

0.97851

9 

52 {SQL} 

=

> {HTML} 

0.25

5 

0.49610

9 

0.97851

9 

53 {CSharp} = > {PHP} 

0.25

3 0.5 

1.00603

6 

54 {PHP} 

=

> {CSharp} 

0.25

3 

0.50905

4 

1.00603

6 

55 {C} 

=

> {JavaScript} 

0.25

2 0.5 

0.96899

2 

56 {JavaScript} 

=

> {C} 

0.25

2 

0.48837

2 

0.96899

2 

57 {PHP} 

=

> {JavaScript} 

0.25

2 

0.50704

2 0.98264 

58 {JavaScript} 

=

> {PHP} 

0.25

2 

0.48837

2 0.98264 

59 {CSharp} = > {JavaScript} 

0.25

1 

0.49604

7 

0.96133

2 
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60 {JavaScript} 

=

> {CSharp} 

0.25

1 

0.48643

4 

0.96133

2 

61 {PHP} 

=

> {CSS} 

0.25

1 0.50503 

1.01820

6 

62 {CSS} 

=

> {PHP} 

0.25

1 

0.50604

8 

1.01820

6 

63 {C} 

=

> {CSharp} 0.25 

0.49603

1 0.9803 

64 {CSharp} 

=

> {C} 0.25 

0.49407

1 0.9803 

65 {CSharp} 

=

> {Python} 

0.24

9 

0.49209

5 

0.92848

1 

66 {Python} 

=

> {CSharp} 

0.24

9 

0.46981

1 

0.92848

1 

67 {Java} 

=

> {Python} 

0.24

8 

0.51345

8 

0.96878

8 

68 {Python} 

=

> {Java} 

0.24

8 

0.46792

5 

0.96878

8 

69 {NET} 

=

> {SQL} 

0.24

4 

0.50622

4 

0.98487

2 

70 {SQL} 

=

> {NET} 

0.24

4 

0.47470

8 

0.98487

2 

71 {Java} 

=

> {HTML} 

0.24

4 

0.50517

6 

0.99640

2 

72 {HTML} 

=

> {Java} 

0.24

4 

0.48126

2 

0.99640

2 

73 {Java} 

=

> {JavaScript} 

0.24

4 

0.50517

6 

0.97902

3 

74 {JavaScript} 

=

> {Java} 

0.24

4 

0.47286

8 

0.97902

3 

75 {Java} 

=

> {C} 

0.24

3 

0.50310

6 

0.99822

5 

76 {C} 

=

> {Java} 

0.24

3 

0.48214

3 

0.99822

5 

77 {Java} 

=

> {CSharp} 

0.24

3 

0.50310

6 0.99428 

78 {CSharp} 

=

> {Java} 

0.24

3 

0.48023

7 0.99428 

79 {C} 

=

> {HTML} 

0.24

3 

0.48214

3 

0.95097

2 
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80 {HTML} 

=

> {C} 

0.24

3 0.47929 

0.95097

2 

81 {NET} 

=

> {JavaScript} 

0.24

2 

0.50207

5 

0.97301

3 

82 {JavaScript} 

=

> {NET} 

0.24

2 

0.46899

2 

0.97301

3 

83 {NET} 

=

> {PHP} 

0.24

1 0.5 

1.00603

6 

84 {PHP} 

=

> {NET} 

0.24

1 0.48491 

1.00603

6 

85 {NET} 

=

> {CSS} 0.24 

0.49792

5 

1.00388

2 

42

0 {Java, JavaScript} 

=

> {PHP} 

0.11

4 

0.46721

3 

0.94006

7 

42

1 {JavaScript, PHP} 

=

> {Java} 

0.11

4 

0.45238

1 

0.93660

7 

42

2 {NET, CSharp} 

=

> {JavaScript} 

0.11

3 

0.47280

3 

0.91628

6 

42

3 {JavaScript, NET} 

=

> {CSharp} 

0.11

3 

0.46694

2 

0.92281

1 

42

4 

{JavaScript, 

CSharp} 

=

> {NET} 

0.11

3 

0.45019

9 

0.93402

3 

42

5 {PHP, NET} 

=

> {HTML} 

0.11

3 0.46888 

0.92481

2 

42

6 {HTML, NET} 

=

> {PHP} 

0.11

3 

0.52073

7 

1.04776

1 

42

7 {HTML, PHP} 

=

> {NET} 

0.11

3 

0.43129

8 

0.89480

9 

42

8 {HTML, Java} 

=

> {SQL} 

0.11

3 

0.46311

5 

0.90100

2 

42

9 {SQL, Java} 

=

> {HTML} 

0.11

3 

0.47083

3 

0.92866

5 

43

0 {SQL, HTML} 

=

> {Java} 

0.11

3 

0.44313

7 

0.91746

8 

43

1 {NET, CSharp} 

=

> {HTML} 

0.11

2 

0.46861

9 

0.92429

8 

43

2 {HTML, NET} 

=

> {CSharp} 

0.11

2 

0.51612

9 

1.02001

8 

43

3 {HTML, CSharp} 

=

> {NET} 

0.11

2 

0.42911

9 

0.89028

8 
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43

4 {Java, CSS} 

=

> {SQL} 

0.11

2 

0.47457

6 0.9233 

43

5 {SQL, Java} 

=

> {CSS} 

0.11

2 

0.46666

7 0.94086 

43

6 {SQL, CSS} 

=

> {Java} 

0.11

2 

0.43921

6 

0.90934

9 

43

7 {NET, C} 

=

> {JavaScript} 

0.11

1 

0.46638

7 0.90385 

43

8 {JavaScript, NET} 

=

> {C} 

0.11

1 

0.45867

8 

0.91007

5 

43

9 {JavaScript, C} 

=

> {NET} 

0.11

1 

0.44047

6 

0.91385

1 

44

0 {HTML, NET} 

=

> {JavaScript} 

0.11

1 

0.51152

1 

0.99131

9 

44

1 {JavaScript, NET} 

=

> {HTML} 

0.11

1 

0.45867

8 0.90469 

44

2 {HTML, JavaScript} 

=

> {NET} 

0.11

1 

0.41263

9 

0.85609

8 

44

3 {Java, CSharp} 

=

> {Python} 

0.11

1 0.45679 

0.86186

8 

44

4 {Java, Python} 

=

> {CSharp} 

0.11

1 

0.44758

1 

0.88454

7 

44

5 {Python, CSharp} 

=

> {Java} 

0.11

1 

0.44578

3 

0.92294

6 

44

6 {Java, NET} 

=

> {CSharp} 

0.10

9 0.46383 0.91666 

44

7 {NET, CSharp} 

=

> {Java} 

0.10

9 

0.45606

7 

0.94423

8 

44

8 {Java, CSharp} 

=

> {NET} 

0.10

9 0.44856 

0.93062

2 

44

9 {HTML, NET} 

=

> {SQL} 

0.10

7 

0.49308

8 

0.95931

4 

45

0 {SQL, NET} 

=

> {HTML} 

0.10

7 

0.43852

5 0.86494 

45

1 {SQL, HTML} 

=

> {NET} 

0.10

7 

0.41960

8 

0.87055

6 

45

2 {Java, NET} 

=

> {PHP} 

0.10

5 

0.44680

9 

0.89901

1 

45

3 {PHP, NET} 

=

> {Java} 

0.10

5 

0.43568

5 

0.90203

9 
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45

4 {Java, PHP} 

=

> {NET} 

0.10

5 

0.45652

2 

0.94714

1 

45

5 {Java, NET} 

=

> {HTML} 

0.10

3 

0.43829

8 

0.86449

3 

45

6 {HTML, NET} 

=

> {Java} 

0.10

3 

0.47465

4 

0.98272

1 

45

7 {HTML, Java} 

=

> {NET} 

0.10

3 

0.42213

1 

0.87579

1 

45

8 {NET, C} 

=

> {HTML} 

0.10

2 

0.42857

1 

0.84530

9 

45

9 {HTML, NET} 

=

> {C} 

0.10

2 

0.47004

6 

0.93263

1 

46

0 {HTML, C} 

=

> {NET} 

0.10

2 

0.41975

3 

0.87085

7 
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